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Abstract 

Md Nafiz Amin 

Integrated photonic devices for spectroscopy and biosensing 

The past few decades have seen an increasing demand for miniaturized photonic 

technologies for guiding, manipulating, and analyzing light in various integrated 

research and commercial applications, such as telecommunications, observational 

astronomy, and disease diagnostics. Two application areas where photonic integration 

continues to lead to promising innovations are on-chip single particle biosensors and 

next generation spectroscopic platforms. On one hand, different integrated photonic 

technologies have shown great potential in point-of-care biosensing by implementing 

a variety of sensitive schemes in lab-on-chip platforms. On the other hand, spectral 

analysis has been crucial to many breakthrough innovations and discoveries, leading to 

significant advances in developing miniaturized spectroscopy platforms. However, 

several challenges remain in realizing fully integrated, compact, simple, and cost-

effective photonic platforms in both these applications. 

In the context of pathogen sensing, liquid-core antiresonant reflecting optical 

waveguide (LC-ARROW)-based optofluidic biosensor platforms have demonstrated 

promising capabilities of detecting individual pathogens (e.g. nucleic acids, proteins, 

virus) from femtoliter sample volumes using different kinds of planar, single or multi-

spot photonic excitation waveguides, such as single-mode, Y-split or multi-mode 

interference (MMI) waveguides. Additionally, the last excitation approach has also 
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demonstrated multiplexed screening of different pathogens in the same sample using 

spectrally dependent multi-spot excitation. The planar excitation methods, however, 

face several limitations, including stable fiber-to-device coupling, spectral dependence 

of waveguides, and high-quality fabrication requirements. The first part of this thesis 

discusses the development of two different free-space, fiber-free, top-down excitation 

schemes. The first scheme involves excitation with a focused beam through a slit 

pattern milled into an opaque aluminum film covering the top surface of the LC-

ARROW channel. Comparable performances for single bead fluorescence detection 

between this top-down multispot excitation and the planar, MMI waveguide based 

excitation is observed. This top-down approach also demonstrates encoded, 

multiplexed fluorescence detection from micro-particles with two lasers. A second top-

down illumination scheme that images the spot pattern from a planar Y-split waveguide 

directly onto the detection device for high-fidelity fluorescence detection is also 

reported. This approach circumvents the need for an opaque cover and produces a 

further 2.7× improvement in signal-to-noise ratio compared to the first scheme. 

Advancements in integrated photonic spectrometers are just as crucial, offering 

transformative ideas in fields such as biosensing, astrophotonic integration, and 

environmental monitoring. The second part of this thesis introduces the idea of an 

integrated photonic spectrometer based on top-down imaging of an MMI waveguide 

combined with convolutional neural network (CNN) analysis. By capturing the 

wavelength-sensitive interference patterns using a top mounted camera and using CNN 

analysis trained on the spectra generated by known, tunable sources, this spectrometer 
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achieves highly accurate performances in the visible and near-infrared wavelength 

ranges. A spectral resolution of 0.05 nm is reported in the near-infrared wavelengths, 

and accurate narrowband and broadband spectral reconstruction in both spectral ranges 

are demonstrated. The compact MMI spectrometer's capabilities are further highlighted 

through a 4x4 arrayed configuration on the same chip, which significantly reduces the 

data acquisition time and shows the scalability of this approach for simultaneous multi-

target observations. A key demonstration of its applications potential is the spectral 

analysis of the solar spectrum, where the spectrometer successfully reconstructs the 

solar spectrum based on training for gas dips using a tunable laser. Next, the ongoing 

efforts of MMI spectrometer integration into the 3 meter Shane telescope in San Jose, 

California, followed by the discussion of the key challenges and potential way forward 

is discussed. The last major focus of this work is on improving the spectrometer’s 

performance in low-light conditions. Enhancing signal detection for sub-nanowatt 

input power levels reduces the need for expensive photodetectors, especially in 

applications such as astronomy or molecular spectroscopy. Selective roughening of the 

waveguide surface via plasma etching can enhance sensitivity and dynamic range of 

the MMI spectrometers by 15 dB, enabling the analysis of input test light levels as low 

as 300 picowatts, and also resulting in a measured scattering coefficient of 1.109 cm-1 

from the etched section. It is also observed that the performance of the MMI 

spectrometers in such low-light applications improves with the selection of MMI 

pattern sections with highest pattern variations for imaging. These results highlight the 
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potential of the MMI spectrometer for high-performance spectroscopy across 

disciplines. 
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 Introduction 

The manipulation and analysis of light play a critical role in many major scientific 

discoveries and technological innovations. It enables probing into the fundamental 

properties of matter, enabling the understanding of the universe from the cosmological 

scale down to the quantum mechanical scale. Light manipulation also plays a crucial 

role in biological sciences through fundamental observational techniques like 

microscopy and fluorescence imaging, as well as by allowing scientists to observe 

cellular structures and track molecular interactions through spectroscopy. Specifically, 

since the invention of optical fibers and lasers in the last century, different light-

guiding, sensing, and source systems have transformed almost every discipline and 

commercial industry by improving data transmission, imaging, and precision 

measurements. Two notable areas of interest in this publication are disease diagnostics 

and astronomical observations.  

The exponential growth of the semiconductor industry over the last few decades has 

led to tremendous advancements in micro and nanofabrication technologies. In the 

recent past, the photonics industry has only started to leverage this advancement in 

high-volume manufacturing, resulting in the era of miniaturized, high-performance 

active and passive components and integrated photonic circuits (PIC). We have seen 

the planar waveguides, on-chip lasers, ultra-sensitive photodetectors, and many more 

photonic concepts realized into scalable technologies. Many of these inventions have 

already revolutionized data communications and diagnostic applications. The emerging 
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era of artificial intelligence is expected to further enhance the capabilities of integrated 

photonic elements in terms of design and performance optimization, leading to smarter, 

faster, and more adaptive novel photonic applications. 

There is an ever-growing need to detect pathogens and diagnose potential diseases with 

reliable precision and sensitivity. Moreover, rapid and low-cost diagnosis schemes are 

becoming increasingly important in mitigating infectious disease outbreaks. As we 

have seen during the Covid-19 pandemic, the SARS-Cov-2 virus can transmit easily, 

spike the lung cells and compromise lung functionalities within a timeframe of hours 

[1]. Many of the current gold standard techniques, such as amplification-based 

diagnosis, e.g., RT-PCR, qT-PCR have long processing times, and both techniques are 

expensive in terms of cost and chemical reagents [2]. On the other side, the most 

common rapid antigen testing approaches, i.e., enzyme-linked immunoabsorbent 

assays (ELISAs) [3] or chemiluminescence assays (CLIAs) [4], work only at high 

enough clinical concentrations.  

One key approach to photonic biomedical diagnostic platforms is based on optofluidics 

[5][6]. It integrates fluidic flow in micro and nano-scale channels with photonic 

elements on the same chip, thus enabling the interaction of light with different 

individual pathogen entities, e.g. virus, nucleic acids, protein antibodies at a clinical 

concentration level. Optofluidic biosensors are a class of diagnostic platforms that offer 

an answer to many of these problems. By integrating fluidic flow in micro- and nano-

scale channels with photonic elements, an optofluidic biosensor enables precise 

interactions between light and various pathogen entities, such as viruses, nucleic acids, 
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and protein antibodies, even at clinical concentration levels. As discussed in chapter 2, 

anti-resonant optical waveguide (ARROW) based biosensors have been among the 

most prominent optofluidic biosensors over the last few years [7]. This technology has 

enabled light guiding inside a low refractive index liquid-core channel, thus, in turn, 

enabling the rapid, fluorescence-based detection of nanoscale pathogens using fiber-

coupled, planar excitation waveguides. The most significant advantage of such a 

compact platform will be the ability for low-cost mass fabrication. The silicon-based 

LC-ARROW devices are fabricated using standard semiconductor microfabrication 

processes and can be commercially produced while consistently maintaining desired 

benchmarks. Moreover, multiplexed screening of biomolecules from the same 

femtoliter sample volume has been demonstrated on the ARROW platform by 

integrating wavelength-sensitive multi-spot excitation using a multimode interference 

(MMI) waveguide [8][9]. This approach has really opened the potential pathways to a 

high-performance differential screening platform to fight future infectious diseases at 

the early stages of an outbreak. 

The first part of this PhD thesis focuses on developing free-space, top-down excitation 

schemes in the ARROW optofluidic platforms, as discussed in chapter 3. A fiber-

coupled planar waveguide excitation makes the practical field application of 

optofluidic biosensors challenging since all healthcare settings are not expected to have 

dedicated fiber-coupled, design-specific lasers that require occasional optical 

maintenance. My top-down design proposes a fiber-free alternative scheme with high 

detection sensitivity at any excitation wavelength. I also demonstrate a second top-
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down excitation scheme using simple photonic elements for spatial shaping of the 

excitation beam. Both approaches can be promising options for integration into more 

complex lab-on-chip architectures.  

Similar to the diversified implementations in medical diagnostics, integrated photonic 

sensors have shown the potential to develop a new generation of spectrometer 

platforms [10]. Arguably, optical spectroscopy is one of modern technology’s most 

crucial analysis methods for enabling material characterization for different 

applications. Almost all traditional benchtop spectrometers available in today’s world 

depend on either of the two fundamental physical phenomena, namely the dispersion 

of light from a prism or a grating or the interference effect between two beams with 

slightly different path lengths, as discussed in chapter 4. While effective and high 

precision, these classical approaches fall short in several demands from today’s 

application needs [11][12]. Because of the inherent path dependence, these 

technologies are not scalable to chip-scale in a simple format, and arrayed 

implementation for mass deployment becomes challenging as each spectrometer needs 

a dedicated detector. The prohibitive cost of these conventional units increases the cost-

per-spectrum of most high-precision applications, such as observational astronomy. 

Considering these limitations, the last decade has seen a drive to develop integrated 

spectrometers powered by photonic elements [10][13][14]. The delicate wavelength 

sensitivity of the photonic waveguides also makes them promising candidates for many 

novel spectroscopic analysis applications, as discussed in chapter 5. In particular, 

several promising fiber-based or planar-format photonic spectrometers have been 
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demonstrated based on image analysis techniques [15][16]. However, most of these 

ideas have yet to fully leverage the power of advanced learning algorithms and rely on 

developing sensitive image calibration systems and very specific photonic design 

architectures. 

Starting in chapter 6, the second part of this thesis focuses on the development of on-

chip spectrometers based on planar multi-mode waveguides. This simple photonic 

element has been extensively used in data communications and biosensing applications 

to implement wavelength division multiplexing strategy. Here, the extreme wavelength 

sensitivity of this device is harnessed to perform spectral analysis of an unknown test 

signal using neural network techniques. High-resolution performance and broadband 

spectral reconstruction are demonstrated in the visible and near-infrared wavelength 

ranges. At its very core, this image-to-spectral mapping strategy relies on convolutional 

neural network-based training strategy, which is laid out in chapter 7. Chapter 8 focuses 

on proof-of-concept applications of the MMI spectrometers. Arrayed MMI waveguide 

spectrometer realization is demonstrated, followed by the analysis of the solar spectrum 

using a small telescope and a tunable laser source. In the near future, the MMI 

spectrometer aims to be used as an integrated astrophotonic element at the 3-meter 

Shane Telescope at Lick Observatory, California. The current efforts of this 

instrumentation project and the key challenges are also highlighted. Observational 

astronomy is inherently a low-light discipline. As a result, characterization and 

enhancement of the low-light performance of the MMI spectrometer is of paramount 

importance. We demonstrate a signal enhancement technique for the spectrometer 
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using plasma etching in chapter 9. It is also observed in this study that available pattern 

density on certain regions of the MMI waveguide starts to become a crucial factor for 

low-light applications. In Chapter 10, the conclusion summarizes the key findings and 

outlines the future prospects for the work presented in this publication. The author 

hopes that the findings and insights from this work will benefit future research 

endeavors. 

  



7 
 

 Background of ultrasensitive detection in 

ARROW devices  

2.1. Optical waveguides 

An optical waveguide is a physical structure of two or more materials that can confine 

and guide light through it, predominantly through the mechanism of total internal 

reflection (TIR). It is the fundamental building block of many optical communication 

and sensing systems [17][18]. The simplest form of optical waveguide is a dielectric 

2D slab waveguide, and the core properties of waveguide propagation in integrated 

photonic circuits can be easily explained through it. 

Fig. 2.1(a) shows the schematic diagram of an asymmetric three-layer planar 

waveguide. The refractive index profile of the structure can be described as: 

 𝑛(𝑥) = 𝑛!,				|𝑥| <
"
#
 

              =	𝑛#,				𝑥 > 𝑑/2 (2.1) 

                  =	𝑛$,				𝑥 < −𝑑/2 

Fig 2.1 (a) Schematic representation of light ray propagation through a 2D asymmetric 
slab waveguide (b) Field distribution of symmetric m=0 and anti-symmetric m=1 mode 
inside the waveguide. 
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In order to achieve confined mode propagation by means of TIR, as shown by ray optics 

propagation in the Fig. 2.1(a), the necessary condition is 𝑛! >𝑛#,	𝑛$. The case of 𝑛#=𝑛$ 

is a symmetric waveguide. The simplest practical example of such a structure would 

be a thin glass layer immersed in air or any other fluid with a relatively lower index of 

refraction. For such a combination of isotropic and non-magnetic materials and 

monochromatic light propagation with a time harmonic variation exp(-i𝜔t), Maxwell’s 

equations in the three layers can be written as: 

 ∇ × 𝑯 = −𝑖𝜔𝜖%𝑛&#𝑬 (2.2) 

 ∇ × 𝑬 = 𝑖𝜔𝜇𝑯 (2.3) 

 ∇. 𝑬 = 0 (2.4) 

 ∇.𝑯 = 0 (2.5) 

Where 𝑛& is the refractive index in the layer i. By applying the curl operator to equation 

2.3, we can substitute the H field from equation 2.3. Further upon using the vector 

identity ∇×∇×E = ∇(∇.E) - ∇2E and using equations 2.2 and 2.4, we finally get: 

 𝛻#𝑬 = −𝜔#𝜇𝜖%𝑛&#𝑬  

 Or, 𝛻#𝑬 + 𝑘%#𝑛&#𝑬 = 0  (2.6) 

Where 𝑘% = 𝜔<𝜇𝜖% =
'
(
 is the free-space wave-number. Considering a homogeneous 

structure along the direction of propagation (z-axis), the solution fields of the above 

differential equation can be expressed as: 

 𝑬(𝑥, 𝑧) = 𝑬(𝑥)𝑒𝑥𝑝[−𝑖𝛽𝑧] (2.7) 
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 Here, β is the propagation constant in the z-axis. This allows us to write equation 2.6 

as: 

 "!𝑬(+)
"+

+ (𝑘%#𝑛&# − 𝛽#)𝑬(𝑥) = 0 (2.8)   

This is known as Hemholtz equation [19]. The eigenvalues from equation 2.8 determine 

the discrete 𝛽 values, which can be further expressed as 𝛽 = 𝑘%𝑛-.., where 𝑛-.. is the 

effective index of a particular field distribution called a “mode”. The propagation 

constant 𝛽 or the effective index 𝑛-.. determines whether the field of a mode has a 

sinusoidal oscillation or exponential decay in different parts of the waveguide. The 

field amplitude of the guided modes are sustained within the core region (n1) and fall 

off exponentially in the claddings (n2, n3), i.e. 𝛽 must follow the following condition:  

 /!'
(
, /"'
(
< 𝛽 < /#'

(
 (2.9) 

  Or, 𝑛#, 𝑛$ < 𝑛-.. < 𝑛! (2.10) 

The field distributions Em(x) and Hm(x) inside a slab waveguide are the eigenvectors 

of equation 2.8 corresponding to each 𝛽	(𝑛-..), where m=0,1,2… is the mode number. 

Each mode can be expressed as a superposition of Transverse Electric (TE) or 

Transverse Magnetic (TM) polarized fields. A TE-polarized field is perpendicular to 

the light ray’s plane-of-incidence (here the xz plane) and has only the field components 

Ey(x), Hx(x), and Hz(x). Similarly, a TM-polarized field only has Hy(x), Ex(x), and 

Ez(x). If we consider a TE mode as an example, the tangential component of the Ey and 

Hz must be continuous at the material interfaces to be an acceptable field solution. 
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Implementing these boundary conditions, the electric field Em,y(x) for the m-th TE 

mode can be expressed by the set of equations [20]: 

 𝑬0,2(𝑥) = 𝐶 Dcos ℎ𝑥 − 3
4
sin ℎ𝑥K,    |𝑥| ≤ 𝑑

2M  

                                             	= 𝐶	𝑒𝑥𝑝N−𝑞(𝑥 − 𝑑 2M )P,         𝑥 > 𝑑
2M  (2.11) 

 = 𝐶 Dcos ℎ "
#
+ 3

4
sin ℎ "

#
K 𝑒𝑥𝑝N𝑝(𝑥 + 𝑑 2M )P,    𝑥 < −𝑑 2M  

Here, ℎ = Q𝑛!#
'
(
− 𝛽#, 𝑞 = Q𝛽# − 𝑛##

'
(
, and 𝑝 = Q𝛽# − 𝑛$#

'
(
 . Fig. 2.1(b) shows the 

electric field profiles of the TE0 and TE1 modes inside the structure. Furthermore, by 

equating the Ey and Hz fields at the boundary regions x=d/2 and x= -d/2, we can write: 

  tan ℎ𝑑 = 4(563)
4!753

 (2.12) 

This is the eigenvalue equation for the TE modes and lets us directly calculate the 

effective indices of the different symmetric and anti-symmetric orthogonal modes 

Fig 2.2 (a) Dispersion diagram, ω vs. β of a symmetric slab waveguide (n2= n3) for 
different TE modes. Each propagating mode stops being a confined, guided mode 
below a certain cut-off frequency (wavelength), after which it becomes leaky (adapted 
from [21], (b) β vs. d/ λ for the confined modes of GaAs film on AlGaAs substrate 
(adapted from [22]). 
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based on the wavelength (frequency) of light, refractive indices in the structure, and the 

core thickness. The allowed values of  𝛽	(𝑛-..) can be found from equation 2.12 using 

graphical or numerical methods. These calculated values can then be used to obtain the 

modal field in each layer using equation 2.11. For the TM modes, a similar equation as 

2.12 to find the propagation constant of the guided modes can be derived by replacing 

p and q with 𝑝̅ = /#!

/"!
𝑝 and 𝑞U = /#!

/!!
𝑞, respectively. Fig. 2.2(a) shows a dispersion relation 

ω (or λ) vs. βm for different TE modes inside a symmetric slab waveguide (n2= n3) [21]. 

The light lines with slopes c/n1 and c/n2 defines the bounding region for the propagation 

constant βm of a confined mode, while each mode (βm) stops propagating below a 

certain cut-off frequency ωcut-off. The value of a propagation constant 𝛽 also depends 

on the waveguide thickness. As an example, Fig. 2.2(b) illustrates the change of 𝛽 for 

different low-order TE and TM modes for different waveguide thickness d/λ for a thin-

film asymmetric slab waveguide with air/GaAs/AlGaAs structure [22]. As evident 

from Fig. 2.2(b), for a fixed wavelength a waveguide mode only becomes confined 

above a certain cut-off value of d/λ. At the cut-off thickness for a particular mode βm, 

𝑝 = 0	and 𝛽 = 𝑛$𝜔 𝑐⁄ , i.e. the mode spreads to 𝑥 = −∞ within the substrate. The cut-

off thickness d/λ for the TE and TM modes, respectively can be calculated by using the 

expressions for ℎ, 𝑝, and 𝑞 into equation 2.12 and its TM counterpart, which gives us: 

 N"
8
P
9:
= !

#;</#!7/"!
Y𝑚𝜋 + tan7! N/"

!7/!!

/#!7/"!
P
!
#=
\ (2.13) 
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 N"
8
P
9>

= !

#;</#!7/"!
Y𝑚𝜋 + tan7! /#

!

/!!
N/"

!7/!!

/#!7/"!
P
!
#=
\ (2.14) 

As an example, for an air/SiO2/SiO2 rib waveguide with refractive indices n1= 1.51, 

n2=1.00, n3=1.448, the cut-off thickness at λ=632.8 nm for m=0 fundamental TE mode 

is d= 175.6 nm. The next mode, m=1 starts to show up at thickness d= 914 nm, defining 

the single-mode waveguide thickness for this platform. These wavelength-dependent 

single-mode operation across the visible and NIR wavelengths formulates the core 

design and operational principles of the single-mode and MMI waveguides on 

optofluidic biosensor platforms and integrated spectrometers, as described in the later 

sections, and also in chapter 6.   

2.2. Lab-on-a-chip optofluidics for disease biomarkers 

The detection of biological entities in the precious volume of a biological fluid sample 

can be a challenging problem, mainly due to their small size and the presence of a 

variety of different similar-sized entities [23][24]. Moreover, sensitive detection at an 

early stage of diagnosis can be particularly difficult because of the low concentration 

levels of target pathogens [25]. Another challenge is the scalability of the diagnostic 

platform, which has been a significant concern during the recent Covid-19 global 

pandemic and can be a major driving factor for the cost of diagnostics [26]. Lab-on-a-

chip (LOC) platforms have proven to be one of the most effective approaches for time 

and cost-effective diagnostics through miniaturization and advanced instrumentation 

[27][28][29]. One of the most promising LOC technologies is microfluidics, a powerful 
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channel flow-based single-particle analysis assay for detecting individual bioparticles 

and probing the complex behavior of large biomolecules [30][31]. Integrating multiple 

functions required for on-chip sample preparation and handling, different microfluidic 

techniques, e.g., droplet fluidics [32][33], paper-based microfluidics [34], lab-on-a-

disk devices [35] can be effective ways to detect and/or manipulate bioparticles for 

rapid and accurate results. Two major rapidly advancing fabrication technologies, 

semiconductor fabrication on silicon wafers [36][37][38] and soft 

polydimethylsiloxane (PDMS) lithography [39][40][41] have enabled quick, low-cost 

prototyping of different integrated point-of-care platforms.     

In the recent years, optofluidic biosensors have achieved significant progress in the 

development of compact, ultrasensitive LOC platforms for fluorescence-based 

detection and biochemical analysis of pathogens by combining optics and microfluidics 

on the same integrated platform [5][42] [43]. Using the interaction of light and 

individual biomolecules in a small, femto-liter (fL) volume, optofluidic biosensor 

devices can detect very small disease biomarkers, e.g., DNA, RNA, protein antigens, 

single viruses from a small sample volume [8] [44] [45]. Moreover, the integration of 

different passive and active optical components on a biosensing chip opens exciting 

possibilities for portable, multi-functional detection schemes [46]. From a fundamental 

design standpoint, the centerpiece of an optofluidic chip is a hollow-core analyte 

channel that simultaneously works as a liquid-core waveguide to guide the fluorescence 

signal out of the chip. Most conventional solid-core optical waveguides work based on 

TIR guiding in a core with a higher refractive index compared to the cladding, as 



14 
 

discussed in the previous section. As water (n=1.33) is the primary content in most 

biofluid samples, TIR is difficult to achieve inside a liquid core-solid cladding 

waveguide, as most conventional solid materials have higher refractive indices. A few 

novel ideas have been tried to achieve TIR in a liquid core waveguide, such as solid 

claddings with low index polymers (Teflon), porous cladding, liquid core-liquid 

cladding waveguide, each of which comes with their own fabrication and practical 

application challenges [47].  

Light guiding inside a liquid core waveguide can be achieved using another approach 

named leaky photonic bandgap guiding within a layered medium, or in a special case, 

through a periodic medium. In a conventional TIR case, the guided light experiences 

Fresnel reflection from a single dielectric interface where the refractive index is 

discontinuous. A layered medium may be considered as an array of such dielectric 

interfaces, where it is possible to achieve extremely high confinement inside the core 

by the interference of many reflecting waves, even though a single reflection from an 

individual interface is feeble. Examples of periodic structures could be Bragg 

waveguides [48] or photonic crystal waveguides [49]. Antiresonant reflecting optical 

waveguides (ARROWs) also operate based on multilayer thin-film interference 

principle similar to a Bragg waveguide. However they do not require the cladding 

layers to be periodic [47][50]. The ARROW layers can be fabricated using common 

CMOS fabrication techniques [51]. As a result, they are easily integrable into fully 

planar optofluidic device architecture. So far, different implementations of planar 

optofluidic biosensors on ARROW platforms has demonstrated single bioparticle 
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detection for different bioassays with high sensitivity [52][53][53][54]. Before further 

discussing the integration of ARROW as a building block for optofluidic biosensors, 

the basic guiding principles of ARROW layers is discussed in more detail in the next 

section. 

2.3. ARROW (anti-resonant reflecting optical waveguide) 

In an ARROW waveguide, the low-index core is sandwiched between multilayer thin-

film stacks, which are designed to act as Fabry-Perot etalons in anti-resonant condition.  

Fig. 2.3 illustrates a simple ARROW waveguide cross-sectional plane parallel to the 

direction of light propagation, with a core layer with thickness 𝑑( and refractive 

index	𝑛(. The multilayer cladding consists of two layers of alternating materials with 

thicknesses	𝑡!, 𝑡# and refractive indices 𝑛!, 𝑛#, respectively. We select the materials 

for different regions such that  𝑛! > 𝑛# > 𝑛(.After a round-trip, the total transverse 

phase shift of a propagating light ray through the core region should be an integer 

multiple of 2π, i.e.: 

Fig 2.3 ARROW structure cross-sectional overview. 
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 2𝑘(+𝑑( + ∅! + ∅! = 2𝑁𝜋,    N= 0, 1, 2… (2.15) 

Here, ∅! and ∅# are the phase shifts from the reflections of the propagating ray with an 

angle of incidence 𝜃( at the two boundaries of the core region. For a TE wave, ∅! =

∅# = 0, while for a TM wave, both can be 0 (𝜃(<Brewster angle) or π (𝜃(>Brewster 

angle). Therefore, equation 2.15 can be written as: 

 2𝑛( .
#;
8
𝑑( cos 𝜃( = 2𝜋 

 Or, cos 𝜃( =
8

#/$"$
 (2.16) 

Part of the light in the core region is refracted into the first cladding layer. At the 

boundary between the core and the first cladding layer, from Snell’s law of refraction: 

 sin 𝜃! =
/$ ?@A B$

/#
 (2.17) 

To prevent the transmission of light through the first cladding layer, the light rays in 

this layer should destructively interfere, i.e. the total transverse phase shift in this layer 

should be an odd multiple of π. The anti-resonant condition of this layer can be written 

as: 

 2𝑘!+𝑡! +𝛹! +𝛹# = (2𝑁 − 1)𝜋,    N= 0, 1, 2… (2.18) 

Here, 𝑘!+ is the transverse component of the wave-vector in the first cladding layer and 

𝛹!, 𝛹# are the phase shifts at the two interfaces. Since 𝑛! > 𝑛#, 𝑛( , the total phase shift 

𝛹! +𝛹# = 2π. Therefore, equation 2.18 can be expressed as:  

 2𝑘!𝑡! cos 𝜃! = (2𝑁 − 1)𝜋,    N= 0, 1, 2… (2.19) 
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Using equations 2.16 and 2.17 to replace cos 𝜃!in the above equation and using 𝑘! =

#;
8
𝑛!, the thickness 𝑡! can be calculated as: 

 𝑡! =
(#C7!)8

D</#!7/$!6
%
&'$
!

 (2.20) 

For a large core (𝑑( ≫ 𝜆), we can approximate 𝑛!# − 𝑛## ≫
8
D"$!

. Therefore, equation 

2.20 can be approximated as: 

 𝑡! =
(#C7!)8

D</#!7/$!
 (2.21) 

Similar derivation can be shown for the thickness of the second cladding layer. For a 

design wavelength λD, the general formula to calculate the cladding layers thicknesses 

in the ARROW waveguide can be written as:  

 𝑡& =
(#C7!)8(

DE/)
!7/$!6

%(
&'$!

,    i= 1, 2… (2.22) 

The liquid-core ARROW waveguides used in the optofluidic biosensor devices in the 

subsequent sections have 𝑑(= 5 µm, 𝑛(= 1.33, 𝑛!= 2.107 (Ta2O5), and 𝑛#= 1.47 (SiO2), 

which gives out the thicknesses 𝑡!= 97 nm and 𝑡#= 251 nm for a design wavelength λD 

= 633 nm. It can be shown that the loss characteristics of such a leaky propagation 

depends on the number of ARROW layers N and the polarization of light, given by 

[55]: 

 𝛼9:,0&/ = N/!
!7/$!

/#!7/$!
P
C
#=
𝛼%, 
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 𝛼9>,0&/ = N/#
/!
P
#C /#!

/$!
 𝛼9:,0&/, (2.23) 

 𝛼% =
F(
! (06!)!

/$"$"</#!7/$!
 

where m is the order of the propagating mode. In the next section, we discuss the 

principle of fluorescence detection from individual micro or nano-scale particles and 

fluorescence dye molecules on different ARROW-based optofluidic biosensor 

architectures. 

2.4. Particle detection using planar excitation on ARROW 

devices 

In an ARROW-based optofluidic sensing platform, the basic principle is to create 

fluorescence excitation volumes inside the liquid core ARROW waveguide fabricated 

Fig 2.4 (a) Schematic of an early version of ARROW optofluidic chip with orthogonal, 
single-spot excitation projected onto the liquid core waveguide. The two ends of the 
liquid core are coupled to solid-core collection waveguides, which collects and carries 
the fluorescence signal to the edge of the device. (b), (c) Cross-section structures of 
buried-ridge waveguide designs of liquid core and solid core excitation waveguides on 
ARROW layers, respectively. (d) A simple experimental setup for fluorescence 
detection from the optofluidic chip (adapted from [55]). 
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on a silicon wafer platform. This is done by creating a planar, solid-core waveguide on 

the same chip which can couple light into the liquid core waveguide, either on the same 

axis, or in an orthogonal fashion. Fluorescently tagged particles suspended in a liquid 

medium passes through this excitation volume, and the optical signal generated by 

these targets couples from the liquid core waveguide into another solid core collection 

waveguide  

In the early stages of the optofluidic chip development, the architecture contained a 

liquid-core channel, an excitation and a collection waveguide, all on the same axis [56]. 

This device was able to successfully detect ~490 individual molecules of Alexa 647 

dye in an ethylene glycol solution [57]. Later on, an orthogonal architecture was 

adopted, where an excitation single-mode waveguide lies perpendicular to the liquid 

core waveguide and the collection waveguide. This architecture is illustrated in Fig. 

2.4(a). In this way, the excitation volume at the intersection between the liquid channel 

and the excitation waveguide came down to femtoliter level. This enabled the sensitive 

and efficient detection and distinction of single bioparticles in the liquid flow, which 

follows a Poisson statistical probabilistic distribution inside this excitation volume 

[58]. Notably, with this early orthogonal design, optofluidic detection of single 

fluorescently labeled liposomes was reported [52]. 

The fabrication of an ARROW optofluidic chip follows standard semiconductor 

fabrication steps [59]. After the plasma enhanced chemical vapor deposition (PECVD) 

of six Ta2O5 and SiO2 ARROW layers with the design specifications described in 

section 2.3, a 12 wide and 5 µm tall sacrificial core for the liquid channel was developed 
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using standard SU-8 lithography, followed by the creation of a silicon pedestal for the 

hollow core using deep reactive ion etching (DRIE) [50][60]. A 6 µm SiO2 (n=1.51) 

layer was PECVD grown on this structure to create the shell of the hollow core channel 

as well the solid-core waveguides in the same fabrication steps. After a second SU-8 

lithography step, the 4 µm wide excitation ridge waveguide was created using a 

selective DRIE step. Finally, the sacrificial core inside the hollow core channel was 

removed using piranha (H2SO4:H2O2) etching. In the later designs, a second 6 µm SiO2 

layer (n=1.448) was deposited on top of the first layer to improve the single-mode 

condition of the excitation waveguide, and make it more durable by reducing water 

absorption into the core oxide [61][62]. The cross-section of the liquid core and solid-

core excitation waveguides on the same ARROW platform with this buried ridge 

design is shown in Fig. 2.4 (b-c). 

The basic experimental setup for fluorescence detection is shown in Fig. 2.4(d). A 

monochromatic laser source is coupled into a single-mode fiber, which is then butt-

coupled into the single-mode excitation waveguide. The choice of the excitation laser 

wavelength is related to the fluorescent target’s excitation and emission spectra. 

However, in more advanced excitation waveguide designs, such as a multi-mode 

interference waveguide (discussed in section 2.4.1), it also depends on the excitation 

waveguide parameters. The fluorescence signal generated by the individual targets 

couple from the liquid-core waveguide into the collection core waveguide. This is then 

collected from the collection waveguide facet using an objective lens (NA 0.85, 60x). 

After passing through a spectral filter that blocks the excitation laser wavelength, the 
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fluorescence signal is coupled into a larger multi-mode fiber. The fiber delivers the 

signal into a single photon avalanche diode module (SPCM-AQR-14-FC, Excelitas), 

which records the arrival time of each photon using a time-correlated single photon 

counting PCI board (TimeHarp260, Picoquant). The photon timestamps are binned to 

create a photon count vs. time trace, as shown in Fig. 2.5 (a). Each event (spike) in this 

trace corresponds to a fluorescently tagged particle.  

For excitation using single-mode excitation waveguide, each signal appears to be a 

single Gaussian peak as seen from the zoomed-in view in Fig. 2.5(b). However, the 

most matured version of planar optofluidic biosensors incorporated a multi-spot 

excitation on the liquid channel using a multi-mode interference (MMI) or Y-splitter 

waveguide, which is discussed in the following section, which would also change the 

temporal shape of the individual signals. 

Fig 2.5 (a) Fluorescence signal collected from an optofluidic device sensing experiment 
by exciting 200 nm fluorescence beads at a sample concentration 1 x 107 particles/mL 
using 633 nm laser light excitation through a single mode-waveguide (b) closer look at 
the individual signals using a single-mode excitation waveguide. 
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2.4.1. Multi-spot planar excitation 

It has been shown that a multi-spot excitation approach in optofluidic devices enhanced 

the signal-to-noise ratio (SNR) of the fluorescence detection, ultimately increasing the 

sensitivity and accuracy of the device [63]. To this end, different integrated multi-spot 

excitation architectures have successfully demonstrated amplification-free detection of 

individual biomarkers from a clinically relevant concentration [8][63]. The most 

notable to mention is the multi-mode interference (MMI) waveguide, a wide planar 

structure that can support many propagating modes for a chosen wavelength of light. It 

is commonly used as a passive power-splitting component used in optical 

communications [64] [65]. As discussed later, in the context of optofluidic biosensing, 

the MMIs have been popularly used for ultrasensitive detection of different pathogens. 

Furthermore, the ability to perform simultaneous, multiplexed spectral detection of 

different pathogen entities using the same excitation volume makes it a powerful 

biosensing tool.   

A brief discussion of the working principle and the design principle of the MMI 

waveguides for optofluidic biosensor operation is given in this section. In chapter 6, 

the theory of MMI waveguide propagation will be treated in more detail as a core 

component of an on-chip integrated spectrometer. When a wide MMI waveguide with 

width W and length L is coupled with a single mode waveguide, the mode inside the 

single mode waveguide for a wavelength λ couples into multiple lateral modes in the 

MMI section. From the ray optics treatment of mode propagation, it can be shown that 
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the maximum number of supported modes m in the MMI section can be calculated 

using the V-number defined by [21]: 

 𝑉 = G;
F
Qg𝑛(HI-# − 𝑛(JK""&/L# h     (2.24) 

 𝑚 ≤ (2𝑉 − ∅) 𝜋⁄  (2.25) 

Here, 𝑛(HI- and 𝑛(JK""&/L are the core and cladding material refractive indices of the 

MMI waveguide, respectively, and ∅ is the phase difference acquired at the boundary 

of the waveguide. These propagating modes interferes with each other to generate 

wavelength-dependent interference pattern along the waveguide length with multiple 

self-imaging spots of the input profile at certain distances, as shown in Fig. 2.6(a) [66]. 

If a liquid core optofluidic channel is placed at this calculated distance from the start 

of the MMI, this distinct multi-spot excitation pattern can be used to excite the 

fluorescently tagged particles. The effective width of these mode profiles 𝑊-.., also 

known as the effective waveguide width which takes into account the polarization-

dependent lateral penetration depth of the mode fields can be expressed as:   

Fig 2.6 (a) Sketch of MMI propagation pattern with the waveguide design parameters 
projecting onto a liquid core waveguide (adapted from [56]) (b) Microscope image of 
an optofluidic biosensor with an MMI excitation waveguide as well as a single-mode 
excitation waveguide intersecting the liquid-core waveguide at different positions. 
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     (2.26) 

Here, σ = 0 or 1 for TE and TM modes, respectively. Furthermore, it can be shown that 

the beat length 𝐿;	of the two lowest order modes (where they go out of phase) can be 

calculated as:   

 𝐿; ≈
D/$*+,G,11

!

$8
     (2.27) 

For a symmetric input mode profile, N self-images of the input beam can be obtained 

at a distance L from the start of the MMI section according to the equation:   

 𝐿 = $5P2
DC

 , p =0, 1, 2…    (2.28) 

where even and odd multiples of p generate direct and mirrored images of the input 

field. For p=1 and using equation 2.27, we get:   

 𝑁𝜆 =
/$*+,G,11

!

P
   (2.29) 

Equation 2.29 describes the relations between the key MMI waveguide design 

parameters and the excitation wavelength. As an example, at an excitation wavelength 

of 633 nm, a 75 µm wide MMI waveguide with 𝑛(HI-=1.51 and 𝑛(JK""&/L=1.44 

generates N=7 distinct spots pattern at a distance L= 1975 µm from the beginning of 

the MMI section. 

Due to the transfer of the periodic spatial modulation of the excitation pattern on the 

temporal fluorescence signal, excitation with an MMI waveguide enables more reliable 
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identification of targets compared to a single peak signal. In previous studies, multi-

spot fluorescence excitation has seen 50,000x SNR improvement using a shift-and-

multiply algorithm [63] and improved detection accuracy and sensitivity using multi-

scale wavelet transform analysis techniques [67]. But, for an optofluidic biosensor, the 

true power of an MMI waveguide lies in its ability to perform wavelength division 

multiplexing on the same liquid channel at the same location. An MMI waveguide can 

be designed to have different number of self-imaging spots from specific wavelengths 

at a designed waveguide length, where the liquid channel is located. In other words, we 

can express this condition as:  

 𝑁!𝜆! = 𝑁#𝜆# =
/$*+,G,11

!

P
   (2.30) 

Fig 2.7 (a) Simulated MMI patterns at wavelengths λ= 488, 553, and 633 nm (adapted 
from [56]) (b) Fluorescence image of the excitation patterns at the above wavelengths 
projected onto the liquid core waveguide when the channel is filled with quantum dot-
DI water solution for visualization. (c) Example of multiplexed detection of multi-peak 
fluorescence signals generated from labeled single-molecule targets. The 7-peaks 
signal is from a Zika virus nucleic acid tagged with TYE665 dye excited with a 633 
nm laser, and the 8 peaks signal is from a ZIKV monoclonal antibody HM333 
functionalized with Cy3 dye excited with a 556 nm laser (adapted from [72]). 
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Fig. 2.7(a) shows simulation of interference patterns at 492 nm, 553 nm and 633 nm 

respectively, which forms N= 9, 8, and 7 spots, respectively on the same location. From 

practical laser considerations, the MMI excitation waveguides on the optofluidic chip 

are designed to make the same number of spots on the liquid core channel at optimal 

wavelengths of 488, 556 and 633 nm, respectively [68]. Fig. 2.7(b) shows the periodic 

spot patterns generated inside the liquid core waveguide, which emits strong 

fluorescence signals illuminating the entire excitation volume when filled with high 

concentration quantum dots solution. If a bioparticle is labeled with a fluorescent 

molecule that exclusively responds to 633 nm excitation, the corresponding 

Fig 2.8 Application of multiplexed MMI excitation scheme in different bioassays and 
optofluidic architectures (a) Identification of different Influenza strains (adapted from 
[8]) (b)Multiplexed detection on an optofluidic chip with MMI waveguide intersecting 
3 separate liquid-core waveguides, and a Y-coupler to combine all the signals (adapted 
from [70]) (c) Individual fluorescence signals from melanoma biomarkers, mutated 
cell-free nucleic acids- BRAFV600E and NRAS excited at 633 nm and 745 nm  
(adapted from [71]) (d) Distinction between single SARS-CoV-2 and influenza A 
antigens (adapted from [44]). 
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fluorescence signal will have 7 peaks in it, as shown in Fig. 2.7(c). Similarly, a 

fluorescent entity that responds only to 556 nm laser will have 8 peaks, and so on. This 

enables the multiplexed detection of fluorescently labeled pathogens from a mixed 

environment in the same sample volume. 

It is important to note that multiplexed detection does not need to use mutually 

exclusive excitation, i.e. it is possible to scale up the multiplexing capability by 

performing combinatorial labeling schemes for different targets using fluorescence 

labels that can be excited with one or more lasers [69]. Multiplexed detection scheme 

using MMI waveguide has been successfully used with one or more liquid channels in 

detecting and identifying a broad range of target biomarkers at clinically relevant 

concentrations. Some examples (Fig. 2.8) include multiplexed detection of different 

influenza strains [8] [70], melanoma cancer biomarkers [71], antibiotic-resistance 

bacterial genes [69], Zika nucleic acid and protein antigens [72], and most recently, 

SARS-CoV-2 RNA and and antigens [44][45]. Apart from MMI waveguides, planar 

multi-spot excitation has also been implemented in the optofluidic chip using other 

types of planar waveguides, for example, a Y-splitter waveguide [45]. For their true 

implementation as a point-of-care diagnostic tool, multiple real-time data analysis 

platforms have also been developed [73][74]. 

While the planar MMI excitation and fluorescent detection on the ARROW platform 

offer some excellent spectral advantages, it also comes with strict choices on 

wavelength selection, waveguide design parameters and fiber coupling. In Chapter 3, 

we discuss a novel, free-space top-down illumination scheme on liquid-core 
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waveguides in an optofluidic chip that can offer the same advantages as an MMI 

waveguide excitation but with more design and alignment flexibilities. 

2.5. Spectrometry on the ARROW platform 

Optofluidic devices on ARROW platforms can provide high excitation intensities 

delivered into a liquid channel using a planar geometry. Therefore, aside from single 

molecule detection and identification, they can be also very useful in integrated, on-

chip molecular spectroscopy applications. One such case is the sensing of inelastic 

Raman scattering from molecules [75]. When polarized light from a dielectric medium 

is incident on metallic nanoparticles smaller than the wavelength of light or 

nanostructured substrates, it induces oscillations of conduction electrons due to 

absorption, causing a localized surface plasmon resonance vibration at the surface. 

When a molecule is adsorbed to the metallic nanoparticle, the intrinsically weak 

electromagnetic Raman signal is greatly amplified, a phenomenon known as Surface 

Enhanced Raman Scattering (SERS) [76]. The SERS spectra contain information that 

can work as a vibrational fingerprint of the molecules. This is extensively used for 

different chemical [77], biosensing [78], and single molecule applications [79]. In 

ARROW optofluidic platforms, the dependence of SERS signals on the incident 

irradiation and molecular concentration for rhodamine 6G (R6G) molecules has been 

previously studied [80]. 

The ARROW layers in this study consist of alternating SiN/SiO2 layers surrounding a 

12 x 5 µm hollow channel. A 2.47 µm thick SiO2 cladding covers the top ARROW 
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layers. The liquid-core waveguide in this design is coupled to a 12 x 5 µm solid-core 

excitation waveguide (Fig. 2.9(a)). Light from a He-Ne laser (λ=632.8 nm) was coupled 

into a single-mode fiber, which was wound through a polarization controller and butt-

coupled to the excitation waveguide. The output light was collected with a 100x, NA= 

0.85 collection objective attached to a Raman spectrometer (Jobin Yvon). The sample 

for this SERS experiment was solutions of R6G molecules with nominal concentrations 

varying between 0.3 and 30 µM combined with NaCl-induced aggregated silver 

nanoparticles (1 nM). This solution has been popularly used to provide a good proof-

of-concept for SERS detection experiments [80]. 

The detected SERS time-averaged spectra for a range of excitation input irradiances (2, 

5, 19, 22 35, 40 kW/cm2) are plotted in Fig. 2.9(b). All show the characteristic R6G 

vibrational peaks with Stokes-shifted wave numbers 1320 (p1), 1370 (p2), and 1520 

(p3) cm-1 corresponding to the C-O-C and aromatic C-C stretch vibrations, with linearly 

(a) 
(b) 

(c) (d) 

Fig 2.9 SERS signal detection in ARROW optofluidic devices (adapted from [80]) (a) 
Chip architecture and experimental setup (b) Power dependence of detected SERS 
signals at 300 nM active R6G concentration. (c) Detected SERS signals at different 
active concentrations corrected to a nominal input irradiance of 15.2 kW/cm2 for 
differing alignment between measurements. (d) SERS signal power vs concentration. 
Lines: quadratic fits with equation 2.31. 
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diminishing intensity for lower irradiance levels [80]. Assuming negligible sample 

absorption and stimulated Raman scattering, the SERS power 𝑃"Q generated in the chip 

can be expressed by: 

 𝑃"Q = 𝐹(HJJ
F,
F3
𝜅𝑒7R#P# S!7-

45!6!T
R!P!

𝑁#𝜎U:VU𝐼&   (2.31) 

Here, 𝐹(HJJ 	is the angular collection factor, λ- and λQ are the excitation wavelength and 

Stokes-shifted scattered wavelength, respectively, κ is the device coupling coefficient, 

𝛼!, 𝛼# are the solid core and liquid core waveguide loss coefficients, respectively, 𝑁 is 

the number of adsorbed molecules (which is typically less than the number of actual 

molecules in the solution), 𝜎U:VU is the effective SERS Raman cross-section, and 𝐼& is 

the input irradiance. Independent, separately measured values were used for 

𝐹(HJJ , 𝛼!, 𝛼#, and 𝜎U:VU, leaving κ𝑁#as the only free fitting parameter [81][57], which 

is connected to the R6G concentration. The SERS spectra for different concentrations 

are shown in Fig. 2.9(c) taken using the same liquid channel, by starting with the lowest 

nominal concentration (0.3 µM) and flushing the channel with water between 

successive concentrations. Fig. 2.9(d) shows the Raman signal power dependence at 

different wavelengths as a function of concentration, where the output signal was 

adjusted to a nominal excitation light output level to correct for differing alignments 

between measurements. The SERS signals show a quadratic dependence at all but 

lowest concentrations, where it becomes a linear fit [80]. This behavior is due to the 

increasing coverage of nanoparticles with R6G molecules, until all binding sites 

become saturated. Comparison with bulk microscopy SERS measurement shows that 
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the active R6G concentration inside the ARROW is approximately ten times lower than 

the nominal concentration due to R6G molecule absorption on the SiN walls. The 

minimum detectable R6G concentration on the ARROW chip is found to be 30 nM, 

corresponding to approximately 4x105 molecules within the excitation volume of 44 

picoliters. 

The SERS signal detection from R6G molecules in an ARROW waveguide is the first 

proof-of-concept of spectral analysis on this integrated silicon-based optofluidic 

platform. The main advantage it offers is the unification of optical and fluidic paths, 

i.e., the ability to build a planar infrastructure of interconnected solid and liquid core 

waveguides. For a complete on-chip Raman study, the spectral analysis of the scattered 

signal should also be performed on the same integrated platform. In Chapter 6, we 

introduce an MMI waveguide-based integrated spectrometer based on similar material 

and chip architecture, which has the potential to enable on-chip spectral analysis of the 

Raman signal on the same chip as the ARROW waveguide and ultimately create a fully 

integrated, chip-scale spectroscopy platform. 
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 Top-down excitation in optofluidic biosensors 

In the ARROW platforms, the principle of multi-spot or single-spot excitation and 

detection of individual moving particles is implemented using single-mode, MMI or 

Y-splitter waveguides, the MMI particularly being the enabler of multiplexed 

detection. However, the waveguide-based planar excitation approaches discussed in 

chapter 2 also come with the challenge of efficient coupling of light into the excitation 

waveguides. This is typically accomplished using edge coupling with a butt-coupled 

fiber or out-of-plane excitation with a grating coupler [82]. High efficiency in both 

approaches requires precise alignment, either to the waveguide mode or the grating 

resonance (incidence angle). Moreover, implementing spectral multiplexing in the 

MMI waveguide-based ARROW devices places additional constraints on the 

waveguide dimensions, increasing overall fabrication complexity [83]. In general, 

wavelength-dependent approaches also perform in a finite operational range. For 

example- MMI multiplexing using multi-spot excitation patterns maintains certain 

design wavelengths where they work best [8], while an input grating coupler has a 

bandwidth-limited coupling efficiency [84]. 

Free-space, non-planar excitation by directly shining light on the liquid core ARROW 

(LC-ARROW) waveguide offers an attractive solution to these challenges by 

eliminating the use of a single-mode fiber input, thus relaxing the alignment tolerances. 

Non-planar schemes have been relevant in a few other biosensing applications, for 

example, bulk measurement in plasmonic biosensors, microfluidic devices to modulate 
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the emission signals, and multiplexed detection of spectrally overlapping signals [85]–

[87]. In this chapter, we introduce two new techniques for leveraging free-space, multi-

spot excitation in ARROW devices with a top-down approach. In the first approach, 

the LC-ARROW channel is covered with a thin, non-transparent aluminum (Al) film. 

µm-scale slits are etched into this film to enable multi-spot illumination using a focused 

laser beam. After investigating the fluorescence excitation capability of this scheme, 

we compare the signals with planar, MMI waveguide-based excitation. Next, spectrally 

exclusive multiplexed detection ability is demonstrated using spatially encoded 

excitation slit patterns to identify particles in a mixed sample. The second technique 

circumvents the need for the reflective coating by imaging an already patterned beam 

using a Y-splitter waveguide into multiple confined spots on the liquid core waveguide. 

Apart from simplifying the fabrication process, this approach also provides flexibility 

to excite targets anywhere in the liquid channel, offers more efficient delivery of 

excitation power, and gives the highest signal-to-noise ratio due to highly confined 

excitation spots. 

3.1. Optofluidic device design and reflective film deposition 

The ARROW optofluidic platform operation is based on low-loss guiding of 

fluorescence signals in a 12 µm × 5 µm liquid channel placed over periodic dielectric 

ARROW layers stacked on a silicon (Si) substrate, before ultimately coupling into a 

solid core collection waveguide. Using the fabrication processes described in Section 

2.5, solid-core excitation and collection waveguides were fabricated either with single 



34 
 

oxide ridge waveguides [62], [71] (here used for the Y-splitter devices) or with a 6 µm 

thick high refractive index (1.51) core SiO2 layer buried into another low refractive 

index (1.448) SiO2 cladding layer with 6 µm thickness [61] (used for MMI waveguide 

devices). The LC-ARROW channel was created using an SU-8 sacrificial core and a 

wet etching step also described in Section 2.5. Instead of orthogonally intersecting 

waveguides, a target particle inside the LC-ARROW channel can be excited by a top-

down, focused laser beam shaped to approximately match the dimensions of the 

channel (Fig. 3.1(a)). 

In this scheme, the same buried structure as in planar, MMI waveguide excitation is 

utilized by covering the entire top surface with a 100 nm thin reflecting Al film, which 

was deposited using e-beam evaporation at a slow rate (<0.05 nm/s) to avoid flaking 

off. Finally, 4 µm × 15 µm, 100 nm deep light entrance slits with different patterns 

were milled using gallium (Ga+) focused ion beam (FEI Quanta 3D) with an 

experimentally set 30 kV, 0.5 nA nominal current and 550 nm nominal depth following 

Fig 3.1 (a) Schematic of ARROW optofluidic device with planar waveguides and top-
down slit patterns indicated. An elliptically focused laser beam is incident from the 
top-down on the slits. (b) Top-view SEM image of the metal-coated ARROW channel 
with milled 7 slits pattern. (c) Magnified view of a slit showing the exposed silicon 
oxide layer under the metal film. 
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its Si milling protocol (dwell time-1 µs, volume/ dose- 0.15 × 10−9 m3/s). Fig. 3.1(b) 

shows an SEM image of a 7-slit excitation pattern. Each pattern’s dimensions and 

spacing can be reconfigured based on the application needs. In Fig. 3.1(c), a closer look 

at an individual slit shows the exposed top oxide under the Al reflecting film. 

3.2. Particle detection using top-down excitation on 

aluminum film-coated biosensors 

Fig. 3.2(a) shows the basic experimental setup used for excitation and collection of 

fluorescence signals from the ARROW devices. A 19 mW, 635 nm laser beam 

(Thorlabs HL6322G) is incident on the slits after passing through a 90:10 beam splitter 

and a 10× long working distance objective (Olympus PLN 10x), which also redirects 

the chip surface reflected image towards an alignment camera. During the multiplexed 

detection experiment, an additional 556 nm laser beam (SDL-556-030T) was sent 

through the beam splitter during using a long-pass filter (Fig. 3.2(b)). For the single 

Fig 3.2 (a) Experimental setup for single-color fluorescence excitation and detection. 
(b) Setup for two-color multiplexed excitation on the same channel. (c) Example of 
detected signals from individual particles (circled in red) by the APD. 
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laser (red) excitation experiment, fluorescence signals from 1 µm diameter 

(FluoSpheresTM, 625/645 crimson) particles in a negative pressure-driven fluidic flow 

are collected, filtered, and finally detected by an avalanche photodetector (APD). Fig. 

3.2(c) shows an example of data collected by the APD, each spike representing a single 

particle event. 

3.3. Performance comparison with planar, waveguide-based 

multi-spot excitation 

To characterize the optofluidic device performance using focused laser beam 

excitation, comparative analyses were performed between the top-down and MMI 

waveguide excitation schemes by exciting 1 µm and 200 nm diameter (FluoSpheresTM, 

625/645 crimson) fluorescent polystyrene beads at 106 mL−1 concentrations inside the 

Fig 3.3 (a) Attenuated top-down excitation beam incident on the 7 slits pattern. (b) Top 
view of the excitation spots inside the LC-ARROW channel from MMI waveguide 
excitation (colorized image). (c,d) Signal from individual 1 µm beads using top-down 
and planar MMI excitations, respectively. (e,f) signals from 200 nm beads using top-
down and planar MMI excitations, respectively. 
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same device. A 7-slit pattern (Fig. 3.1(b)) with 11 µm slit- to-slit spacing was milled at 

exact alignment with the MMI excitation waveguide on the LC-ARROW channel, as 

shown in Fig. 3.3(a) with an attenuated incident excitation beam. A 75 µm wide MMI 

waveguide coupled with 633 nm laser light (He-Ne, 5.3 mW) creates a very similar 

excitation pattern inside the channel, as observed in Fig. 3.3(b) by filling the LC-

ARROW channel with high-concentration quantum dot-water solution. Figs. 3.3(c) and 

3.3(d) show the fluorescence signals emitted from an individual 1 µm bead using top-

down and planar excitation, respectively, and Figs. 3.3(e) and 3.3(f) show the 200 nm 

bead signals. Signals from the smaller beads appear sharper in both cases due to better 

spatial resolution. 

The comparison between the salient optical parameters of the two excitation schemes 

is presented in Table 3.1. If the average intensity levels delivered to the LC-ARROW 

channel by the two schemes are matched, the top-down excitation allows controlling 

the delivered power level into the channel by varying the slit sizes, thus, in turn 

allowing more control over the time-domain fluorescence signal properties. A planar 

excitation approach requires precise alignment between a fiber and the excitation 

waveguide core to generate high-fidelity spots, but a free-space excitation over an Al-

coated pattern provides similar multi-spot excitation volumes inside the LC-ARROW 

channel, with greater alignment tolerance, as shown in the table.  
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Table 3.1: Comparison of Excitation Schemes Properties and Detected Signals 

The signal level distributions are very similar for the two schemes as shown in Fig. 

3.4(a) and (b), respectively. The mean and standard deviations of these signals are listed 

in Table 3.1. The fluorescence signal-to-noise ratios (SNR), however, are lower for top-

down excitation because of higher background noise level due to the relatively large 

Property 
Top-down 

excitation – Al 
coated ARROW 

Planar, MMI 
waveguide 
excitation 

Top-down 
patterned 

excitation – 
uncoated 
ARROW 

Excitation area (µm2)  48  11.54  38 
Excitation volume 
(µm3)  240  138.5  189 
Average excitation 
intensity (µW/µm2)  11.54  11.31  5.28 

Incident power per 
excitation spot (µW)  553  151  217 

Excitation / Source 
power (%)  19.76  19.9  17.3 
Signal mean ± 
standard deviation, 1 
µm beads 

 2906 ± 295  2816 ± 209  2016 ± 246 

Signal / Noise, 1 µm 
beads  181.6  281.6  504 
Signal mean ± 
standard deviation, 
200 nm beads 

195 ± 158 161 ± 156 92 ± 92 

Signal / Noise, 200 
nm beads 12.2 16.1 23 
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incident excitation beam. The SNR for the top-down scheme can be further improved 

by coating the devices with a thicker Al layer using improved thin film deposition 

processes and patterning the slits [88]. 

3.4. Multiplexed single-particle Detection using top-down 

scheme 

A key aspect of on-chip bioanalysis techniques is the multiplexed, simultaneous 

detection of multiple particles using a small sample volume. As illustrated in Fig. 

3.5(a), we demonstrate this capability using top-down excitation in ARROW 

optofluidic biosensors by milling two different slit patterns 120 µm apart on the same 

LC-ARROW channel. Pattern 1 is a periodic, 5 slit pattern with 10 µm slit-spacing. On 

the other hand, pattern 2 consists of 3 slits with varying slit-to-slit spacing, i.e., one 

spacing is doubled to 20 µm to implement a non- periodic modulation. As shown in 

Fig 3.4 (a) Signal distributions from 1 µm beads using top-down (TD) and planar MMI 
excitations. (b) Signal distributions from 200 nm beads using top-down (TD) and 
planar MMI excitations. 
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Fig. 3.5(b), patterns 1 and 2 are excited with two spatially separated focused laser 

beams at 635 nm (R) and 556 nm (G), respectively to identify distinctly labeled 

particles. Upon simultaneous (R+G) and separate laser excitations (R, G), a 106 mL−1 

mixture of 1 µm fluorescent beads (Bangs Laboratories, 660/690 Flash Red (FR) and 

FluoSpheresTM, 540/560 Orange (O)) emits signals with differing amplitude levels 

(Fig. 3.5(c)). This occurs due to the difference in laser excitation powers as well as 

different fluorescent quantum yields of the two beads. The individual signals from 

single particles reveal their distinct multi- peak signatures corresponding to respective 

excitation patterns, as shown in Figs. 3.5(d) and 3.5(e) for the green and red laser 

excitations, respectively. 

In order to identify the signals based on their temporal signature, a multiscale signal 

processing algorithm based on continuous wavelet transform (CWT) was implemented. 

Fig 3.5 (a) Design illustration of 5 slits and 3 slits excitation patterns on the same LC-
ARROW channel. (b) Attenuated 635 nm (R) and 556 nm (G) laser beam excitations 
on the 5 slits and 3 slits patterns, respectively. (c) Multiplexed fluorescence signals 
from simultaneous and separate excitation with two beams, separated by broken 
vertical lines. (d, e) Corresponding encoded excitation patterns in the single particle 
signals from the O and FR beads. 
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More details on this analytical technique can be found in previous works by 

Ganjalizadeh et. al [67]. Briefly, custom defined wavelets (𝛹) matched with each 

pattern within a range of timescales ∆𝑡 were correlated with the entire trace 𝑓(𝑢) to 

calculate the CWT coefficients across the time-domain fluorescence trace using the 

equation:  

 𝐶𝑊𝑇.(W,∆W) = ∫ 𝑓(𝑢) !
√∆W

𝛹∗ N[7W
∆W
P 𝑑𝑢6\

7\    (3.1) 

The maximum value of the CWT coefficient identifies the pattern (corresponding to 

the type of bead) and time-location of the signal. Table 3.2 lists the events statistics 

obtained from three different fluid samples containing separate as well as mixed flow 

of the two types of particles by simultaneously exciting with the Red and Green laser. 

From the separated bead flows, exclusive laser response with correct signal pattern 

from a particle is observed, which is also verified for single color (R, G) excitations. 

Table 3.2: Detection Statistics Using Simultaneous R+G Excitation 

Sample beads Detected 5 peaks 
events/ mL (x 106) 

Detected 3 peaks 
events/ mL (x 106) 

FR 1.08 0 

O 0 3.3 

FR + O 1.10 3.35 
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The statistics for the mixed particle flow can also be verified using an amplitude-based 

statistics [89]. As the signal levels from two beads can be clearly separated by the 

horizontal line in Fig. 3.5(c), an amplitude-based classification of the signals produces 

the same results. Compared to a 7 and 8-spots periodic MMI excitation as discussed in 

chapter 2, such an encoded excitation scheme enables multiplexed detection using 

fewer number of slits over a smaller channel length, and can be very useful in designing 

ultra-compact biosensor designs for top-down excitation scheme. 

3.5. Patterned top-down excitation on uncoated ARROW 

biosensor 

A second approach for achieving free-space excitation in the LC-ARROW waveguides 

involves directly imaging an excitation pattern onto the detection channel. This method 

bypasses the need for depositing and patterning an Al layer, offering greater power 

efficiency by retaining the full incident power within the multi-spot pattern. In this 

scheme, we employ a 1×4 Y-splitter waveguide chip (Fig. 3.6(a)) to focus its output 

pattern onto an uncoated ARROW device. As depicted in Fig. 3.6(b), the same spots 

are imaged using a 10× objective onto a short section of the LC-ARROW channel, 

enabling multi-spot excitation. 
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For the sensor performance characterization using patterned excitation, the same 

samples from section 3.3 were utilized. The results also presented in Table 3.1 for 

comparison with the other two methods. Due to the laser-to-fiber coupling and other 

instrumental losses, the excitation intensity was lower, resulting in reduced signal 

levels compared to the other methods. However, this approach offers a higher SNR 

because of the highly confined excitation volume, which is an advantage over direct 

laser beam excitation. The improved confinement also leads to sharper and more 

distinct signal peaks, as illustrated in Figs. 3.6(c) and 3.6(d) for 1 µm and 200 nm beads, 

respectively. With an optimized excitation device design, for example, by using an 

MMI waveguide with the correct length for patterned excitation, this beam-patterning 

Fig 3.6 (a) Confined spot patterns emitting from a 1 x 4 Y-split waveguide facet. (b) 
Attenuated 633 nm patterned excitation beam incident on an uncoated ARROW chip. 
(c, d) Single particle signals from 1 µm and 200 nm beads, respectively using the 
patterned excitation. 
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method could also be advantageous for implementing multiplexed detection strategies 

in optofluidic sensors. 

The two free-space, top-down excitation methods discussed in this chapter demonstrate 

performances comparable to those achieved with a planar, MMI waveguide-based 

excitation approach. The multiplexing capability is particularly promising for 

differential screening of pathogens from a mixed sample. Furthermore, top-down 

multiplexing allows for the transfer of non-periodic spatial encoding to temporal 

fluorescence signals, enabling the full potential of advanced signal processing 

techniques. On the other hand, using planar waveguides for beam patterning offers an 

efficient, all-photonic solution for free-space, multi-spot excitation without the need 

for complex optical components. These findings highlight exciting new possibilities 

for ARROW optofluidic platforms in diagnostics and other sensing applications. 
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 Background of miniaturization of spectrometers 

The modern methods of spectral analysis of electromagnetic radiation have their roots 

in the early days of Newtonian physics. In his book “Opticks: or, A Treatise of the 

Reflexions, Inflexions and Colours of Light” published in 1704, Sir Isaac Newton wrote 

about the results of his groundbreaking experiments on the fundamental nature of light 

with theoretical explanations of light dispersion [90]. While ancient civilizations like 

the Romans and the Egyptians knew how to use a prism to split sunlight in its 

component colors [91], Newton’s works demonstrated that these split colors could be 

recombined to generate white light, and the prism does not create or alter the colors but 

merely separates the inherent components of the white light. In 1814, Joseph von 

Fraunhofer made a significant leap forward by demonstrating the dispersion of light 

using finely spaced slits instead of a prism, which laid the foundation for the field of 

modern spectrometers [92].  Since then, optical spectrometers have served as one of 

the most important instruments to date for major scientific inquiries, materials 

characterizations, and chemical analysis. 

One key area of inquiry is astronomy, where spectral analysis studies the composition 

and motion of celestial objects, such as through Doppler shift analysis of exoplanets 

[93], or analysis of the absorption lines in the spectra of stars [94]. Biochemical analysis 

and medical diagnostics are another broad field that extensively employs different 

spectral techniques. One major category of biochemical analysis involves studying the 

continuous spectra from samples to study the properties like molecular bond structures, 
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vibrational modes, enzyme kinetics, and so on. Examples of this type include 

fluorescence spectroscopy [95], Raman spectroscopy [96], UV-Vis absorption 

spectroscopy [97], and circular dichroism spectroscopy [98]. Another category 

involves imaging or detection of different biomolecular entities using distinct and 

discretely colored labels. A few examples of this category include fluorescence 

imaging of cells [99] as well as different biomarker detection techniques, such as 

barcode assays [100], antibody labeling [9], and nucleic acid labeling [101]. Other 

major application areas encompass material characterization [102], pharmaceutical 

drug development [103], quality control [104], environmental monitoring [105], food 

and crop monitoring [106][107], forensic analysis [108], clean energy research [109], 

and more. Broadly speaking, spectroscopy influences virtually every industry and field 

of intellectual inquiry. 

Most commercially available spectrometers in the market rely on either of the two core 

technologies. The first kind employs a dispersive element, such as a grating or a prism, 

to spatially separate the wavelengths of incoming light and project them onto an array 

of sensors while the light is guided to and from the dispersive element by a series of 

mirrors. With the recent advancements in high-precision optics fabrication and detector 

technologies, dispersion-based spectrometers can reach ultrahigh resolution and have 

broad spectral ranges. In the dispersive instrument, each wavelength across the 

spectrum of interest is measured individually as the grating scans, and the subsequent 

data post-processing is relatively straightforward. The second category of 

spectrometers is based on the interferometric principle of light waves, where the 
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incoming beam splits into two slightly different optical paths, followed by their 

recombination and formation of wavelength and path-dependent interference patterns 

on the detector. In this principle, the interferometer does not separate energy into 

individual frequency components. Rather, each point in an interferogram contains 

information from each wavelength, giving this approach the multiplexing or Fellgett 

advantage [110]. The post-processing in these techniques involves Fourier transform 

of the interferogram to get the frequency domain spectrum. The most popular 

implementations of this concept include Fourier Transform Infra-red (FTIR) 

Spectroscopy, Mach-Zender interferometer, and Fabry-Perot interferometer. In the 

next section, we take a closer look at the general working principle and the key 

performance parameters of each of these traditional spectrometers, before addressing 

the limitations imposed by each of the fundamental principles and engineering 

challenges.  

In section 4.2, we introduce the rapidly growing field of integrated spectrometers 

powered by the recent advances in nano and micro-photonics, high-precision 

lithography, and computational techniques. Their growth has also been fueled by the 

growing need for portable, compact, lab-on-a-chip spectral analysis devices, where 

factors such as size, cost, power consumption etc. becomes as important as the core 

spectrometer performances. Beyond the straightforward miniaturization of 

conventional spectrometers, the past two decades have witnessed the emergence of 

novel photonics and MEMS-based integrated systems with ultracompact footprints, 
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enabling spectral analysis in a wide range of scientific research and commercial 

platforms that were previously inaccessible. 

4.1. Performance limit of different traditional spectrometers 

In order to discuss the limitations and the practical challenges involved with the two 

conventional types of spectrometers, it is important to discuss their basic working 

principles. Dispersion-based spectrometers generate spectra by linearly dispersing the 

incoming radiation into its frequency or spectral components using common dispersive 

elements, such as prisms and gratings. Dispersive spectrometers can be further 

classified into two types: monochromators and spectrographs. A monochromator uses 

a single detector, narrow input and output slits, and a rotating dispersive element 

allowing the user to observe over a narrow wavelength range. Fig. 4.1(a) shows a 

monochromator's basic architecture, consisting of a reflection grating in a Czerny-

Turner configuration [111].  On the other hand, a spectrograph uses an array of detector 

Fig 4.1 (a) Schematic of a reflecting dispersion grating-based monochromator in a 
Czerny-Turner configuration (adapted from nireos.com). (b) Ray diagram of a ruled 
grating showing the principal rays of incidence, reflection, and different orders of 
diffraction (adapted from newport.com). (c) Example intensity vs wavelength spectrum 
obtained from an optical spectrum analyzer (or, a spectrograph). 
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elements and a stationary dispersive element. The output slit is removed, and a spectral 

trace over a wide range of wavelengths is obtained simultaneously. 

The most common dispersive element used in a monochromator or spectrometer is a 

diffraction grating, which can come in different types, including transmissive, 

reflective, ruled, holographic [112], etc. The different designs and working principles 

of the gratings, e.g., plane, concave, blazed [113], echelle [114], apodized [115], and 

so on, can also affect the efficiency and resolving power of the instrument. For a 

monochromator, a linearly wavelength-dispersed image of the input slit is formed at 

the output slit using different optical elements. The grating disperses the incoming light 

into its constituent wavelengths following the grating equation:  

 08
"
= sin 𝛼 + sin 𝛽0    (4.1) 

Here, m = 0,	±1, ±2... is the diffraction order, d is the groove spacing of the grating 𝛼 

and 𝛽0 are the incident and mth order diffraction angles, respectively, as shown in Fig. 

4.1(b), respectively. Numerous optical configurations have been proposed to achieve 

the imaging, including the most popular Czerny-Turner configuration as mentioned 

above. In this case, input light is focused onto the input slit and then collimated by a 

curved mirror before hitting the reflective grating. A second focusing mirror translates 

the directions of the linearly dispersed wavelengths of light into different positions 

focused on the exit slit, ultimately generating a spectrum shown with an example in 

Fig. 4.1(c). The resolution of a spectrometer is defined as its ability to resolve two 
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closely separated peaks in a spectrum, which is often expressed in terms of the 

resolving power: 

 𝑅 = 𝜆 𝑑𝜆⁄   (4.2) 

One of the most important factors affecting the resolution of a monochromator is its 

reciprocal linear dispersion, which represents the difference in wavelength per unit 

length in the image focal plane (output slit). Mathematically, this can be represented 

as: 

 𝐷 = 𝑑𝜆 𝑑𝑥⁄   (4.3) 

Besides the groove density and dispersion order of the grating, D also depends on the 

focal length of the instrument, i.e. the distance between the output slit (focal plane) and 

the second mirror. Apart from this, several other factors, e.g., slit width, detector pixel 

size, and optical aberration, also affect the resolution performance of a monochromator. 

While the advances in grating fabrication and detector technologies mean significant 

performance improvement for modern dispersion spectrometers, several fundamental 

limitations also become evident from the above analysis. First, the wavelength 

resolution scales inversely with the focal length, leading to a bulky instrument. For the 

same reason, the sampling interval between the wavelength data points depends on the 

position and pixel size of the detector, which can cause a significant cost increase. 

Second, since each point in the linearly dispersed output corresponds to a wavelength, 

the scanning process gets slower for increasing bandwidth with the same resolution 

settings. The trade-off between the choices resolution and bandwidth becomes 
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important during every acquisition. Third, for high-resolution measurements, higher-

order diffraction from a grating is generally preferred over the lower orders since there 

is finer spacing between wavelengths. This creates a compromise between grating 

dispersion and efficiency, since the low orders diffractions carry more power. 

Moreover, based on the choice of the grating design, it can produce unwanted overlap 

between high diffraction orders, leading to stray light or ghost images that can interfere 

with the measurement and degrade the quality of the spectrum. Fourth, misalignment 

of optical components, such as input fiber or the detector position, can result in 

decreased accuracy. For this reason, gas-lamp tubes, such as Mercury or Argon lamps, 

are often dedicatedly used in commercial spectrum analyzers as known reference 

sources for calibration and re-alignment. These sources require high arc current and 

special environmental handling. Fifth, the grating dispersion is not linear across the 

wavelength range, meaning that different wavelengths are dispersed at different rates. 

This can complicate data analysis and may require additional correction factors. Sixth, 

in case of broadband sources, the chromatic and spherical aberration of the optical 

elements and the spectral dependence of their reflectance also need additional 

correction factors.   

An interferometric spectrometer’s working principle is fundamentally different than a 

dispersion spectrometer and can be best explained by an FTIR spectrometer. Typically, 

it is based on the Michelson Interferometer experimental setup [116], an example 

shown in Fig. 4.2a. It consists of a beam splitter, a fixed mirror, a movable mirror that 

translates back on forth along the optical path, and a detector. Light from the source is 
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split into two beams by the beam splitter; one beam is transmitted to the fixed mirror, 

and the other beam reflects off the beam splitter towards the moving mirror. After the 

reflections, both beams recombine at the beam splitter and travel onto the detector. 

The moving mirror oscillates at a constant velocity, optionally timed using a laser beam 

frequency. The recombined beam is detected synchronously with the motion of the 

mirror. If the distance traveled by the two recombined beams is the same, the situation 

is defined as zero path difference (ZPD) [117]. But, as the movable mirror constantly 

moves closer to or further away from the beam splitter compared to its counterpart, the 

light beam reflecting off this movable mirror travels a different distance, i.e., a longer 

or shorter path than the other beam. If the displacement of the movable mirror away 

from the ZPD is denoted by ∆, the optical path difference (OPD) between the two 

beams is 2∆𝑛 (which can be further multiplied by 2, 4… or high numbers, depending 

on the number of used reflectors), with 𝑛 as the refractive index of the medium filling 

the interferometer arms. 

Fig 4.2 Schematic of a generic Michelson interferometer-based spectrometer (adapted 
from newport.com) (b). Example interferogram of a broadband source. The movable 
mirror can move both forward and backward from its zero path difference (ZPD) 
position, i.e., a double-sided interferogram. The big spike in the center is a classic 
signature of a broadband source, which comes from all wavelengths being in-phase at 
ZPD. (c) Spectrum generated from the Fast Fourier transform of the interferogram (b, 
c adapted from [117]). 
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The raw FTIR data consists of a (signal, OPD) values pair. When the OPD is a multiple 

of the wavelength, i.e., OPD= 𝑁𝜆 (𝑁=0,1,2…), constructive interference occurs 

between the two waves to generate a maximum signal intensity. Conversely, 

destructive interference results when the OPD= g𝑁 + 1 2M h𝜆 (𝑁=0,1,2…), resulting in 

a minimum signal intensity. The back-and-forth movement of the mirror between these 

two situations generates a cosine signal wave against the distance, known as the 

interferogram. Fig. 4.2b shows a typical example of an interferogram of a broadband 

source. In the case of FTIR spectroscopy, once an interferogram is collected, it is 

converted to a spectrum through a Fast Fourier Transform (FFT) algorithm [118]. This 

results in a signal intensity vs wavenumber 𝜈 (= wavelength-1) plot as shown in Fig. 

4.2c, representing a typical spectral acquisition process output. This output can be 

further converted to a wavelength spectrum by calibrating against a known laser source, 

typically accomplished using a He-Ne laser with free-space wavelength= 632.8 nm 

whose interferogram is monitored by an oscilloscope [119]. What is observed is a 

sinusoidal signal oscillating about an average value called the “zero level”. A high-

precision electronic circuit produces a voltage pulse when the He-Ne reference sinusoid 

crosses zero level, triggering a sampling of the spectrum. According to the Nyquist-

Shannon sampling theorem, the maximum frequency that can be perfectly 

reconstructed from this sampling is half the sampling beam, i.e., the He-Ne frequency 

[120]. Thus, the minimum measurable wavelength is twice the wavelength of the 

reference laser. 
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In an FTIR scan, the detector measures the interferogram at discrete OPD data points 

as the moving mirror is translated in steps. Thus, a high-resolution scan requires more 

OPD data points. For example, let’s consider two adjacent wavenumbers 𝜈! =

1
𝜆!M 	and 𝜈# = 1

𝜆#M  that need to be resolved. For a maximum path difference d, they 

will have n and n+1 cycles, respectively. This can be written as: 

 𝑑 = 𝑛𝜆!=(n+1)	𝜆# 

 𝜈#−𝜈! = 1
𝑑M   (4.4) 

Thus, the resolution limit has an inverse relationship with the maximum OPD of the 

instrument. Since one OPD data point is equivalent to a single snap of the entire 

spectrum, an interferometric spectrometer is significantly faster than a dispersion 

spectrometer, where each data point represents one wavelength point (Fellgett’s 

advantage). Moreover, unlike a dispersion-based spectrometer, the detector here 

simultaneously receives all the wavelength components of the input light, thus 

increasing the instrument's signal-to-noise ratio (Jacquinot’s advantage). On the other 

hand, several limitations of an interferometric spectrometer become evident from the 

above discussions. Just as in a dispersion spectrometer, to increase the resolution, the 

physical size of the interferometric instrument needs to be increasingly larger. Second, 

high precision of the mechanical movement and very stable orientation of the moving 

mirror need to be ensured during sub-micron translations, which is very challenging. 

Third, a dedicated monochromatic laser source works as the trigger pulse for the 

interferogram data recording, effectively increasing the overall scheme's cost.  Fourth, 
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atmospheric elements, e.g. CO2 and water vapor can interfere with IR-range 

measurements if the spectrometer is not properly purged with dry air or nitrogen. 

Apart from technique-specific limitations of the dispersion and interferometric 

spectrometer approaches, a bulky commercial spectrometer built on either of these 

principles has some common limitations. To achieve high-resolution and stable 

performance, the optomechanical components, i.e., the grating rotation stage or the 

moving mirror translation stage, need to have high precision and be maintained at good 

operating conditions in various environments, increasing the overall cost of the 

instrument. Moreover, the wavelength separation element at the core of this 

spectrometer, i.e., a grating or an interferometer, can analyze only one source at a time. 

This poses additional challenges in scenarios where simultaneous and frequent analysis 

of a host of sources is required. Examples include astronomical observations in large 

ground-based telescopes where observation time is precious, or an environmental 

continuous CO2 monitoring process that needs frequent statistical average readouts 

with high precision. Because of the bulky size and high cost of these spectrometers, 

their arrayed implementation to analyze multiple sources is also not a viable option, as 

each package will need dedicated movable optical elements and detectors. Many 

rapidly growing application spaces, e.g., handheld or smartphone-based devices, desire 

a spectrometric solution with a reduced physical footprint, cost, and power 

consumption, even with slight compromises in performance. In the next section, we 

discuss the different photonic approaches to developing a smaller, simpler spectrometer 

that has the potential to circumvent many of these problems. 
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4.2. Recent efforts in miniaturization of spectrometers 

Arguably, the miniaturization of optical spectrometers is entering a golden age [10]. 

Since the early 1990s, a wide variety of miniaturized spectrometer systems have 

emerged. The early efforts focused on miniaturizing conventional technology and 

innovations involving more compact optics and packaging [121][122]. But in the last 

two decades, a wide variety of integrated spectrometers have also been demonstrated, 

involving diverse architectures, material platforms, and computational schemes [15], 

[123]–[125]. Like the generic classification of the benchtop spectrometers discussed in 

section 4.2, these integrated spectrometers can be grouped under two large umbrellas 

Fig 4.3 Classification of miniaturized spectrometer schemes with few examples 
(adapted and modified from [10]). 
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based on the nature of their fundamental technology: wavelength de-multiplexing 

(WdM) based, and wavelength multiplexing (WM) based spectrometers [12]. 

The WdM spectrometers split the incident signals’ spectra, either spatially or 

temporally into separate channels, similar to a dispersion-based spectrometer (Fig. 4.3). 

Two more technology-specific categories can be found in these types of spectrometers. 

In one type, the separation of wavelengths is implemented using dispersive structures 

and optics, in which different wavelengths propagate in slightly different paths and 

arrive at spatially or temporally separated detectors. In the other type, WdM 

spectrometers can be implemented by using an array of narrowband filter elements or 

a single tunable narrowband filter, whose spectral responses separate the spectral 

contents of the input light.  

The WM spectrometers do not disperse or filter the lights into separable channels; they 

typically modulate the overall signal pattern based on the entire spectrum and 

interaction between the different spectral components. The output is reconstructed by 

signal processing using specific algorithms. Depending on the modulation technology 

and postprocessing type, they can be further divided into Fourier Transform (FT) 

micro-spectrometers and reconstructive spectrometers. Similar to the bulky 

interferometers, the FT micro-spectrometers tune the optical path difference (OPD) 

among the spectral components of the incident light to obtain an interferogram, 

typically using a photonic or piezo-electric element, and convert the signal to a 

spectrum by performing a Fourier transform. The other type of spectrometer, i.e., the 

reconstructive spectrometer, has emerged as a new paradigm of spectral analysis and 
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has received the biggest attention, resulting in a broad range of physical 

implementations. Here, spectral analysis is based on the computational analysis of 

wavelength-sensitive images or optoelectronic signals to extract spectral information. 

The image-generating micro or nano-scale features are often engineered with keeping 

commercial fabrication processes in mind. Such systems can also harness the 

development of continuously improving signal processing techniques, such as 

compressive sensing, transfer matrix calculation, and advanced machine learning 

techniques. In the following sections, we discuss each of these four classes of 

technologies in more detail. 

Fig 4.4 (a) Miniaturized dispersion spectrometer using a concave grating (adapted from 
[131]). (b) Dispersion spectrometer using a planar echelle grating an input waveguide 
(adapted from [134]). (c) Spectrometer using holographic diffractive elements and 
delivery waveguides (adapted from [129]). (d) Arrayed waveguide grating architecture 
(adapted from [141]). 
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4.2.1. Miniaturized spectrometers with dispersive optical 

elements 

Advancements in fabrication technologies have enabled the scaling down of the 

components of dispersion grating or prism-based spectrometers on silicon photonics 

platforms. Thus, this most straightforward, dispersion-based approach has been 

implemented in numerous platforms with centimeter-scale footprints [126]–[128].     

As the system footprint decreases, several factors must be considered. Similar to a 

benchtop dispersion spectrometer, the separation of wavelengths at the detector plane 

depends on the distance dispersed light travels. As such, for a given grating and detector 

array, the resolution of is proportional to the optical path length. As the device footprint 

gets smaller, one way to improve the resolution is to increase the detector’s pixel 

density in the plane. However, this can pose additional challenges in terms of 

maintaining detector quality and alignment. Moreover, the resolution is also dependent 

on the collimating and focusing components to image the input slit onto the detector 

plane, increasing the device footprint even further. One workaround is to use a planar 

concave grating (PCG) as shown in Fig. 4.4(a), which can circumvent the need for 

complex collimation optics and multiple reflective components [129][130]. 

Commercial miniaturized spectrometers based on this design have achieved a 

resolution of ~10 nm with a footprint of 2 cm [131]. As alternatives to PCGs, planar 

echelle gratings as in Fig. 4.4(b) [132]–[134], meta-lenses [135] and hybrid grating-

Fresnel lenses [136], Bragg reflectors [137], photonic crystal reflectors [138] have been 
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demonstrated as diffractive components in an on-chip spectrometer. Planar slab 

waveguides have also been proposed to substitute the free-space optics [139][129], as 

shown with an example in Fig. 4.4(c).  

Another alternative approach to create path-dependent dispersion effects using slab 

waveguide sections is the arrayed waveguide grating (AWG) [140][128]. AWGs use 

varying lengths of waveguides to create path delays, as shown in Fig. 4.4(d) [141]. 

Light enters from a single-mode input waveguide into a free propagation region and 

gets distributed among the imbalanced arrayed waveguides through in-plane 

diffraction. This is then captured preserving the phase front into a waveguide array, 

where each waveguide of the array is incrementally longer than the next one creating a 

phase graduation across the waveguides, similar to a dispersion grating. The waveguide 

modes then enter a second free propagation region where each wavelength of light 

constructively interferes, creating a horizontally dispersed spectrum at the output. The 

spectral resolution depends on the waveguide delay lengths and the number of 

waveguides., which also relates directly to the Free Spectral Range (FSR) or bandwidth 

of the AWG [142][143]. Compared to PCGs, an AWG is relatively simpler in design 

but still has a larger footprint as it has two free propagation regions and a waveguide 

array. It is also more susceptible to fabrication errors that results in phase errors, which 

is why AWGs typically exhibit stronger channel crosstalk than PCGs [12]. The main 

limitation lies in the relatively short waveguide propagation paths, the most crucial 

factor toward achieving high resolution. As a result, the resolution so far has been 

typically limited to a few nm [144][145]. 
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4.2.2. Arrayed or tunable filter elements for spectroscopy 

Narrowband filters can accomplish another form of WdM-based response by 

selectively transmitting light with specific wavelengths. In these systems, light passes 

through a single tunable filter [146] or through an array of multiple unique narrowband 

filters, each mounted on a dedicated detector. Examples of the second implementations 

include different types of passive resonant filters, e.g., ring resonators [147], Fabry-

Perot etalons [148], photonic crystal cavities [149], and Bragg gratings [150], ARROW 

filters [151] each of which can produce extremely narrow linewidth. Such narrowband 

filter arrays have the advantages of single-shot measurement (fast measurement), while 

the resolution can easily reach ~10 pm resolution [146]. However, the static nature of 

their wavelength response makes the impractical for many applications where high or 

low-resolution spectral analysis of the same target depends on the task, such as 

Fig 4.5 (a) Waveguide microring resonator filter array-based spectrometer. (b)Typical 
configurations of a tunable Fabry-Perot filter spectrometer. (c) Spectrometer based on 
filter array implementations. Adapted from [10]. 
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astronomy. Also, these elements are sensitive to fabrication errors, and the performance 

can significantly degrade, similar to the dispersive elements. 

Another unique advantage of a narrowband filter-based spectrometer lies in the 

tunability of its operation wavelength of operation. Examples of such filters include 

acousto-optic tunable filter (AOTF) [152], liquid-crystal tunable filter (LCTF) [153], 

and tunable microring resonators [154]. In these elements, the spectral response of 

transmission can be dynamically controlled by applying an electric voltage or an 

acoustic modulation signal that induces wavelength-dependent path lengths or 

polarization splitting. Tunable Fabry-Perot filters can be another promising MEMS-

compatible prospect [155]. However, for filters with very narrow linewidth, tuning the 

wavelength for a broad optical range will require significant power consumption, and 

the operation is generally limited to a relatively small free spectral range (FSR). 

4.2.3. Fourier Transform micro-spectrometers 

The different forms of integrated Fourier Transform micro-spectrometers share the 

same basic idea as the conventional counterpart as discussed in section 4.1, i.e., to 

modulate the incident light via tuning the wavelength-sensitive optical path difference 

(OPD) to obtain the interferograms and obtain a spectrum in post-processing Fourier 
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Transform (FT). The key difference is the method of creating the OPD. The early 

versions of FT micro-spectrometers involved moving micro-sized mirrors with 

MEMS-based electric actuators, e.g. electrostatic comb actuators (Fig. 4.6(a)) [156]. 

As of the late 2000s, waveguide-based FT spectrometers based around Mach-Zehnder 

interferometers (MZIs) started being popularly used to induce the OPD among the 

interfering light paths [157]. Inside a single basic MZI component, light is split into at 

least two unidirectional pathways (waveguides) toward a single detector. 

Some of these systems are based around spatial arrays of multiple imbalanced MZIs 

each inducing a progressively increasing amount of OPD through the subsequent paths 

Fig 4.6 (a) A scanning-mirror FTS with an electrostatic comb drive actuator (adapted 
from [156]). (b)A spatially heterodyne FTS based on MZI arrays with spiral 
waveguides to increase the OPD (adapted from [157]). (c) Schematic representation of 
a temporal heterodyne FTS with OPD tuned in the time domain (adapted from [161]) 
(d) Stationary wave FTS in Lippmann configuration. Forward and backward 
propagating waves and the near field detection of an interferogram using nanoribbons 
(adapted from [166]). 
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before falling onto an array of detectors (channels) at the output, as shown by an 

example of a cluster of spirally coiled waveguides in Fig. 4.6(b) [158]. This group of 

FT spectrometers is termed as spatial heterodyne FT spectrometers (SHFTS) 

[159][160]. While such systems have demonstrated very high spectral resolution, they 

suffer from a similar problem as the bulky spectrometers, i.e., the resolution and 

bandwidth compromise with a reduced number of channels and the maximum OPD. 

On the other hand, temporal heterodyne FTS (THFTS) is more analogous to 

conventional free-space FTS as the OPDs are continuously modulated in the time 

domain, and the resulting interferogram is recorded using a single detector. The popular 

approach to modulating the OPD has been through thermo-optical modulation of the 

waveguide refractive index, for example, using embedded micro-heaters (Fig. 4.6(c)) 

[161][162]. Similar but faster temporal modulation can be achieved using electro-optic 

modulation in waveguides with certain material platforms (e.g., LiNbO3) [163][164]. 

An alternative temporal modulation approach is a digital FT spectrometer, which uses 

a photonic switching circuit to dynamically change path and divert the signal along 

paths of different lengths [165]. 

A third variant of the FT micro-spectrometer systems is the stationary wave integrated 

FT spectrometer (SWIFTS). In this architecture, a standing wave is set up within a 

single-mode waveguide through the interference between two counterpropagating 

waves (in a Lippmann configuration, the standing wave is created by placing a mirror 

at one end of the waveguide) [166]–[168]. In contrast to the previously mentioned FT 

micro-spectrometers, where the interferogram is collected by one or more channels at 
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the end of the path, here, a spatial interferogram is produced along the waveguide. This 

is collected by depositing metallic nanoribbons on top of the waveguide to sample the 

evanescent field of the standing wave (Fig. 4.6(d)). 

4.2.4. Reconstructive spectrometers 

Over the last 15 years, a new class of spectral analysis technology referred to as 

“reconstructive spectrometers” has pushed the boundaries of integrated spectrometer 

technologies with tremendous promise. The generic implementation, as the name 

suggests, involves imaging or recording signals from a photodetector array of the 

wavelength-sensitive light response of a photonic microstructure, developing a 

calibration matrix, and computationally reconstructing a test spectrum using matrix 

Fig 4.7 (a) Operational principle of a reconstructive spectrometer (adapted and 
modified from [10]). (b) Multimode fiber-based speckle spectrometer (adapted from 
[172]). (c)Integrated spectrometer based on a disordered photonic chip (adapted from 
[15]). (d) Spectrometer based on evanescently coupled spiral waveguide (adapted from 
[179]). (e) Integrated spectrometer with integrated 2D vdW junction-based spectrally 
tunable detector (adapted from [184]). 
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inversion and subsequent advanced optimization. More specifically, it is a complex 

spectral-to-spatial mapping approach that distinguishes the wavelengths by creating a 

signature spatial pattern (either 1D or 2D) in the spatial domain for each 

monochromatic wavelength, as illustrated in Fig. 4.7(a). The mapping device is 

typically a confined, dispersive propagation medium, for example, a multimode fiber 

(MMF) [169]. A polychromatic input light has multiple interfering fiber modes for each 

constituent wavelength, effectively creating a spectral encoding from the speckle 

pattern at the fiber facet. 

The mathematical formulation of the spectral reconstruction, often known as the 

“Transfer Matrix” algorithm, has its roots in the image processing techniques of early 

2000s known as compressed sensing [170]. The idea was first applied in the context of 

spectral reconstruction in an implementation using a photonic bandgap Bragg fiber 

[171]. For a spectral flux density of interest 𝑆(𝜆), the flattened output intensity 

distribution recorded vector across the detector array, 𝐼(𝑥) can be expressed as:  

 𝐼(𝑥) = ∫ 𝐹(𝑥, 𝜆)𝐴(𝜆)𝑆(𝜆)𝑑𝜆8#
8!

    (4.5) 

Here, x denotes a position on the detector array, 𝐹(𝑥, 𝜆) is the position-dependent 

spectral response of the dispersive medium (for example, an MMF output speckle 

pattern), and 𝐴(𝜆) is the spectral sensitivity of the detector array. These two terms can 

be recorded and mapped as a single transfer matrix of the overall system, 𝑇(𝑥, 𝜆) =

𝐹(𝑥, 𝜆)𝐴(𝜆). The discrete, simplified form of equation 4.5 can be written as:  

 𝐈 = 𝐓	. 𝐒    (4.6) 
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where I is the N x 1intensity vector of the N spatial output channels, S is the M x 1 

spectral intensity vector discretized in M spectral channels, and T is a N x M matrix. 

Each column of T represents the discretized intensity vector produced by a 

monochromatic light, represented by an S vector with a single non-zero element, i.e. 

only one active spectral channel. In the calibration process, T is created by recording 

the intensity vectors across a range of wavelengths at discrete steps. The dissimilarity 

between two consecutive patterns determines the resolving power of these type of 

spectrometers [172]. The reconstruction process of an unknown spectral vector from 

an intensity distribution involves calculating the inverse matrix T-1 and plugging it in 

the formula 𝐒 = 𝐓7!. 𝐈. The tricky part in the process is performing the matrix inversion 

of T, which is typically ill-conditioned in the presence of experimental and background 

noise and can be a computationally expensive process for a large array of intensity 

vectors. Typically, inversion is performed using a truncated singular value 

decomposition process which suppresses the small eigenvalues and corresponding 

eigenvectors representing the noise elements [172]. The final spectrum is obtained by 

further nonlinear optimization to minimize the error ‖𝐈 − 𝐓. 𝐒‖# using different 

techniques [173][174].      

This matrix-based spectral reconstruction approach has been successfully implemented 

to develop high-resolution, broadband fiber-based spectrometers based on different 

fiber designs (Fig. 4.7(b)) [174]–[177]. Meanwhile, different chip-based integrated 

spectrometer architectures have also been proposed. A few examples include 

disordered photonic chip [15], spiral waveguide [178], evanescently coupled 
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waveguides [179], dispersive hole array [180], cascaded MZIs [181], and mutually 

coupled MZIs - microring resonators [182], some of which are shown in Figs. 4.7(c-d). 

Thanks to the advanced fabrication technologies, the spectral resolution limit on the 

integrated platforms has been pushed to little as 0.01 nm [179]. However, both 

implementations suffer from temperature variations, as a slight shift in any of the 

monochromatic wavelength responses due to temperature change can corrupt the entire 

calibration process. Furthermore, the elements of T depend not only on the position or 

wavelength of light but also on the input light’s polarization and spatial profile. 

Moreover, the computational cost scales poorly with fiber resolution or increased 

bandwidth, as a system with an increasing number of variables and linear equations 

needs to be simultaneously solved. On the plus side, the use of a silicon photonics 

platform enables mass production for the integrated devices.  

Another recent class of reconstructive spectrometers tailors the spectral response of the 

individual photodetectors, either by engineering the detectors directly or by placing 

filtering elements in front of the detectors [10]. In other words, the discretized signals 

from the detector array are represented as 𝐏 = 𝐃. 𝐒,where each row of D corresponds 

to a detector’s response. This allows the possibility of utilizing nanostructured elements 

that works both as a detector and a wavelength-sensitive filter. Examples of this type 

(Fig. 4.7(e)) include a composition-gradient alloyed semiconductor nanowire [183], 2D 

material-based van der Waals junction [184], plasmon-tunable graphene 

photodetectors [185], and transmission cavity with an organic absorption layer [186]. 
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Almost all the miniaturized spectrometer platforms discussed in this chapter have been 

developed with the requirements of various application scenarios in mind, where 

portability, cost, robustness, stability, speed, etc., become important metrics of 

operation. In the next chapter, applications of miniaturized spectrometers around three 

key disciplines are discussed, along with the potential future directions of the 

deployment efforts. 
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 Applications of miniaturized spectrometers 

The different kinds of rapidly developing miniaturized and integrated spectrometers 

discussed in the last chapter offer great potential for large-scale industrial production 

and integration into more complex analysis schemes. A 2020 study showed that the 

market value of chip-scale spectrometers is projected to increase market volume from 

2 million USD in 2019 to over 1.6 billion USD by 2024 [187]. Many of these 

implementations are compatible with the existing semiconductor fabrication 

frameworks and favorable to integrate seamlessly into public consumer products, such 

as smartphone integration [188][189], healthcare monitoring [190][191] etc. The 

current general focus has still been on integration into the research and industrial 

analysis processes, e.g., astronomical observations, biomedical point-of-care diagnosis, 

chemical analysis in agriculture, environmental monitoring, mineralogy, metallurgical 

hyperspectral imaging, forensic analysis- and the list could go on. The ever-decreasing 

footprints and low power consumption of these spectrometers, combined with the 

advances in computational algorithms and internet-of-things technologies, can 

potentially revolutionize each of these areas in the near future.  

In the following sections, we focus on three key application areas where integrated 

spectrometers are replacing bulky benchtop spectrometers at a rapid pace while 

offering newer functionalities and advantages. The first field is astronomical 

observations, which have relied on spectral analysis for centuries to achieve major 

scientific discoveries. The second area involves instrumentation of biomedical 
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measurements, i.e., on-chip sample analysis, biomarker detection, disease prevention, 

and long-term monitoring strategies. The final focus area is chemical sensing, which 

covers various applications starting from industrial materials analysis to metrology. 

While the discussion aims to highlight the important factors for consideration and 

establish and compare the key spectrometer metrics for these applications with different 

implementation examples, it only covers a fraction of the rapidly growing spectroscopy 

technological innovations and their applicabilities. 

5.1. Applications in astronomy 

Spectroscopy has been a critical tool in astronomy in the development of different 

observational techniques and advanced component analysis. Examples include 

analyzing the compositions and movements of extraterrestrial objects of interest, such 

as Doppler shift analysis of exoplanets [93][192], measuring the intergalactic distance 

and expansion from the stellar redshift [193], understanding the origin of the universe 

from the cosmic background radiation [194], and exploring deep space for 

extraterrestrial life or habitability of different planetary systems [195]. Presently, the 

need for advancements in astronomical spectroscopy is pressing with the advancements 

in very large telescopes (VLTs) and extremely large telescope (ELTs) systems. For 

example, in the next decade, multi-object spectrographs, such as DESI, the Subaru 

telescope’s prime focus spectrograph, and the Keck-FOBOS are bringing multiplexing 
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of up to 5000 fibers to 4-10m telescopes to simultaneously analyze 107 different spectra 

from as many targets across the sky [196][197]. Walking into the era of “big data 

astronomy”, the need for large-scale spectral analysis is expected to grow, necessitating 

instrumentation that can deliver 109 spectra in the coming years [198]. Aside from the 

promising results shown by the recent deployments of miniaturized spectrometers, the 

astronomy community has also started to recognize the potential of astrophotonic 

Fig 5.1 (a) Schematic of the AWG chip inside an integrated photonic spectrograph 
(IPS) mounted at the focal plane of a telescope (b) The night sky OH spectrum (solid 
black lines) using the Anglo-Australian Telescope IRIS2 spectrograph as a cross-
disperser for the IPS in a, superimposed with the theoretical positions and strengths of 
the OH lines (red), and the diffraction efficiency envelop of the IPS for each order 
(dashed lines) (a,b adapted from [203]) (c) Schematic illustration of a PIC spectrometer 
with AWG and microring resonator combination on SOI platform. The insert shows 
the modal profile of a single-mode waveguide (adapted from [154]). (d) Left: 
Micrograph of the multimode side of an integrated photonic lantern (IPL), center: 
illustration of the photonic lantern structure, bottom: micrograph of the SM waveguide 
facets array, right: final integrated spectrograph assembly with the combination of the 
IPL with an AWG (adapted from [201]). (e) Schematic of a photonic echelle grating 
spectrograph (adapted from [220]). (f) Chip design of DESHIMA 2.0 integrated 
superconducting THz spectrograph at the ASTE telescope (adapted from [222]). 
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technologies and, in turn, the integrated spectrometers in solving these challenges 

[199]. 

Arrayed Waveguide gratings (AWGs) were originally invented for wavelength-

division multiplexing (WDM) applications in telecommunications but subsequently 

has shown the most successful usability in preliminary testing in astronomical 

spectroscopy [200][201][202]. The first on-sky demonstration of the AWG was 

achieved at the Sliding Spring Observatory, Australia by Cvetojevic et al. [203] (Fig. 

5.1(a-b)). One of the key science goals for AWG implementations in astronomy is the 

study of faint sources with large redshifts to probe the first billion year of the universe 

[128]. The main criteria involving this study is high resolving power 𝑅	(= 𝜆 𝛿𝜆)⁄  of 

~1500 or more in the H band and spectral bandwidth coverage in the J (1100-1400 nm) 

and H (1500-1800 nm)  bands [204][205][206]. Gatkine et al. have demonstrated 

astronomical AWG implementations in the Si3N4 waveguide platform with R~1300 

with 23% overall throughput and low-crosstalk (-17 dB) between channels [141][128], 

while Stoll et al. have proposed GeSiO2 -based AWGs with R~19,600 [145]. On-chip 

schemes like these are extremely compact and easily stackable to create an IFU 

(integral field unit) or multi-object spectrograph [207][208]. Achieving a high-

performance photonic spectrograph requires an on-chip separation of the overlapping 

spectral orders of the AWG. One solution is to use AWG in combination with microring 

resonators (MRRs) as filters to separate the spectral orders, as shown in a few recent 

implementations [209][154] (Fig. 5.1(c)). The major limitations on performance of the 

AWGs is set by the size of its free propagation regions and the number of array 
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waveguide elements that can be stacked on a small footprint device to achieve higher 

resolution  [210]. Besides, the different forms of waveguide losses, e.g. coupling loss, 

sidewall scattering loss, bending loss etc. can affect the throughput performance [141].  

In conventional methods, light at the telescope focal plane is collected using large 

multimode fibers which can support a large number of modes and introduce modal 

noise. A multimode to single-mode conversion is a necessary prerequisite to achieve 

the best performance out of the spectrographs such as the AWGs. A solution is to utilize 

a photonic lantern, which can efficiently convert the N-modes of a multimode fiber into 

N individual single-mode cores [211][212][213]. Apart from mode conversion, the 

lantern device can also be leveraged for advanced spectral and modal filtering 

operations, such as realizing a complex spectral filter with inscribed fiber Bragg 

gratings (FBGs) that could suppress the telluric OH emission [214][215][216], adaptive 

coupling of the brightest instantaneous MMF modes from a noisy wavefront for 

injection into photonic devices [217], or reformatting of the entrance slit of the 

spectrograph [218]. On-chip photonic lanterns have also been successfully integrated 

with an AWG to make an all-photonic device [201][219], as shown in Fig. 5.1(d). 

Apart from the AWGs, photonic echelle grating (PEG) is another photonic technology 

solution well suited for low-throughput astronomy applications [220] (Fig. 5.1(e)), but 

the fabrication can be a complex, multi-step process due to the reflective surfaces [132]. 

Beyond these matured technologies in visible and NIR wavelength ranges, chip-scale 

integrated superconducting spectrometers (ISS) based on the combination of on-chip 

diffraction grating, filtering circuit and embedded antennas have been demonstrated for 
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THz astronomical observations in the ASTE 10 meter telescope [221][222]. Besides 

the AWG and the photonic lantern technologies, novel astrophotonic manipulation of 

light i.e. guiding, filtering, beam combining [223], dispersion engineering, on-chip 

wavefront sensing [224], integrated detectors etc. are continuously transforming the 

spectral analysis modalities at the telescopes around the world. 

5.2. Lab-on-a-chip applications 

The sensing of biomarkers and chemical composition analysis of biological samples, 

such as blood, breath, sweat, saliva, and urine, is of great importance for biomedical 

diagnosis [225][226]. For example, the detection of the glucose concentration in blood 

or saliva can provide diagnostic or monitoring information for diabetes. These 

measurements are commonly achieved by NIR spectroscopy techniques as the range 

contains prominent vibrational signatures of -CH, -NH, and -OH etc. functional groups. 

As a result, NIR spectroscopy with portable or handheld devices has gradually become 

a research hotspot, showing promising prospects for in-vivo biomedical sensing 

[227][228]. 

Modern challenges in bioanalysis, such as the need for automation, high throughput, 

small volume handling, and disposability etc. are increasingly being addressed by Lab-

on-a-Chip (LOC) systems. These miniaturized laboratory platforms utilize microfluidic 

channels to manage tiny sample volumes and can be produced as cost-effective, 

disposable units [229][230]. Furthermore, LOC technology enables the integration of 
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laboratory protocols and analytical methods into a single, compact cartridge. A few 

significant spectral analysis techniques integrated with Lab-on-a-Chip (LOC) systems 

include optical detection (UV/Vis mass spectroscopy) [231], Raman spectroscopy 

[232], nuclear magnetic resonance [233], and electrochemical detection [234]. The 

Raman spectroscopy on ARROW-based optofluidic LOC systems introduced in 

chapter 2 is a good example of improving signal-to-noise ratio in a confined liquid 

volume. However, Raman scattering is an inherently weak process with low scattering 

yield [235]. Therefore, different integration schemes between optofluidic device 

architectures and surface enhanced Raman spectroscopy (SERS) surfaces have been 

Fig 5.2 (a) PDMS LOC platform with SERS activated surface for brain injury 
biomarker detection from blood (adapted from [232]) (b) liquid-jet waveguide 
optofluidic LOC platform for fluorescence & Raman excitation (adapted from [234]). 
(c) Illustration of optofluidic light cage used for absorption spectroscopy (gray: 
dielectric strands and supports, blue: water, yellow ellipsoids: dye molecules, light 
cyan: light). The inset on the top shows the cross section of the structure including the 
relevant parameters (adapted from [235]). (d) Spectrally sensitive single-particle 
detection of SERS-CoV-2 antigen on a hollow core optofluidic chip (adapted from [9]) 
(e) On-chip photonic cavity with micro-racetrack resonator for aerosol spectroscopy 
(adapted from [239]). (f) Ultraviolet plasmonic enhancement of single protein 
autofluorescence in an aluminum zero-mode waveguide (adapted from [243]). 
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demonstrated [236] [237]. Recently, a PDMS-based optofluidic chip with a SERS-

active substrate made of electro-hydro dynamically fabricated sub-micrometer pillars 

covered with a nanometric gold layer has been demonstrated the detection of picomolar 

concentration of N-acetyl aspartate (NAA), S100B protein, and glial–fibrillary acidic 

protein (GFAP), three indicative biomarkers with strong correlation to traumatic brain 

injury (TBI) [238].  

Apart from Raman spectrosscopy, optofluidic LOC systems have also shown 

promising results in the domain of other bulk spectroscopic measurement modalities 

by integrating different on-chip optical and photonic elements with other sample 

processing and manipulation units. For example, a PDMS-based photonic LOC 

(PhLOC) integrated biconvex microlenses using soft lithography techniques to perform 

UV/Vis colorimetry, fluorimetry, and dispersion/scattering measurements on the same 

platform to measure the concentration of fluroesecent analytes [239]. Another LOC 

platform with liquid micro-jet waveguide has also demonstrated multifunctional 

(fluorescence, Raman) spectroscopic analysis of ethanol and spectrum-based 

concentration measurement of eosin Y solutions in water [240]. Another hollow core 

waveguide-based optofluidic light cage structure has shown promising prospects in 

absorption spectroscopy [241].  

The aforementioned spectral analysis techniques involve analyzing continuous spectra 

that interact with the biosample.  Another class of spectral analysis involves the 

detection of distinct and discretely labeled bioparticles in a multiplexed assay. In these 

cases, integrated photonic components on the LOC platform perform spectrally 
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sensitive light guiding and signal manipulation. Examples of this category include 

fluorescence or Raman imaging of cells [242][243] and molecular biomarker detection 

techniques, e.g. barcode assays [100], nucleic acid labeling [101], and antibody 

labeling [9]. Optical micro-ring resonators have also demonstrated single-particle 

sensitive absorption spectroscopy by utilizing the temperature-sensitive whispering 

gallery modes due to focused laser excitation [244]. Recently, a photonic cavity 

enhanced silicon nitride (Si3N4) racetrack ring resonator-based sensor has detected 

single entities of N-methyl aniline-based aerosol particles in the NIR range using on-

chip, cavity-enhanced spectroscopy [245]. Plasmonic nanocavities can also confine 

visible and near-infrared light to subwavelength volumes to locally amplify optical 

field intensity by several orders of magnitude [246]. Leveraging this, label-free 

autofluorescence and SERS spectroscopy performed on plasmonic nanocavities has 

been demonstrated to enable single-molecule sensitivity [247][248][249]. 

5.3. Chemical sensing applications 

Aside from the two major application areas discussed above, integrated photonic 

spectrometers have become increasingly popular in different chemical sensing 

applications mainly due to their miniaturized size and potential for low-cost production. 

Some noteworthy disciplines include environmental monitoring, food and agricultural 

analysis, public health, pharmaceutical drug development, industrial process control, 

defense applications.  
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In the wake of global warming and ever changing climate patterns, environmental 

monitoring is of utmost importance for any major technological innovation. Some of 

the powerful spectroscopy techniques, e.g. emission and absorption spectroscopy of 

gases [250], multispectral imaging [251], laser induced breakdown spectroscopy [252], 

fluorescence Lidar [253] have been the key monitoring strategies for ozone layer 

observation, cloud and rain analysis, greenhouse gas measurement, air-quality 

indexing, oceanographic studies and most other forms of climate and weather 

monitoring. Spectroscopic analysis techniques are equally valuable in wildlife, marine 

and microbial biodiversity monitoring. As found in the HITRAN database [254], the 

absorption spectra of several gases in the UV-Vis-NIR range can be exploited using 

integrated photonics materials. Currently, two fundamental photonic absorption 

measurement techniques exist [255]. The first approach is using a tunable, narrow-

linewidth laser and a broadband photodetector. This method can target narrow 

absorption lines in gases. A simple diode laser typically has a linewidth of a few MHz, 

while an absorption linewidth of ammonia at room temperature is on the order of 10 

GHz [256], and it is possible to use a single detector with a small dark current. The 

second approach is using a broadband source and a spectrometer to measure the whole 

spectrum simultaneously. This approach is more common in the measurement of a wide 

observation bandwidth with large absorption dips. Frequency combs and mode-locked 

lasers feature very well defined emission lines over a wide wavelength span, and can 

be considered an optical ruler for both these approaches [257]. Several on-chip 
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frequency combs have been demonstrated with promising performance, and can be 

potential candidates for gas sensing [258][259].  

In case of gas absorption spectroscopy, the interaction of a gas sample and light need 

long path lengths for a detectable change in spectrum. In such waveguide-based 

sensors, the guided light penetrates the evanescent field outside the waveguide core and 

probes a sample close to the waveguide surface. Molecules present within the 

evanescent field will absorb light or generate Raman scattered light that will couple 

Fig 5.3 (a) Top view of an integrated gas sensor with a spiral chalcogenide (GeSbS) 
waveguide as the sensing element and a PbTe detector integrated directly underneath 
the waveguide (adapted from [255]) (b) CO2 gas sensors based on microring resonator 
(adapted from [257]). (c) Rubidium spectroscopy on a chip. Top panel: experimental 
setup, Bottom panel: hyperfine electronic energy level splitting of rubidium D2 
line.(adapted from [258]). (d) Multispectral imaging of an object based on diffractive 
optical network (adapted from [259]). 
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back into the waveguide modes. The respective interaction pathways give rise to 

analytical techniques such as waveguide-enhanced absorption or Raman spectroscopy 

[260]. Such a scheme bears an inherent challenge for PIC-based small footprint 

spectrometers. One common approach is to have folded or spiral waveguide to increase 

the interaction between the gas and the waveguide (Fig. 5.3(a)) [261]. Another idea is 

cavity-enhanced spectroscopy [262][263], where the resonance wavelength inside a 

high-Q resonator is sensitive to the presence of trace gases and modulations in the 

optical path length (Fig. 5.3(b)). A related promising potential application is on-chip 

Rubidium (Rb) vapor atomic spectroscopy in a vapor cell integrated with photonic 

waveguides (Fig. 5.3(c)). This has been previously demonstrated on hollow core 

ARROW waveguide platforms discussed in chapter 2 [264]. Alkali metals with 

hyperfine energy level splits, such as rubidium (Rb), sodium (Na) or cesium (Cs) have 

narrow spectral features on the order of the natural atomic (MHz) linewidth. This can 

be used as reference wavelength for important applications, such as stabilizing the 

emission frequency of a semiconductor laser by sending part of the laser beam through 

an atomic vapor cell and using the transmitted intensity as a feedback signal for the 

laser diode. Alternatively, these features are used as the reference standards in atomic 

clocks. 

Another miniaturized technology used in a wide range of applications is multi or 

hyperspectral imaging, a technique that captures image data at specific wavelengths 

across the electromagnetic spectrum. Unlike conventional RGB camera, which 

captures images using three primary color bands (R, G, and B), multispectral imaging 
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captures data across multiple specific wavelengths using spatially and spectrally 

tunable filters (Fig. 5.3(d)) [265]. These filters can be developed using different 

integrated photonic, plasmonic, or chemical filter schemes. Specifically, various 

integrated filter schemes and diffractive surfaces based on thin-film Fabry-Perot (FP) 

cavity [266], photonic crystals [267], waveguide resonators [268], and metasurfaces 

[269] have been exploited. These techniques are advantageous as they require minimal 

chemical sample handling and can leverage low-cost CMOS fabrication. However, the 

spectral imaging technique does pose several limitations. In most common forms of 

these implementations, there is often a trade-off between spatial (pixel size) and 

spectral resolution and similar to the reconstructive spectrometers discussed in chapter 

4, multispectral imaging filters too require constant calibration in order to maintain 

their efficiency. 

Based on the discussions in chapters 4 and 5, we will introduce a novel, high-

performance integrated photonic spectrometer that based on the combination of multi-

mode interference waveguide (MMI) propagation pattern with advanced machine 

learning analysis in chapter 6. Moving onward, we also demonstrate the astronomical 

application of the proposed spectrometer for spectral analysis using the solar spectrum. 
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 Multi-mode Interference (MMI) waveguide-

based integrated spectrometer  

In this chapter, we introduce the concept and implementation of a reconstructive 

integrated spectrometer for high-performance applications. It is based on imaging the 

wavelength-dependent light propagation patterns in multi-mode interference (MMI) 

waveguides as described in chapter 2 [66][8], followed by the analysis of the spectral 

content of these images with suitable machine learning (ML) techniques. This 

spectrometer scheme can be implemented in any integrated photonic format with wide 

latitude in device materials, dimensions, fabrication processes, and targeted spectral 

range. The reliance on post-imaging, ML-based analysis allows for strongly relaxed 

design tolerances, thus ensuring low complexity and cost. We demonstrate highly 

accurate spectral reconstruction of both narrow and broadband spectra in both the 

visible and near-IR range with a spectral resolution of ∆𝜆= 0.05 nm and resolving 

power =𝜆 ∆𝜆⁄ = 16,000. Furthermore, it is well suited for integration into a larger, more 

complex analytical systems in a diverse category of applications, for example, the 

astronomical spectroscopy or lab-on-chip applications as discussed in chapter 5. In 

chapter 8, the advantages and future potential of the MMI spectrometer are discussed 

with three application cases with a focus on astrophotonic instrumentation. These 

representative implementations highlight the versatility of the MMI spectrometer 

approach and point to its high customizability for many application settings. 
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6.1. MMI spectrometer working principle 

The integrated MMI spectrometer consists of two components: a photonic chip to 

visualize a spectrum-dependent propagation pattern and a machine learning process for 

spectral reconstruction from the acquired image. The concept and its incorporation into 

a complete workflow are shown in Fig. 6.1(a). The spectrum to be analyzed is fed into 

a single mode waveguide on a chip, monolithically fabricated with the MMI 

waveguide. Light from remote sources can be coupled into the chip via free space optics 

or an optical fiber, and we used the latter arrangement for the lab experiments. The 

light then enters the wider MMI waveguide section in which the light propagation 

pattern varies strongly with wavelength. The pattern is imaged with a camera that is 

placed over the chip. Another alternative is to image the facet of the MMI waveguide, 

which would mean a smaller spatial dimension compared to the top imaging. The 

Fig 6.1 (a) Schematic overview of the multi-mode interference (MMI) spectrometer 
scheme. A continuous or discrete spectral signal is coupled into a chip with a MMI 
waveguide. The wavelength-dependent propagation patterns in the MMI waveguide 
section is imaged by a camera, and analyzed by a machine learning algorithm to 
reconstruct the spectrum. (b) Visual representation of the MMI propagation patterns at 
two different wavelengths. (c) Microscope image of SU-8 waveguide on silicon. (d) 
Cross-sectional view of the MMI waveguide. 
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recorded waveguide pattern image is subsequently translated into a spectrum by a 

machine learning algorithm that can be chosen depending on the particular application. 

In this work, we discuss the use of a convolutional neural network (CNN) for analysis 

of both narrow and broadband continuous spectra. 

Fig. 6.1(b) illustrates the physical concept behind the MMI spectrometer. A single-

mode input waveguide sustains a input single lateral mode with a profile given by 

𝛹%(𝑥). At z=0 (the start of the MMI section), the single-mode waveguide expands into 

a wider MMI waveguide section, which supports multiple lateral modes 𝛹0(𝑥). The 

input field is distributed among the multiple mode with amplitude coefficients 𝑐0 given 

by: 

  𝑐0 ∝𝛹%(𝑥)𝛹0(𝑥)𝑑𝑥 (6.1) 

With 𝛽0 as the propagation constant of the mth mode, the overall field at a distance z 

inside the MMI waveguide can be represented as the combination of all modes as:  

  𝛹(𝑥, 𝑧) =∑ 𝑐00 𝛹0(𝑥). 𝑒7&]7^ (6.2) 

As the wave travels inside the waveguide, the phase relation between these modes 

keeps varying, resulting in a characteristic interference pattern. This pattern is 

dependent on the wavelength of light through the propagation constants 𝛽0	and the 

lateral wavenumbers 𝑘+,2, which enable the extraction of wavelength information from 

this pattern. This MMI waveguide interference pattern, and its eventual self-imaging 

has been used extensively for generating multi-spot excitation patterns in lab-on-chip 

optofluidic biosensors [270][44][70], and as a component in optical communications 
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[64], as already discussed in chapter 2. Simulations of these patterns for two 

representative wavelengths are shown in Fig. 6.1(b) and illustrate how spectral 

information is mapped deterministically into the spatial domain.  

It is important to note that spectral analysis is not carried out in analytic fashion, i.e. by 

directly calculating the input spectrum from the observed scattered interference pattern 

using equation (6.2) as this would require precise knowledge of and control over all 

fabrication and material parameters. Instead, we use machine learning algorithms that 

pick up on differences between patterns and that can be trained with signals at known 

wavelengths. Consequently, our fabrication tolerances are very relaxed, i.e. high 

accuracy for waveguide height, width, and etch depth is not required, minimizing the 

complexity of this approach and making it easy to implement in different waveguide 

systems. A closer look at the pattern evolution in the images acquired from a real MMI 

waveguide with slight shifts in wavelength is provided in chapter 7, along with a 

detailed description of the neural network analysis process. 

A silicon wafer-based spectrometer chip was developed to implement this principle 

using SU-8 polymer waveguides on silicon dioxide. Fig. 6.1(c) shows a microscope 

image with a top-down view of the intersection area between the input and MMI 

waveguide sections. A cross-sectional view of the MMI waveguide is illustrated in Fig. 

6.1(d). Both waveguides are fabricated in the same lithography step and have a height 

of 5 µm. The input waveguide is 4 µm wide while the MMI spectrometer section is 100 

µm wide. To facilitate efficient out-of-plane scattering of light out of the MMI 

waveguide for easy observation from the top, we performed oxygen plasma etch on the 
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MMI section to create a rough top surface with “nanograss” features (more on this in 

chapter 9). 

6.1.1. Waveguide fabrication  

The SU-8 waveguides were fabricated by our collaborators at Brigham Young 

University (BYU) by growing a 6 µm layer of plasma enhanced chemical vapor 

deposited (PECVD) silicon dioxide (refractive index=1.51) on silicon wafers, followed 

by the spinning of a 5 µm layer of SU8-10 photoresist and soft baking at a ramped 

temperature from 65°C to 95°C. The wafer was then exposed to 365 nm UV 

photolithography, followed by a similar baking step and finally the development of the 

initial waveguide structure. For surface roughening, a 300 nm aluminum layer was 

deposited over the sample in an electron beam deposition chamber. Then AZ3330 

photoresist was applied to the wafer and baked at 90°C for 7 minutes. Afterwards, it 

underwent photolithographic UV exposure with 465 nm light for 60 seconds. The mask 

in this step exposes the aluminum covering the surface areas on the SU-8 to be 

converted to nanograss. Exposed aluminum was removed in aluminum etchant at 50° 

C, and the AZ3330 photoresist was removed in acetone and isopropanol. The wafer 

then underwent O2 plasma etching at 100 Watts for 8 minutes. This step results in the 

creation of the etched nanograss structure that induces the top surface scattering from 

of the waveguides. Finally, the wafer was again treated in aluminum etchant to get the 

final structure. 
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6.2. Operation and data acquisition 

For spectral computation of continuous spectra, we use convolutional neural networks 

(CNNs), a special class of supervised learning technique to analyze the MMI images 

taken at different wavelengths. A detail description of the CNN architecture is 

discussed in chapter 7. As a general operational scheme, first, we collect many MMI 

images by varying the wavelength of the input light with single-peak spectra by shifting 

a tunable laser wavelength across an operational bandwidth. In each case, the actual 

spectrum of a particular input light is also recorded using a spectrum analyzer, thus 

creating an initial “input image-output spectra” dataset. Afterwards, a larger, broadband 

dataset with linear combinations of the single-color images is generated, which is used 

for the training and testing of the CNN model for both narrowband and broadband 

detections. This represents the very basic concept of MMI-based spectroscopy in which 

the spatial information within an MMI waveguide is mapped into 1D spectral 

information. 

The performance of the MMI spectrometer chip was first tested in the infrared 

wavelength range around 800 nm. This regime is particularly attractive for many 

astronomy applications as discussed in chapter 5, and allowed us to explore the 

performance limit of the current device. Afterwards, we also performed similar 

performance assessments in the visible wavelength range with different training and 

test laser sources and found comparable performance. In the following sections, 
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detailed discussion of the optical setup and the spectral reconstruction results are 

discussed. 

6.2.1. Optical setups for training using tunable near-

infrared (NIR) and visible lasers 

For the NIR wavelength range operations, the data acquisition setup involves a single-

mode fiber chip butt-coupled into an MMI waveguide to get the input light into the 

chip, as illustrated in Fig. 6.2(a). The generated MMI pattern is then captured using an 

Olympus PLN 10x objective and projected on a sCMOS sensor (Andor Zyla). The 

Fig 6.2 (a) Optical setup and experimental arrangement for NIR data acquisition. 
(b)  Example narrowband, 0.05nm FWHM monochromatic wavelengths from the 
training laser at 0.05 nm intervals. 
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recorded image is in grayscale, i.e. the camera itself is not capable of differentiating 

different colors. To take the training images for the NIR wavelength experiment, a 

Ti:Sapphire cavity laser (Trestles 100M, Del Mar Photonics) is used to generate 

sweeping laser peaks between 793.8 and 795.6 nm in 0.05 nm steps by periodically 

tilting a Fabry-Perot etalon inside its cavity. The change in tilting angle and the etalon’s 

finite free spectral range (FSR) generate the distribution of closely spaced laser peaks 

[271]. As seen from Fig. 6.2(b), the FWHM of each individual wavelength is 0.05 nm, 

ensuring some overlap between the training signals for continuous coverage of the 

entire bandwidth. A 532 nm solid state laser pumped the Ti: Sapphire cavity, and the 

wavelength tuning elements, i.e. the Fabry-Perot etalon and the birefringent Lyot filter 

(used for another experiment described in chapter 8) as shown in Fig. 6.3(a) were 

rotated by connecting to their tuning stepper motors using a custom-built Arduino 

circuit (Fig. 6.3(b)). The output monochromatic light is simultaneously fed into the 

MMI chip and an optical spectrum analyzer (Yokogawa AQ6374) to generate scatter 

images with corresponding reference spectrum labels. A synchronized routine of 

multiple scripts written in Python, C++, and LabVIEW controlled and communicated 

Fig 6.3 (a) A closer look inside the Trestle’s tunable Ti:Sapphire cavity. (b) Crystal 
pumping mechanism and custom-built circuit to drive the etalon and filters inside the 
cavity. 
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among different instruments in each step. The test laser (Vescent Photonics D2-100-

DBR) with a constant wavelength is also fed into the MMI chip and the OSA 

simultaneously using a similar optical scheme. Each wavelength was fiber-coupled ten 

times into the MMI chip to create slightly different mode excitation conditions for a 

total of 250 scatter images. A 952 µm x 95 µm (1200 x 120 pixels) area of the image 

near the end of the MMI section was selected as the input image region-of-interest 

(ROI) to train a CNN. 

For the visible wavelength training data acquisition, a supercontinuum laser source 

(SuperK Extreme, NKT Photonics) was launched into a monochromator (Horiba 

iHR550), as shown in Fig. 6.4(a). Since the commercial monochromator was designed 

Fig 6.4 (a) Schematic of the optical setup for training the MMI spectrometer in the 
visible wavelength range using a broadband supercontinuum source, filtered by a 
linearly dispersive monochromator. Unlike the NIR wavelength arrangement, the 
external test source is the output of an acousto-optic tunable filter (AOTF), another 
wavelength tunable test source. (b)Breakdown of the custom-built input optics block 
for coupling the broadband white light source into a monochromator to get narrowband, 
tunable laser light. The inset shows the specifications of the Galilean beam expander 
used to match the beam size and divergence with the monochromator input slit. (c) 
Example narrowband, 0.3nm FWHM monochromatic wavelengths from the training 
source at 0.1 nm intervals. 
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to take input light from a single-mode fiber for efficient operation, a custom-built input 

block was used to pre-filter the broadband white light using a set of filters, followed by 

a beam expander setup to match the free-space beam’s divergence to the NA of a single-

mode fiber (Fig. 6.4(b)). The monochromator output generated 0.3 nm wide training 

peaks with a step size 0.1 nm in the range 665-675nm (Fig. 6.4(c)). This light was 

coupled into the MMI waveguide and the OSA in a similar fashion to the NIR light, 

generating 1000 MMI images. Then, the supercontinuum light was sent through an 

acousto-optic tunable filter (NKT SuperK Select) to create the external test source 

signal (Fig. 6.4(a)). This allowed us to generate test signals with a wider spectrum than 

the training beam at different wavelength points. 

6.3. Narrowband peak prediction and broadband 

reconstruction in the NIR wavelengths 

As discussed in the previous section, we created training images between 793.8 and 

795.6 nm with 0.05 nm steps size in several wavelength groups. Then we created 

broadband spectra from linear combinations of these images with randomly generated 

amplitudes at each wavelength. This produced an additional 6,000 images. 90% of 

these images were used for training, while 10% of the images were withheld for testing 

the CNN prediction performance. 
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After the training was completed, we first tested the ability of the device to recognize 

narrowband spectra. To this end, the CNN was exposed to previously unseen images 

from the test set, and the predicted amplitudes at each of the possible wavelengths were 

determined. A representative result for a spectrum with a peak at 794.75 nm is shown 

in Fig. 6.5(a). The gray line represents the spectrum as measured with the OSA. It is 

virtually indistinguishable from the CNN analysis of the MMI scatter image (red line), 

showing excellent agreement of both the peak wavelength and the FWHM. We 

repeated this experiment at each of the 26 wavelengths in our test interval and found 

an excellent agreement in every case as seen in Fig. 6.5(b), where every CNN-

determined wavelength peak location falls within a 0.05 nm band (blue area) of the 

“True” peak location determined by the OSA. Thus, we find a spectral resolution of 

0.05 nm, and equivalently a resolving power of R=λ/∆λ=16,000 in this wavelength 

range. Resolution and bandwidth are limited by the setup, specifically the finite width 

Fig 6.5 MMI spectrometer performance in the NIR wavelengths (a) Comparison of 
laser spectrum determined from optical spectrum analyzer (OSA, gray line) and neural 
network analysis of MMI scatter pattern (red line). (b) Reconstructed vs. true peak 
wavelength of tunable laser spectra, showing a spectral resolution of 0.05 nm as 
indicated by blue band. 
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of the training spectra and the tuning range of the laser. We note that, in the telecom 

wavelength range, this resolving power corresponds to a resolution of 0.1nm, well 

below the 0.8 nm (100 GHz) spacing between wavelength division multiplexing 

channels.  

We then assessed the ability to analyze broad, continuous spectra. To this end, a test 

image was generated using a new, linear combination of the test spectra with randomly 

generated weights. Fig. 6.6(a) shows that the CNN was able to extract the spectrum 

from this single, composite scatter image with excellent qualitative agreement in 

recognizing the spectral features and confirming the 0.05 nm resolution with a 

Fig 6.6 (a) Comparison of NN-reconstructed broadband NIR spectrum (red line) with 
broad spectrum composed of linear combination of single wavelength spectra with 
different weights (gray line). (b) NN-prediction of broadband signal with two narrow 
peaks separated by 0.1 nm. (c) Resultant of the addition of two narrowband peaks 0.05 
nm apart (gray line) and the NN-prediction (red line) (d) NN-reconstruction (red line) 
of unseen DBR NIR laser line and OSA reference (gray line).  
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continuous spectrum. As shown in Fig 6.6(b), a broadband signal consisting of two 

narrow peaks spaced by 0.1 nm is also reconstructed by the CNN with high accuracy, 

and the two peaks are clearly resolved. As each of the constituent narrowband peaks 

used in the broadband spectra generation process has a FWHM (full width half 

maximum) width= 0.05 nm, an addition of two consecutive peaks spaced by 0.05 nm 

results in a wider peak, as indicated by the gray line in Fig. 6.6(c). This wider peak is 

also successfully reconstructed by the CNN model. Finally, we fed light from a 

different source than was used for generating the training images into the chip. 

Specifically, we used light from a distributed Bragg reflector (DBR) diode laser 

(Vescent Photonics). Again, the spectrum was first recorded with a conventional OSA 

(gray line in Fig. 6.6(d)). Both the peak wavelength at 795.2 nm and the width of the 

spectrum are identified correctly by the CNN algorithm. 

6.4. Performance analysis in the visible wavelengths 

With the high-resolution and broadband performance assessments of the MMI 

spectrometer in the NIR wavelength range determined, we repeated the 

characterizations in the visible wavelength range around 670 nm using the 

monochromator setup described in section 6.2 to generate training spectra with 0.1 nm 

resolution (laser steps). The CNN model trained with the visible wavelength dataset 

was first tested for the ability to recognize previously unseen narrowband spectra from 

the laser used for training. The network predicted the peak position and the shape of 

these spectra with high accuracy across the entire test range, as shown by representative 
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results (Fig. 6.7(a)). To assess the ability to analyze broad spectra, a broadband test 

image was next generated using a linear combination of the narrowband signals, similar 

to the NIR experiments but with more overlap between the subsequent peaks due to the 

linewidth of the original laser. The model was able to extract this spectrum with very 

good qualitative agreement in recognizing the peaks and valleys (Fig 6.7(b)). 

Finally, test light from the external, broadband tunable AOTF source with wide, ~1.8 

nm FWHM signals at different wavelength points was exposed to the model. Examples 

of spectrum prediction for this test source are presented in Figs. 6.8(a-b). The spectral 

shape is recognized with excellent fidelity in all cases. The fitted peak positions, the 

FWHM of the central peak, and the side lobes agreed well with their true values within 

the training step sizes limit. As shown in Fig. 6.8(c), the comparison between the 

Gaussian-fitted peak locations between the predicted and the true spectra across the 

Fig 6.7 MMI spectrometer performance in the visible wavelengths (a) Comparison of 
laser spectra with peaks at 673.9, 674.0 and 674.1 nm from a commercial optical 
spectrum analyzer (solid lines) and reconstructed by a neural network from the MMI 
images (dashed lines). (b) Comparison of a CNN-reconstructed broadband spectrum 
(dashed line) composed of linear combination of the overlapping single wavelength 
spectra with different weights (solid line). 
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tested wavelengths show close match. The mean squared error (MSE) value for a 

prediction instance can be defined as:  

  𝑀𝑆𝐸 = !
C
∑ �𝐼WI[-(𝜆) − 𝐼5I-"&(W(𝜆)�

#
8  (6.3) 

Here, 𝐼WI[-(𝜆) and 𝐼5I-"&(W(𝜆) are the true and CNN predicted spectral intensity vectors 

and N is the length of each vector. The MSE values for all the predicted spectrums from 

the external, broadband AOTF source are shown in Fig. 6.8(d) and are close to the 

network performance limit, i.e. observed MSE from a typical training and validation 

dataset (see chapter 7 for an example of MSE evolution for training and validation 

datasets). 

Fig 6.8 CNN performance on an external, unseen light source. (a-b) CNN -
reconstructed wideband spectra (dashed lines) of the AOTF filter signals measured at 
670.3 and 670.7 nm, respectively. (c) True vs CNN-predicted peak locations of the test 
signals taken with the external source. The dashed line represents the training range, 
while the shaded region stretches a region of 0.1nm on both sides, representing the 
training step sizes. (d) MSE errors of the test signals reconstruction by the CNN. 
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 Spectral reconstruction using convolutional 

neural network (CNN) 

For the MMI spectrometer data analysis and spectral reconstruction, we used a 

supervised machine-learning technique to predict the present spectrum in the input 

light. As briefly discussed in chapter 6, we first collect single wavelength images and 

then generate a huge dataset of various combinations of mixing these single-color 

images to train a NN model using this dataset. This enables training a model by using 

only a single wavelength-tunable light source and using it for single wavelength and 

broadband spectroscopy. In a recent work on a reconstructive spectrometer with 

multimode fiber [272], the researchers used a classification model to pick the single 

wavelength present, i.e., the network is trained to only pick a single class (peak 

wavelength) among all possible options. This is similar to many classic multi-class 

problems in neural network analysis [273]. Thus, this approach can only verify the 

presence of a single wavelength. We take a different approach and view the task of 

analyzing the continuous spectra consisting of different signal amplitudes over a given 

wavelength range as a regression problem. In regression problems, the “true output 

values” are important, and for a spectral analysis, this means the relative height of each 

data point in a spectrum. 

More specifically, we use convolutional neural networks (CNNs), a special class of 

supervised learning technique to analyze the MMI images taken at different 

wavelengths.  A CNN model applies multiple 2D filters to the image to extract local 
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spatial features. Then these extracted features are mapped into a 1D array with spectral 

data points. Compared to a straightforward dense neural network (DNN), CNNs are 

better suited for high-dimensional image processing without losing information [274]. 

In our case, it also facilitates training over a large, augmented dataset using a finite 

number of monochromatic laser wavelength points for more generalized, robust 

performance. The CNN model is trained to predict an output spectral vector with 

continuous relative values of all data points from a given input image. By feeding 

randomly selected and weighted peaks as composite spectra into the CNN model during 

the training step, the model is exposed to several possible variations and combinations 

of broadband patterns [275]. Finally, as conceptually shown in Fig. 6.1 of the previous 

chapter, the CNN is tasked to reconstruct the spectrum of any light source coupled into 

the chip. In the following sections, we discuss nature and dimensions of the CNN’s 

input and output as well as the hidden layers, followed by some considerations for 

hyper-parameters selection and the training process. 

7.1. Different layers of the CNN 

(a) Input: For the CNN analysis, the input (image) array has a dimensionality equal to 

the cropped MMI scatter image, a selected region of interest (ROI) of 1200x120 pixels. 

The size of the selected ROI is decided based on the computational capacity of the 

hardware. Choosing a small ROI can lack enough information for training a high-

performance CNN model, while bigger ROIs require more processing power and 

storage space. Each pixel element has a normalized value between 0 and 1 (1 being the 
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brightest pixel). Examples of the ROI patterns on the MMI waveguide excited at 0.1nm 

shifted wavelengths in the visible spectrum are shown in Fig. 7.1, showing distinct 

feature differences (a smaller 220x120 pixels ROI is chosen for a closer view). Another 

important attribute is that this model works with greyscale 2D image inputs, while 

Fig 7.1 Top-down patterns from the MMI waveguide at different wavelengths. 
Monochromatic 2D MMI intensity patterns within a 220 x 120 pixels region of interest 
taken over a 1 nm bandwidth at 0.1 nm wavelength steps, showing the evolution of the 
pattern lines as well as their interaction with the nanoscale surface features. 
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typical classification CNN models are usually designed for RGB images and have a 3D 

input matrix. 

(b) Output: The training output vectors are originally collected using the commercial 

OSA. At the same time, the training images are captured with an original sampling 

interval of 0.005 nm. For the NIR wavelength experiment, we collected data points in 

the range 793.0-797.0 nm and reduced it to a smaller vector by downsampling by a 

factor of 4, as shown in Fig. 7.2(a-b). This ultimately results in an output shape of 200 

points with 0.02 nm sampling interval. This final output dimension is set based on the 

resolution and bandwidth of the spectrometer, with the goal of reducing hardware 

workload without compromising the performance. The achievable step size from 

shifting the tunable laser, the original linewidth of the tunable laser, and the smallest 

linewidth the OSA can read are the most crucial limiting factors on the resolution 

(smallest peak separation the MMI spectrometer can distinguish). The last one also sets 

an upper limit on the sampling interval of the CNN output labels. Conversely, sweeping 

a large bandwidth using the training laser while keeping the same, fine sampling 

Fig 7.2 An initial NIR narrowband spectrum measured by the OSA with 0.005 nm 
sampling interval. (b) 4x downsampled spectrum (sampling interval=0.02 nm). 
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interval will increase the number of sampling points (length of the output vector). The 

visible wavelength output labels span the range 664.5-676.5 nm in 0.1nm interval. In 

principle, very high resolution over an increasingly larger bandwidth can be 

simultaneously achieved, if enough computing power is available. 

(c) Hidden layers: For this study, we used a simple CNN framework with a single 2D 

convolutional layer followed by three fully connected (dense) layers. The 

convolutional layer scans through the ROI with small kernels (20x20 pixels) using 512 

filters. As mentioned earlier, analyzing a bigger ROI requires a bigger memory space 

and processing unit, so we further reduced the processing load by using a relatively 

large stride (the number of pixels by which a filter moves across the input image during 

the convolution operation) size of 15x15 pixels for the convolutional layer. The tradeoff 

of this change is losing some fine-grain detail affecting the reconstruction accuracy, 

but negligible effect is observed in our scope of works. For the dense layers, the number 

of neurons in each layer depends on the sizes of its input and output. As a simple design 

rule of thumb, we set the output lengths in the dense layers at a proportional ratio (1:2:1) 

to the final layer output, i.e. the predicted spectrum. 

Fig. 7.3 illustrates the CNN model used for the experiment in the NIR wavelength 

range. In total, 56,993,312 parameters are trained. The CNN model for the visible 

wavelength experiment is slightly smaller with 34,239,712 parameters, owing to a 

coarser output vector which is a reasonable choice due to the coarser step sizes from 

the visible light source. 
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7.2. Hyper-parameters and the training process 

(a) Activation functions: As shown in Fig. 7.3, we used a “Rectified Linear Unit” 

(ReLU) activation function for the 2D convolution layer, followed by linear activation 

functions for the next 2 hidden layers, and sigmoid activation function for the last layer 

nodes. The sigmoid activation function in the last layer is a unique implementation, 

since it is not very common in conventional classification problems. Since the spectral 

reconstruction is a regression problem and the predicted output (intensity value) at a 

data point is expected to be a bound, continuous, normalized number, we used the 

sigmoid activation function.    

(b) Optimizer: In a neural network, a model is trained on a training dataset that 

accurately represents the test data on which model will be used. This training is an 

optimization process in which a loss value, or, more conventionally, a cost function has 

Fig 7.3 Convolutional neural network (CNN) architecture. 120x1200 pixels input 
image is fed into the network in a batch size of 50 images. The network starts with 512, 
20 x 20 convolution kernels scanning over the image with strides= 15 x 15, followed 
by a rectified linear unit (ReLU) activation layer to generate a pool of features. 
Preceded by flattening of the convolution block output and a dropout process, the 
output length of the three dense layers depends on the final output length in the ratio 
1:2:1, shown in this case shown for a 200 points long output spectrum. The Sigmoid 
activation in the final layer decodes the final output to be normalized into predicted 1D 
spectrums. 
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to be minimized. Depending on the type of data and output performance, different 

optimizers can be selected for an application. For training our particular CNN model, 

we utilized the Stochastic Gradient Descent (SGD) optimizer with a learning rate equal 

to 0.3 (another hyper-parameter that can speed up or slow down the training and can 

significantly impact the CNN performance), and a mini-batch size of 50.  

(c) Loss function: This is the core performance monitor for the training and validation 

process of our CNN. In a typical classification problem, the loss function is a cross-

entropy function defined as:   

  𝐿 =− !
C
∑ ∑ 𝑦&,_ logg𝑝&,_h`

_a%
C7!
&a%  (7.1) 

Where 𝑝&,_ is the probability value of sample 𝑖 from the training dataset belonging to 

class 𝑘. In contrast, to reconstruct a continuous spectrum from an input image, we use 

the mean squared error (MSE) as the loss function 𝐿 defined as:  

  𝐿 =− !
C
∑ g𝑦&,WI[- − 𝑦&,5I-"&(Wh

#C7!
&a%  (7.2) 

Here, 𝑦&,WI[- and 𝑦&,5I-"&(W are the true spectrum and the predicted network output, 

respectively for sample 𝑖 from the training dataset. 𝑦 is a normalized, 1-D array with 

𝑀 = 8,/'7838.+8
∆8

+ 1 number of data points, with ∆𝜆 as the sampling interval of the 

downsampled OSA spectrum. Note that this loss function is the same performance 

metric MSE used for individual test cases in section 6.4, and will be used further in 

chapter 9. 
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(d) Early stopping: This early stop function (provided in TensorFlow library) helps to 

prevent overfitting of the NN model. Overfitting results in a less robust model and can 

cause noisy outputs. Once the training is completed, we store the model into the disk 

to load and use later on any given new (unseen) data. 

(e) Batch size: By default, an optimizer in a NN tries to load the entire model 

parameters and the training dataset into the GPU memory to speed up the training 

processing. But, fitting the entirety of the massive training dataset simultaneously with 

the initial NN parameters into the GPU can be a heavy process, and can ultimately hog 

up the processing power. Fig. 7.4 shows how CPU loads the training dataset into the 

system memory (RAM) and feeds them in small batches (50 images used in our case) 

during the training into the GPU. 

(f) Epochs: This is the number of passes of the entire training dataset across the CNN, 

i.e. the number of times every training example in the dataset has been seen by the 

CNN. For most cases, we used an epoch limit of 1000, by which the network converges 

well (very low, and similar loss values for the training and validation datasets). For a 

Fig 7.4 Loading of images in batches by the 32 GB RAM+CPU into the 4 GB GPU 
during the CNN training process (image courtesy: V. Ganjalizadeh). 
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very clean dataset with very little image variations for the same wavelength, and larger 

laser steps, the CNN can actually stop before it reaches this limit. 

Throughout the training process, the loss values for both the training and validation 

datasets exhibit similar trajectories and converge to comparable values by the end of 

the process, as seen in Fig. 7.5. The entire framework is implemented in Python using 

the TensorFlow machine learning library and is run on a desktop machine with 

NVIDIA P1000 4GB GPU. 

  

Fig 7.5 Training and validation dataset mean-squared errors (MSE) of the model as a 
function of the number of passes of the dataset (epochs) through the network. In this 
case, good convergence is reached in about 500 epochs, but the process can run longer 
if there are more variations and fluctuations in the data. 
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 Novel applications of MMI spectrometer 

Based on the performance parameters for the MMI spectrometer established in chapter 

6, here we demonstrate the future potential of the MMI spectrometer for three novel 

application cases. The first demonstration involves a 4x4 spectrometer array. In this 

implementation, 4 MMI waveguide spectrometers on a single chip analyze light from 

four independent fiber-coupled sources simultaneously with uncompromised 

performance. Apart from the performance validation for an array waveguide chip, this 

also shows future design improvement opportunities, such as creating an ultra-compact 

spectrometer chip and the distributed use of a calibration laser source and the imaging 

sensor, as it will be clearer in the following discussion. Thus, the overall scalability of 

this approach becomes very evident. 

The second application is the use of the device as an astrophotonic instrument. Sunlight 

captured by a telescope is introduced into a silicon-based spectrometer chip at the 

nanowatt power level, and the continuous, broadband spectrum is identified using a 

convolutional neural network. The spectral characteristics of sunlight and scattered 

skylight, along with their variations due to factors such as time of day, season, latitude, 

altitude, and atmospheric conditions, are crucial for climate monitoring and 

understanding their impact on various plant and animal species [276]. Depending on 

whether it is observed from the ground, the upper atmosphere, or the deep space, 

spectroscopic monitoring of the sun provides valuable information on the chemical 

composition of the sun, the routine or irregular solar events, and the atmospheric 
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variations of the earth. However, such frequent and close monitoring can be an 

expensive endeavor with the currently commercially available bulky spectrographs. 

The MMI spectrometer can be a cheaper, simpler, more compact alternative for day-

to-day high performance analysis necessary in the related applications. 

The third application is based on our ongoing efforts to integrate the MMI spectrometer 

chip with the adaptive optics (AO) system of the 3 meter Shane Telescope at Lick 

Observatory, San Jose, CA. The ultimate goal is to combine the light collection 

capacity of this telescope with the MMI patterns on our compact chip for spectroscopic 

analysis of distant astronomical objects. Because the different combining elements of 

this endeavor (telescope-fiber coupling, fiber-chip coupling, camera efficiency etc.) are 

still being continuously improved, the successful “first light” into the MMI result is yet 

to be reported. Bu this chapter will try to highlight the early efforts and results on our 

astrophotonic instrumentation at Lick, and lay out the challenges and possible solutions 

for the next phase of the project. 

8.1. MMI spectrometer array 

In this section, we turn our focus toward a major advantage that the chip-scale photonic 

integration offers to open new avenues for applications. The planar and linear nature of 

the MMI waveguide architecture naturally suggests the addition of multiple 

waveguides to form highly compact spectrometer arrays. We demonstrate this concept 

with a 4x4 (4 inputs, 4 MMI sections) spectrometer array that is designed to interface 

with off-the-shelf photonic components. Fig. 8.1(a) illustrates the concept of coupling 
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a commercial 4x single mode fiber (SMF) coupler array (OzOptics SM fiber V-groove 

assembly) to the spectrometer chip. This fiber array is commonly used with planar 

lightwave circuit (PLC) splitters and wavelength division multiplexing (WDM) 

components in fiber-optic networks. Here, it is aligned with the 4x4 MMI spectrometer 

chip, and the four independent fibers are simultaneously excited with four laser signals 

(red arrows). The commercial fiber coupler terminates in four single-mode fibers that 

are arranged on an array of V-groove slots with 127.5 µm spacing on a silicon chip. 

Consequently, we designed and fabricated an arrayed MMI spectrometer chip in which 

four input waveguides have the same spacing, each leading to a separate MMI section. 

A photograph of the MMI waveguide group is shown in Fig. 8.1(b). Fig. 8.1(c) shows 

the fiber V-groove array chip (circled in red) sitting a custom-built platform using two 

glass slides. A more detailed description of the setup and experimental procedure is 

provided in the following section. 

8.1.1. Data acquisition setup 

For this arrayed spectrometer experiment, we used the Ti:Sapphire laser used for the 

NIR experiments. But this time, the peak wavelength was tuned by 1 nm steps over a 

Fig 8.1 (a) Conceptual illustration of four independent signals fed into an MMI 
spectrometer array chip via commercial fiber coupler. (b) Microscope image of a 4x4 
MMI spectrometer array. The red rectangles denote the image areas used for individual 
CNN training and testing. (c) Photograph of the commercial OzOptics fiber array chip 
(circled in red) on a glass slide. 
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larger bandwidth of 774-813 nm. This is achieved by rotating a birefringent Lyot filter 

inside the laser cavity and creating cavity resonances at discrete wavelengths [277]. 

Light is split into 5 separate paths using a series of beam splitters. The first four beams 

get coupled into each of the fiber in the V-groove array, and the other beam going into 

the OSA using a separate single mode fiber (Fig. 8.2(a)). The input power going into 

each MMI spectrometer was adjusted to be similar using optical attenuators. The actual 

light path and optical assembly for input coupling into the four arrayed fibers is shown 

in Fig. 8.2(b). An image of the coupling between the fiber V-groove array and the MMI 

spectrometer array is shown in Fig. 8.2(c). All four MMI sections were then 

simultaneously excited by four independent input signals, and a single camera image 

Fig 8.2 (a) Conceptual details of the optical setup to implement an arrayed spectrometer 
operation. To keep the pixel intensities similar among the spectrometers, the amount 
of input light in each fiber of the V-groove is regulated using an attenuator. This 
prevents the oversaturation/ under-saturation in any certain ROI on the MMI 
spectrometer arrays imaged in a single snap. (b-c) Coupling arrangements on the two 
sides of the commercial fiber V-groove array. (b) Optical assembly and light path for 
coupling into the four fanned-out branches of the single-mode fiber array. (c) The other 
end, i.e., the fiber chip is edge-coupled to a MMI spectrometer array. (d) Camera 
collected scattering image from all four MMI spectrometers. 
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was taken to record all four spectra in one image (Fig. 8.2(d)). A total of 1,120 training 

images were taken, which were then split into 4 different regions of interest (red boxes 

in Fig. 8.1(b)), each representing one of the four MMI spectrometers. 

8.1.2. Performance analysis 

The first thing to note in the example scatter image in Fig. 8.2(d) is that the scatter 

patterns slightly differ between the MMIs due to random variations in surface 

roughness and slight alignment differences, even though they are imaged with the same 

input light wavelength and have the same nominal waveguide dimensions. However, 

as each MMI spectrometer was trained individually over a region of interest (ROI) 

marked with red rectangles in Fig. 8.1(b), this pattern variation is not an issue for the 

current scheme. When separate CNN analysis was carried out for each waveguide with 

Fig 8.3 (a-d) Accuracy and resolution of the four spectrometers (marked as 1 to 4, 
respectively in Fig. 8.2(d)) after being individually trained by neural networks. 
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unseen images at different wavelengths similar to the experiments in chapter 6, all four 

MMI spectrometers showed the similar, uncompromised performance as seen in Figs. 

8.3(a-d). Each was capable to correctly identify the peak wavelength of the input signal 

across a 40 nm bandwidth covered in 1 nm steps. These results show that expansion of 

the MMI spectrometer device into highly multiplexed arrays is straightforward as no 

additional fabrication step is required. Furthermore, as we will demonstrate in chapter 

9, it is feasible to train the MMIs in an arrayed implementation with the same or 

different power levels, and, in a practical application, separate test sources at different 

power levels can have very similar prediction performances down to sub-nanowatt 

level without having to “equalize” the power level into each of the MMIs. 

Fig 8.4 Comparison of MMI patterns among different waveguides for two example 
wavelengths. 
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The arrayed MMI waveguides, if fabricated under ideal conditions, is expected show 

the same, deterministic interference pattern for the same wavelength. This would mean 

that a CNN trained on any of these waveguides should also perform accurately on the 

datasets acquired from any of the other waveguides in the array. However, due to the 

randomness of the plasma etching processes and the input waveguides being slightly 

larger than perfectly single-mode conditions, the MMI patterns between the tested 

waveguides vary slightly, as illustrated in Fig. 8.4. As a result, our current efforts of 

training a CNN model on only one waveguide for as-is universal application on all the 

other waveguides did not show promising results. Some example case prediction cases 

are shown in Figs. 8.5(a-d), where the network trained on the image dataset from MMI4 

Fig 8.5 (a-d) Example performances of the CNN model trained on the dataset from 
MMI 4 on test images taken on MMI waveguides 4, 1, 2, and 3, respectively. (e-g) 
True peak locations of all the test wavelengths in the spectrometer range vs predicted 
peaks by the CNN model trained on MMI 4 based on test images from MMI 1, 2, and 
3, respectively. 
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fails to reconstruct the correct spectrum from the test image dataset taken from the other 

waveguides. The true peak vs predicted peak locations for test samples across the entire 

training bandwidth for this approach are shown in Figs. 8.5(e-g), where the CNN model 

was trained on MMI4 and tested on MMIs 1, 2, and 3, respectively. Except a few cases, 

the network fails to recognize the location of the peaks, and the current performance is 

non-satisfactory. However, more advanced neural network training techniques, for 

example, transfer learning, can be employed. Using this approach, it is possible to train 

a starting CNN model on one MMI waveguide, freeze a few chosen core network 

layers, and train the rest of the layers with the dataset from another MMI waveguide to 

get a second CNN model [278]. This can significantly reduce the computational cost 

and power compared to training four completely separate CNN models. 

The 4x4 MMI spectrometer array takes up a chip area of only 0.5 x 5 mm2, and 

numerous implementations of this concept can be envisioned. Example applications 

could be feeding signals from different sources into an NxN array, or building 1xN 

arrays in which a single input signal is distributed into N spectrometer sections that 

could be lithographically integrated with active photonic components on a photonic 

integrated circuit (PIC) and functionalized for different purposes. For the device 

dimensions used in this experiment, N (the number of spectrometers on a chip) can be 

>750 across the diameter of a commercial 4-inch wafer. The training images for all 

waveguides were recorded simultaneously, thus significantly reducing the calibration 

data acquisition time. However, a CNN model had to be trained separately for each 

waveguide. In order to minimize training time and scale to large array sizes, the 
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fabrication can be optimized to produce more uniform waveguides. With the help of 

more advanced image filtering and NN architecture, a single network can be used with 

an array of such high-quality waveguides to create a very compact, parallel analysis 

scheme. 

8.2. Broadband sunlight spectral analysis using MMI 

spectrometer 

In this and the next section, we illustrate the versatility of the MMI spectrometer and 

its potential for use in a wide range of research and technology applications, 

particularly in astronomical observations. The first of these is solar spectrum analysis 

from a ground-based observation, which plays a crucial role in various scientific and 

practical fields [279]. For example, on top of elemental analysis of the sun's atmosphere 

(hydrogen, helium, trace metals etc.), spectroscopy plays a crucial role in monitoring 

solar activities, e.g., sunspots [280], solar flares [281], and coronal mass ejections 

[282]. Another important application is studying the earth’s atmosphere. Sunlight 

passing through the earth's atmosphere gets absorbed and scattered by different 

atmospheric gases. By analyzing these changes in the solar spectrum, researchers can 

determine the concentration of gases like ozone, water vapor, oxygen, carbon dioxide, 

and different greenhouse gases [283]. These play important roles in understanding 

climate change and atmospheric pollution. Apart from that, solar spectroscopy is 

becoming increasingly important in many recent technological developments, e.g. solar 

cell optimization [284]. Currently, different specialized field spectroscopy instruments 
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(spectroradiometers) appropriate for solar spectroscopy are offered by companies like 

Apogee Instruments [285], JETI [286] etc. using conventional technologies. We used 

our integrated MMI spectrometer to analyze a filtered out solar spectrum in the NIR 

wavelength range. In the following section, we discuss the experimental setup and the 

observations of this experiment. 

8.2.1. Data acquisition setup 

To establish a proof-of-principle demonstration of the suitability of our integrated MMI 

spectrometer for such applications, we set up a solar observation experiment as shown 

in Fig. 8.6(a). Sunlight collected with a small 72 mm telescope (Astro-Tech AT72ED) 

Fig 8.6 (a) Schematic view of the setup to analyze the solar spectrum on the MMI 
spectrometer chip. (b) Left panel: Collection of sunlight using the telescope and the 
multimode fiber. Right panel: Unfiltered sunlight flux output of the multimode fiber 
inside the dark lab room. The optical filter is temporarily removed to optimize the 
telescope-multimode fiber coupling. (c) Full solar spectrum recorded with OSA at the 
single mode fiber output (labels: Fraunhofer lines, red bar: spectral range selected by 
the bandpass filter in this experiment.) 
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was captured with a multimode fiber (MMF) with 200 µm core diameter placed in the 

focal plane of the instrument. Approximately 100 m of MMF was used to guide the 

sunlight to the MMI spectrometer lab setup (Fig. 8.6(b)) where it is recoupled into a 

single-mode fiber (SMF) both with and without a 50 nm bandpass (BP) filter centered 

at 775 nm. The SMF was then coupled into an OSA or the MMI chip for spectral 

analysis of the solar spectrum. The solar flux was imaged at the MMI at 10 seconds 

exposure time. The training dataset for the sunlight characterization experiment was 

created with the help of an in-lab quasi-monochromatic tunable light source (NKT 

SuperK Select) sweeping the range 752-802 nm in 1 nm steps, and imaged with the 

same exposure time. As mentioned in the previous section, this AOTF filter output has 

slightly wider peaks compared to the previously used Ti:Sapphire laser and so is better 

suited for approximating a broadband spectrum within the same range. Fig. 8.6(c) 

shows the OSA recording, showing characteristic Fraunhofer absorption lines in the 

solar spectrum [287]. The red bar shows the portion of the spectrum that is transmitted 

through the bandpass filter. 

8.2.2. Detecting absorption dips in the solar spectrum 

After the acquisition of the solar spectrum (Fig. 8.7(a)) and the training images, the 

CNN was trained in reconstructing a broad spectrum with ‘absorption dips. We created 

a training dataset by combining the sunlight MMI image with the ‘negative’ of the 

single-peak image. In the spectral domain, this amounts to the subtraction of laser 

spectra at different points to create a multi-dip resultant spectrum. Afterwards, the 
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network was exposed to an unseen scatter image of the pure sunlight spectrum shown 

in Fig. 8.7(b) (gray line), and the resulting spectrum (red line) reproduced the solar 

spectrum and the Fraunhofer A line (absorption from terrestrial oxygen) very well 

[288]. This solar analysis implementation shows that the MMI spectrometer has the 

potential for successful implementation into more challenging applications, for 

example, integration with larger telescopes for starlight for analysis [289], as discussed 

in more detail in the next section. This demonstrated capability of identifying spectra 

from remote sources can also be applied in numerous other scenarios, including 

environmental monitoring of pollutant gases [105] or the chemical analysis of aerosols 

[290]. 

8.3. Integration of MMI spectrometer into the Shane 

telescope 

As discussed in Chapter 5, there is a pressing need for advancements in spectroscopic 

instrumentation in astronomical observations, or more specifically in ground-based 

Fig 8.7 (a) MMI scatter pattern of sunlight recorded with 50 nm bandpass filter. (b) 
CNN-reconstructed solar spectrum (red line) and bandpass-filtered OSA reference 
spectrum (gray line) around the Fraunhofer A line. 
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telescopes. For example, multi-object spectrographs, such as DESI, Subaru’s Prime 

Focus Spectrograph, and Keck-FOBOS are bringing multiplexing of up to 5000 fibers 

to 4-10m telescopes over the next decade. These instrumentation projects are expected 

to provide insights on cosmology and galaxy formation with multi-year campaigns to 

collect ~107 spectra [197]. The astronomy community has started to recognize the 

potential of photonic technology to solve the need for scalable, cheap spectroscopic 

instruments and other challenges as described in a recent astrophotonics roadmap 

[199]. Our MMI spectrometer provides a promising solution based on its resolving 

power 𝜆 ∆𝜆⁄ =16,000 and its multiplexing ability. Its current resolution is ideal for 

stellar studies [291], observations of very small galaxies (with 5-10 km/s dynamical 

speeds) as a probe of dark matter density profiles [292], and, optimized at somewhat 

lower resolution, for surveys of galaxies [196]. For the proof-of-concept astronomical 

observation with the MMI spectrometer, we have been working on its integration with 

Fig 8.8 (a) The 3-meter Shane telescope (b) Simplified ray diagram inside the 
telescope, also showing the three focal planes where light can be collected, and the 
position of the adaptive optics (AO) system (adapted from lickobservatory.org). 
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the adaptive optics system at the 3 meter Shane reflecting telescope in San Jose, CA 

(Fig. 8.8(a)). In this section, we will describe the initial roadmap of this astrophotonic 

integration project, the strategy for efficient beam guiding from the telescope focal 

plane to the chip, and some of the early efforts at detecting starlight signal from the 

MMI. 

As shown in Fig. 8.8(b), the telescope is constructed around a 3-meter primary mirror. 

Light can be focused at three different locations (foci) along the length of the telescope: 

prime focus, Cassegrain focus, and coudé focus. The Cassegrain focus is located at the 

bottom of the telescope, just below the primary mirror. Light entering from the top 

bounces off the primary mirror, and then reflects off a secondary concave mirror near 

the prime focus at the top to finally arrive at the Cassegrain focal plane. The Shane 

adaptive optics (AO) system (Fig. 8.9(a)) is located behind this position and 

compensates for the distortions due to atmospheric turbulence that causes stars to 

twinkle and blurs the images through the telescope. The AO system works by the use 

of a pair of MEMS based deformable mirrors as seen in Fig. 8.9(b) to perform rapid 

corrections to the image, and in the case of fiber collection, to shape the beam 

approximately to a Gaussian spot at the focal plane of the ShARCS spectrograph [293]. 

The ShARCS camera can take images with a number of near-infrared filters. Because 

of our current interest in the visible wavelengths. The optical assembly of the AO 

system, as shown with a simplified diagram in Fig. 8.9(c), creates an f/28.5 beam with 

~10 mm spot size right at the entrance slit of the spectrograph. Our collaborators in the 

UCSC Astronomy Department have developed a photonic lantern injection unit (PLIU) 
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as shown in Fig. 8.10(a) [217], a slightly modified version of which is used to couple 

light from this focal plane into a 200 µm multimode fiber (MMF). We have tested 

different coupling options between the MMF and the chip. An overview of the 

experimental setup used on the latest observation night at Lick on November 1st, 2023 

is shown in Fig. 8.10(b), indicating the positions of our two modular boards on the AO 

system table, the MMF to single mode fiber (SMF) coupling board and the chip 

imaging microscope board. In Fig. 8.10(c), a close-up view of the lensed coupling 

between the MMF and the SMF is shown. This setup was measured to have an SMF 

throughput of 1.75% (ratio of power before the 40x objective and at the SMF output) 

at 633 nm light in the laboratory testbeds. For stable coupling between the SMF and 

the MMI chip during the telescope’s movement, our group is exploring avenues such 

as gluing the SMF to the MMI chip and has seen some initial success. 

Fig 8.9 (a) Inside of the Shane AO system bench. The yellow circle indicates the 
entrance slit of the ShARCS spectrograph (blue box), where we pick off the light from 
focal plane to collect into a multimode fiber. (b) Optical design of the Shane AO system 
(adapted from [293]) (c) Simplified optical beam approximation of the AO system 
(image courtesy: M. DeMartino.) 
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Astronomical observation is fundamentally a low-light application, while most 

traditional applications of integrated photonics involve laser sources with measureable 

power. In order to successfully couple light into the single mode fiber, we also tried to 

estimate the amount of power available at a telescope from a distant star. The 

photodetector sensor at our disposal (Thorlabs S130) can measure up to a finite 

resolution of 0.1 nW for monochromatic laser power. With this instrument, we 

measured power at the telescope focal plane from the calibration (broadband) white 

light source installed in the Shane AO system (a temporally stable artificial source 

Fig 8.10 (a) The PLIU system to pick off light at the entrance slit of the IR spectrograph 
(adapted from [217]). (b) MMF to SMF fiber coupling board, and the MMI chip+ 
microscope board positioned within the AO system. (c) Close-up view of the MMF- to 
SMF coupling using focusing lenses. (d) The portable microscope and chip mount 
stage. The red circle shows the custom, 3D printed chip stage for permanent coupling 
with a fiber. 
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comparable with the brightest stars) on two different occasions at different filter 

configurations. The measurements assume monochromatic light incident on the 

photodetector. In December 2022, we measured ~3 nW with a 900 nm long pass filter 

in the path. In March 2024, Z. Weber et. al measured 10.3 nW in the same location 

from the same source without any filter. Our initial estimate shows that the focal spot 

size at the Cassegrain focus is approximately ~10 mm. On a different experiment in 

September 2021, the power from Jupiter at the Coude focus (no filter) was measured 

to be 80 nW, but the practical problem of Jupiter is tracking such a fast moving object 

in the sky with this telescope. As discussed in chapter 9, an MMI spectrometer was 

able to detect monochromatic peaks (although with elevated noise) at a test light power 

level of -65 dBm (0.3 nW) delivered by a single mode fiber in the visible wavelengths 

range, with a 30 sec exposure time. This means in theory, approximately 3% of the 

available power (10.3 nW) from the white light source at the focal plane needs to be 

coupled into the single mode fiber to see a useful MMI pattern (ignoring the finite 

bandwidth of single mode operation of the fiber). Since this measured power is coming 

from an extremely broadband spectrum, the power spectral density (power/wavelength) 

will be pretty low for the minimum (3%) coupling case in practice, and the adjusted 

coupling efficiency will need to be higher than this theoretical value. 

The microscope setup to image the MMI waveguide in a top-down view (Fig. 8.10(d)) 

follows similar architecture as the Andor camera acquisition setup described in chapter 

6 with a few key differences. First, the CMOS camera here (Kiralux CC895MU, 

Thorlabs) has different noise properties and exposure limit than the lab camera. It also 
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has different bit depth (12 bits), pixel size, and spectral responsivity, which will need 

to be accounted for in an imaging experiment. Finally, the chip is mounted vertically 

with respect to the AO bench due to space constraints on the telescope. Also, active 

cooling of the camera plays an important role in the background noise in the images. 

For the Lick setup, we have characterized the noise and SNR for two different cameras 

with (Kiralux) and without (Thorlabs 4070M CCD) cooling for varying exposure times 

(Figs. 8.11(a-b)) with an input laser power of 7 nW at 690 nm wavelength. As expected, 

the actively cooled camera has much lower background level compared to the other 

camera. For this power level, the SNR starts to become greater than 1 at exposure times 

larger ~10 seconds. Our preliminary estimates show that the power level at the focal 

plane of the Shane AO is approximately sub-nanowatts level for some of the brightest 

stars in the sky, which means an improvement in the MMF-SMF coupling, and 

minimum exposure times > 10 seconds will be ideal for an MMI image acquisition with 

starlight input. Besides, a few image post-processing improvements can also improve 

Fig 8.11 (a-b) SNR and background level comparison for 7 nW input power level 
between an (a) actively cooled camera and (b) camera with no active cooling. 
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the quality of these images, e.g., binning of multiple images to increase the signal 

strength [294], and downstream CNN analysis with background subtracted images. 

Keeping in mind the relevance of spectrometer operation for low input powers in 

astronomical observations, in chapter 9, we demonstrate the accuracy of spectral 

prediction of the MMI spectrometer using CNN framework for sub-nanowatts input 

power levels tested in the lab. We hope that, in near future, the optimized telescope to 

chip coupling will enable the successful first acquisition of starlight induced MMI 

pattern into the spectrometer device. 
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 Performance optimization of multi-mode 

interference (MMI) waveguide spectrometer 

In chapters 4 and 5, we discussed the basic idea and different implementations of 

reconstructive, integrated spectrometers that emerged over the past decade, thanks to 

the advancements in fabrication and optical fiber technologies. On the data processing 

side, many of these promising implementations involve detecting the wavelength-

sensitive light response of a photonic microstructure (e.g. heterojunction current [295], 

or disordered speckle pattern imaging [15]), developing a calibration matrix, and 

computationally reconstructing a test spectrum using matrix inversion and advanced 

optimization [16]. On the computational side, imaging spectrometers like these face 

challenges in both spectrometer calibration and low light sensitivity. During the 

calibration process, it is prone to pixel-randomness within the individual images 

obtained for each input wavelength [296]. The error in the calibration matrix due to 

such noise can then be exacerbated by subsequent ill-conditioned matrix inversion 

[171]. Another important aspect to consider for any spectrometer is the device 

sensitivity, i.e. its performance in a low-light environment, where a detector collecting 

the image is pushed to its noise limits. Such applications include astronomical 

observations [297][198], Raman spectroscopy [298], and FRET spectroscopy [299]. 

Imaging applications such as these face specific challenges in terms of low signal-to-

noise ratio in the images [12], stray light [300], and shot noise [296], leading to long 

integration times for the images. High-quality, expensive camera sensors with active 
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cooling are often required to achieve good signal quality with minimal detector dark 

noise. Moreover, to minimize the calibration time, it is desirable to calibrate the device 

response in the presence of sufficient, known input signal power, but still get a robust 

response at low-light levels. 

In chapter 5, we demonstrated the proof-of-concept and established the performance 

parameters of an MMI waveguide-based integrated spectrometer by combining multi-

mode waveguide propagation with top surface scattering. The spectral reconstruction 

from these images is implemented using convolutional neural network (CNN)-based 

analysis as discussed in chapter 6. In chapter 7, we also demonstrated its potential for 

astronomy applications with the analysis of part of the solar spectrum and our 

astrophotonic instrumentation efforts at Lick observatory. Here, we report a systematic 

study of the signal enhancement from the MMI spectrometer waveguide by roughening 

the top surface to enhance scattering from the waveguide. The roughening process 

increases the inherent signal-to-noise ratio (SNR) of the images captured from the top 

without increasing the camera exposure time. This effectively increases the detection 

limit in the low light regime, as discussed in section 9.3. Moreover, the selective 

etching of a partial length of an MMI waveguide means both the smooth and rough 

sections can be imaged at different light levels without over-saturating or under-

saturating the camera, thus enabling a larger dynamic range of operation than a single 

type of MMI surface could support. In section 9.4, we study the performance change 

of our neural network based spectral reconstruction algorithm for gradually 

diminishing levels of light in the unknown test signal, followed by the investigation of 
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the spectrometer performance dependence on the placement location of the etch start 

position on the MMI waveguides. The experiments show that low-light sensitivity is 

maximized by imaging roughened sections with strongly varying spatial MMI patterns. 

We also measured the change in the brightness of images taken from MMI waveguides 

with different etch start lengths, enabling us to quantify the scattering loss coefficient 

of the roughened section. 

9.1. Surface etching of the MMI waveguide 

The propagation in an MMI spectrometer can be described in terms of the interference 

effect of the propagating modes inside a wide waveguide, as discussed in chapter 6. 

Furthermore, the interference pattern interacts with the inherent surface roughness of 

the planar waveguide to generate out-of-plane scattering, which is imaged at different 

wavelengths from the top view using an imaging setup. Essentially, top-view light 

scattering due to waveguide surface irregularity plays a crucial role in the detected 

signal’s strength at the camera for a given input power level. This scattering 

Fig 9.1 (a) Working principle of the etched MMI waveguide spectrometer. Light 
propagation inside the MMI creates a wavelength-dependent interference pattern, a 
part of which is scattered from the top surface. This scattering signal can be enhanced 
by slightly etching part of the MMI waveguide’s top surface. (b) Modified data 
acquisition setup for low light testing. 
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enhancement is accomplished by roughening of selective areas of the top waveguide 

surface after the fabrication of the original smooth waveguide. The roughening process 

uses plasma etching to create a non-uniform (“nano-grass”) layer, which in turn 

increases the signal-to-noise ratio (SNR) of the images captured by a camera positioned 

over the waveguide, thus effectively increasing the limit of detection in the low light 

regime. Fig. 9.1(a) illustrates the concept of enhancing the scattering signal from an 

MMI waveguide for monochromatic light propagation.  

The optical setup used for the detection of the spectrometer’s level sensitivity (lowest 

input light it can operate at) detection is slightly different from the setups used in the 

previous chapters and is illustrated in Fig. 9.1(b). A monochromatic, visible-range, 

tunable light source is created using a combination of a supercontinuum white light 

source (NKT SuperK Extreme) and an acousto-optic tunable filter (NKT SuperK 

Select). This light is simultaneously fed into the MMI chip and an OSA using two 

different single-mode fibers. A variable attenuator is placed in the path of the MMI 

coupling to control the amount of input light to the device. Using a microscope setup, 

the MMI pattern is imaged from the top view with the same sCMOS sensor (Andor 

Zyla). A synchronization script written in Python controlled and communicated among 

all the instruments in each wavelength step. 

9.2. Surface characterization of smooth and rough sections 

To enhance the out-of-plane scattering from the MMI waveguide, we induced surface 

roughness to the top surface of the waveguide starting at a certain MMI waveguide 
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length 𝑧 = 𝑧-, as illustrated in Fig. 9.1(a). The lithography steps for the surface 

roughening have been already described in chapter 6. Briefly speaking, after the 

fabrication of the original SU-8 waveguide, a length-varying etch mask for the plasma 

etching step is created with a combination of an aluminum film layer and an AZ 

photoresist layer, both of which are removed in the final processing step. Scanning 

electron microscopy (SEM) images of the smooth and the rough top surfaces on an 

MMI waveguide are shown in Fig. 9.2(a) and Fig. 9.2(b), respectively. The cross-

sectional facet view of an etched MMI waveguide is also shown in Fig. 9.2(c). Because 

of the distortion induced by the dielectric material charging effect in SEM [301], it is 

difficult to zoom in and get an accurate estimate of the roughness topology of the top 

surface in this image. 

Fig 9.2 Top-down scanning electron microscope images of the unetched (a) and etched 
(b) regions on the MMI waveguide. (c) Facet view of an etched MMI waveguide, 
showing the “grass-like” features at the top surface. (SEM courtesy: T. Yuzvinsky.) 
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For this purpose, i.e., to quantify the surface roughness induced by the plasma etching, 

high-resolution atomic force microscopy (AFM) scans of the MMI waveguide top 

surface were performed on both smooth and plasma-etched sections. Fig. 9.3(a) shows 

the results of scanning over randomly selected 500 nm x 500 nm regions at a scan rate 

of 1 Hz. The plasma-etched surface clearly contains more uneven features than the 

smooth counterpart. The root-mean-square (RMS) roughness of the selected regions 

over the smooth and etched surfaces was calculated to be 0.847 nm and 33.56 nm, 

respectively, i.e., a ~39x enhancement in the surface roughness. The individual nano-

grass features in the region reached a maximum height of 250.3 nm, a number 

significantly larger than the tallest feature in the smooth region (6.5 nm). The line scan 

profiles across the center of the scanned regions (y=250 nm) are shown in Fig. 9.3(b). 

The nano-grass features in the etched region have average lateral FWHM widths in the 

Fig 9.3 (a) Atomic force microscopy (AFM) scans of a 0.25 µm2 area in the smooth 
and (left) etched (right) regions on the top surface. (b) Sample line-scan profiles from 
the AFM characterizations. (AFM courtesy: T. Yuzvinsky.) 
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order of ~30 nm, in contrast to the almost flat-line-looking profile of the smooth 

surface. It is important to note that the features observed in this scan depend on the 

settings of the plasma etching step, such as the power level used, the oxygen flow rate, 

and the etch time. 

9.3. Enhancement of detection limit by plasma etching 

To demonstrate the enhancement of out-of-plane scattering of the MMI pattern from 

the plasma etched region on the spectrometer performance, we coupled -30 dBm (1 

µW) of input light at 670 nm wavelength to the MMI spectrometer waveguide and 

simultaneously imaged the smooth and etched regions with the 16 bits camera at 30 

Fig 9.4 (a) MMI patterns imaged from the top at -30dBm input power. Top- weak, but 
visible signal from the unetched (left-half) region, plotted with a lower colorbar. 
Bottom- Strong signal pattern from the same image, same input power but from the 
etched (right-half) region, plotted at a higher colorbar. (b) Intensity distributions of the 
pixels inside the ROIs in the two regions. The broken line represents the well-depth of 
the pixels. (c) SNR comparison of the un-etched and etched regions at different power 
levels of the input light. 
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seconds exposure time, as shown in Fig. 9.4(a). Here, the same monochrome image is 

plotted on scales with low and high colorbar limits to display the interference patterns 

in the smooth and etched regions, respectively. From the images, it is clear that the 

modal interference pattern transfers into and propagates through the etched waveguide 

structure with enhanced scattering through the top surface. The enhancement in signal 

can be quantified by selecting two 555x80 µm in size regions-of-interest (ROI) picked 

from these images, marked with blue and red boxes in the lower panel of Fig. 9.4(a). 

The pixel distributions of the ROIs are plotted in Fig. 9.4(b). The pixels from the etched 

region ROI clearly form a high-contrast, bright image, contrary to the smooth region 

ROI with many “close-to-background” level pixels. The image signal-to-noise ratio of 

the smooth and etched regions were also calculated, which can be defined as: 

  SNR	(dB) =10	 log 〈c(+)〉
O9*)3,

 (9.1) 

Here, 〈𝐼(𝑥)〉 is the average signal intensity of all pixels in the ROI for a 30 seconds 

exposure, and 𝜎CH&Q- is the root mean square (RMS) value of the pixel values taken 

from a dark frame with the same exposure time, representing the noise floor pixel value 

of the sensor [302][303]. The SNR of the images from both the smooth and etched 

region at different power levels within the range -12 dBm (63 µW) to -80 dBm (0.01 

nW) are plotted in Fig. 9.4(c). It is clear that the etched region consistently gives higher 

signal compared to the smooth region for the same input light level. In the linear part 

of the two curves (input levels= -30 to -45 dBm), for the same input light, the etched 

region generates an average ~13.6 dB higher SNR compared to the smooth region. 
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Importantly, the etched region reaches a lower limit-of-detection (-65 dBm, P= 310 

pW) compared to the smooth region (-50 dBm). This is particularly relevant for the 

low-light imaging spectroscopy applications discussed earlier. It is important to note 

that the smooth region images are equally relevant for spectrometer operation for high 

input power scenarios, where pixels in an etched region image slowly start to approach 

the pixel capacity (oversaturation). The operable dynamic range of such a hybrid 

(combination of smooth and etched sections) MMI spectrometer is increased to (-12-(-

65)) dBm = 53 dB compared to a single type of MMI. In comparison, the etched region 

alone operates over a dynamic range of (-20-(-65)) dBm = 45 dB before too many pixels 

get undersaturated or oversaturated. The performance of this hybrid scheme can be 

further stretched down to lower input power levels with more sophisticated cameras 

with a lower noise-floor and longer integration time. 

9.4. Effect of etch start position on spectrometer 

performance 

To investigate the effect of the etching location of the MMI top surface on the 

performance of the MMI spectrometer, our collaborators at BYU fabricated eight kinds 

of MMI waveguides on the same chip. Here, all spectrometers have an MMI waveguide 

section with a total length of 20 mm, but the distance of the plasma-etched region start 

from the beginning of the MMI waveguide (ze in Fig. 9.1(a)) starts at 2 mm for the first 

waveguide and 16 mm for the final waveguide, with ze increasing at 2 mm increments 

for the six intermediate waveguides. In the following sections, the difference in low 
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light performance in terms of spectrum prediction accuracy and brightness change is 

investigated between these waveguides. 

9.4.1. Etch start position vs low-light spectrometer 

prediction 

As the MMI pattern for a given wavelength propagates along the length of the 

waveguide, the density of features in the image changes at different lengths of the 

waveguide. The MMI waveguides of interest here have a total length of 20 mm, but the 

Andor camera used in these studies has a finite field of view of ~2mm along that 

dimension, which is common for most high resolution cameras. As a result, the 

selection of location on the MMI pattern to image will likely have effects on the 

performance of the MMI spectrometer. To test this, we considered the spectral 

reconstruction performance of three separate MMI waveguide spectrometers sitting 

side-by-side on the same device, and the plasma-etched region starts at distances ze = 

2, 10, and 16 mm from the start of the MMI waveguide, respectively. For a particular 

Fig 9.5 Simulated interference patterns vs actual images taken over a 555 µm x 80 µm 
etched area positioned at MMI lengths (a) z = 3 mm (b) z =11 mm, (c) z = 17 mm. In 
each case, the image is taken close to the etch start position on each waveguide. In each 
column, the evolution of each pattern for lower input light levels is also shown. 
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wavelength, all three waveguides show almost the same overall interference pattern 

when imaged at the same location. However, to work with differing amounts of 

interference pattern features in our CNN based spectrometer scheme, we acquired a 

large image dataset from each waveguide at the start of its etched region with a shorter, 

1 second exposure time, and selected a 555 µm x 80 µm ROI located  1mm away from 

the etch start position for analysis. 

The ROIs with distinct patterns for 670 nm input light from the three waveguides are 

shown in Figs. 9.5(a-c). In each case, the top image shows the simulated MMI 

interference pattern at the same propagation distance from the beginning of the MMI 

waveguide. The initial 2D waveguide modes were calculated using finite difference 

method (FDM) in FIMMWAVE (Photon Design Inc.), followed by their propagation 

calculation using eigenmode expansion in FIMMPROP (Photon Design Inc.) This is 

followed by the real interference pattern images for diminishing levels of input power 

with the same exposure settings. In all cases, we observe good qualitative agreement 

between the measured and simulated patterns. The initially distinct, high-contrast MMI 

patterns become increasingly noisier for lower levels of input power. The patterns 

completely disappear at -70 dBm input power, as also evident from Fig. 9.4(c). The 

other thing to note is the difference in the amount of structure in the MMI patterns from 

the three regions due to the length-dependent phase relationship of the propagating 

modes. The MMI images in Fig. 9.5(a) (captured at a distance z=3 mm from the 

beginning of the MMI) contain the most amount of high-contrast pattern features, while 

those in Fig. 9.5(c) captured at length z=17 mm contain the fewest bright features. 
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For each of the spectrometer waveguides, we acquired multiple training images with 1 

second exposure for monochromatic input wavelengths in the wavelength range 620-

670 nm at 1 nm steps with -25 dBm input power and simultaneously recorded the 

corresponding spectra with a 0.2 nm sampling interval. Based on the three independent 

training datasets acquired from the three spectrometers, we trained three different 

convolutional neural network (CNN) models with the same architecture. To test the 

prediction performance of each CNN model on unknown low input light, we also 

Fig 9.6 (a) Example spectral reconstruction of test signals at different power levels 
from the MMI waveguide etched at length ze=2 mm. (b) Reconstruction mean squared 
error (MSE) vs. input power level (bar plot) for MMI waveguide images at length ze=2 
mm; also shown is the change (%) in the MSE values for these powerlevels (line). (c) 
change (%) in MSE vs power level for all MMI waveguide images taken at different 
lengths. 
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acquired test images at each wavelength for gradually diminishing power levels from -

25 dBm to -65 dBm with the same exposure time. Fig. 9.6(a) shows example spectrum 

predictions of a monochromatic input signal with peak at 655 nm at different power 

levels by a CNN model trained with the image dataset acquired from MMI waveguide 

etched at ze = 2 mm. The CNN predicted spectra closely follow the true spectra of the 

light for decreasing light levels down to -60 dBm. The noise in the spectral prediction 

increases due to very low image SNR at -65 dBm, but the CNN model is still able to 

find the peak of the spectra. 

Moreover, the difference between the predicted and the true spectrum among the 

different MMI spectrometers decreases with the feature density in the MMI patterns in 

Fig. 9.5. To quantify this difference, we calculated the mean squared error (MSE) 

between each true and corresponding predicted spectral vector, already introduced in 

chapter 6 and defined as:  

  MSE = !
C
∑ �𝐼WI[-(𝜆) − 𝐼5I-"&(W(𝜆)�

#
8  (9.2) 

Here, 𝐼WI[-(𝜆) and 𝐼5I-"&(W(𝜆) are the true and CNN predicted spectral intensity vectors 

and N is the vector length. We calculated the average MSE across all the 

monochromatic test images for all wavelengths at a particular power level, and 

calculated the changes in this average MSE relative to its value obtained from the test 

images taken at the training power level (-25 dBm). Fig. 9.6(b) shows the gradual 

increase in average MSE for diminishing power levels for the first MMI spectrometer 

(etch starts at ze= 2 mm) with a bar plot. It also shows the percent change in average 
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MSE value for the same spectrometer (red line), which starts to notably increase at -55 

dBm input power. This percent change in the average MSE for diminishing power 

levels is compared for all the three spectrometers tested, as shown in Fig. 9.6(c). As 

evident, the performance of the three MMI waveguides start to significantly differ at 

the low input light levels starting at -55 dBm. The MMI spectrometer trained with the 

most amount of available feature information (etch starts at ze= 2 mm) makes the most 

robust prediction at all light levels, and the opposite is true for the MMI spectrometer 

with the least amount of information (etch starts at ze= 16 mm). It is important to note 

that it is possible to improve the low-light performance of all devices with more 

extensive data analysis. However, this comes at the price of more computational cost 

for a larger model and an increasing amount of training data. 

9.4.2. Etch start position vs top-scattering quantification 

As light travels through the smooth and the subsequent etched section in an MMI 

waveguide, light scattered from each of these sections results in length-dependent 

propagation loss, which is collected as signals for the top-imaged MMI spectrometer 

operation. An important factor to consider is the change in the top-scattered signal 

brightness. To investigate this, we considered eight MMI spectrometers on the same 

device with the same total waveguide length as before. Across the spectrometers, the 

etching on the MMI waveguide started at ze= 2 mm on the first device and at ze= 16 

mm on the last device, with the etch start position increasing by 2 mm in the 

intermediate MMIs. This time, all the MMIs were all imaged at the same distance z = 
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17 mm from the beginning of the MMI waveguide with the same input light level of -

25 dBm. We then summed the pixel intensities for each of these images and plotted 

this value as a function of the etch start position. Fig. 9.7(a) shows that the image 

brightness at the same MMI location increases exponentially for waveguides with late 

etch start. 

From this data, the scattering coefficient related to the waveguide scattering loss from 

the etched MMI section can be approximated by treating the image brightness as a 

representative measure of the top scattered power. First, we assume negligible 

scattering from the smooth MMI section and calculated the scattering coefficient of the 

etched section ⍺efgh	by fitting the sum of image pixel intensities 𝐼H[W with a simple 

exponential model:  

  𝐼H[W = 𝐼′&/. 𝐾!. 𝑒7⍺,8$:.^*;3 (9.3) 

Fig 9.7 (a) Scattered power (sum of image pixels) vs etch start position (blue line with 
markers) from the MMI sections imaged at the same length and the single exponential 
model fit described by equation 9.3 (red line). (b) Double exponential fit by taking into 
account the scatterings from both smooth and etched waveguide sections (red line). 
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Here, 𝐼H[W	is the representative of scattered power at an observation distance zkl? from 

the etch start, 𝐼&/m  is the image intensity (representative of input power) at the beginning 

of the etched section, and 𝐾! is the coupling coefficient between the smooth and the 

etched MMI sections. From this model, ⍺efgh is calculated as 1.109 cm-1, and the 

corresponding fit with equation (9.3) to the data in Fig. 9.7(a) shows good agreement. 

We then used this value of ⍺efgh to calculate the value of ⍺?nkkfh, the scattering 

coefficient of the smooth MMI waveguide section. This is done by performing a 

double-exponential curve fit for the pixel sums as:  

  𝐼H[W = 𝐼&/. 𝐾#. 𝑒7⍺37**8:.^, . 𝑒7⍺,8$:.^,8$: (9.4) 

Where 𝐼&/	 represents the input power to the smooth section (in image intensity units), 

𝐾# is the coupling coefficient between the single-mode and the MMI waveguide, and 

𝑧- represents the length of the smooth MMI sections before the etched section starts on 

each waveguide. Upon plugging in the previous value of ⍺efgh, ⍺?nkkfh is calculated 

to be 0.272 cm-1. This double-exponential fit is also shown in Fig. 9.7(b). Based on 

these calculations, ⍺efgh is much larger than its counterpart ⍺?nkkfh, and is the 

dominant loss factor responsible for the intensity change in the images. However, the 

single-exponential fit (equation 9.3) and the double-exponential fit (equation 9.4) 

plotted in Figs. 9.7(a) and 9.7(b), respectively looks very similar. As ⍺efgh is already 

very well-approximated with a single exponential model to best fit the data, the 

subsequent double-exponential model contributes very little to improve the curve fit, 

and hence, this approach of estimating ⍺?nkkfh is not very reliable.  
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As demonstrated in this chapter, out-of-plane scattering from an MMI pattern can be 

maximized by plasma-etching a desired portion of the top waveguide surface. This 

technique can enhance the signal-to-noise ratio for low input light levels while also 

improving the low light performance of an MMI spectrometer. The feature density and 

brightness, and in turn, the choice of distance at which to image the scatter pattern is 

also important for low input light conditions. These results will be important in various 

critical low light applications, such as the Lick telescope astrophotonic instrumentation 

efforts described in chapter 8. 
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 Summary and future works  

In conclusion, both top-down excitation based optofluidic biosensors and the MMI 

spectrometers show promising prospects for the future. The proof-of concept top-down 

excitation based biosensors show that it is possible to develop a commercial fiber-free, 

compactly packaged standalone optofluidic scheme using low-cost laser diodes and 

optical assemblies. On the other hand, the integration of photonic components and 

advanced learning models open new application avenues for high-performance 

spectroscopy on a chip. 

The first part of the works described here introduced two innovative free-space, top-

down excitation techniques for ARROW optofluidic platforms, addressing the 

limitations of traditional waveguide-based methods. The first approach used an 

aluminum film with etched slits to enable multi-spot illumination on a liquid core 

ARROW (LC-ARROW) waveguide, and the other one utilized a patterned Y-splitter 

waveguide to create multiple confined excitation spots. Both methods eliminate the 

need for precise alignment associated with single-mode fibers, offering greater 

flexibility and simplified fabrication requirements. Both the top-down techniques 

perform comparably to the conventional MMI waveguide-based multisport excitation 

methods. In particular, the slit-based excitation demonstrates multiplexing capabilities 

combined with spatially encoding ability. This feature holds significant promise for 

applications in diagnostics, such as pathogen screening from mixed samples.  
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One obvious direction for future improvement is the further optimization of the free-

space excitation optical assembly for a wider range of biomolecule sensing and more 

complex bioassays. The chip architecture for these schemes can also be further 

optimized, since unlike MMI waveguides none of the waveguide dimensions depends 

on the excitation wavelength. Future work could focus on integrating these methods 

into fully autonomous lab-on-chip devices for real-time pathogen detection and 

diagnostics in remote or resource-limited environments. Another exciting possibility 

lies in enhancing the multiplexing capability of ARROW platforms. By refining the 

spatial encoding of excitation patterns, it may be possible to achieve higher than 2x 

multiplexing, allowing for the simultaneous detection of multiple targets in more 

complex biological samples. 

The second part introduced an integrated spectrometer scheme based on multi-mode 

interference (MMI) waveguides and convolutional neural network (CNN) based 

analysis for spectral reconstruction. The spectrometer achieved high resolution (0.05 

nm) and resolving power (16,000), as observed by testing its capability in both the near-

IR and visible wavelength ranges. Accurate spectral reconstructions for narrowband 

and broadband signals were also accomplished. The relaxed fabrication tolerance and 

versatile design options of the MMI spectrometer allow integration into various 

application schemes, as demonstrated by a 4x4 arrayed spectrometer implementation, 

analysis of the solar spectrum and planned integration into a large 3-meter telescope. 

Further performance enhancement of the MMI spectrometer in the low light regime 

was achieved through surface roughening via plasma etching. The etching increased 
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the out-of-plane scattering, thereby increasing the limit of low light level detection. The 

study also explored optimizing etch start length over the MMI waveguide for more 

accurate low-light predictions. 

Looking ahead, the findings of the works involving the MMI spectrometer pave the 

way for numerous research and development opportunities. From a high-level 

perspective, the possible future research directions could be categorized into three 

groups: improvement on the device’s performance, involvement of more advanced 

machine learning algorithms and image processing techniques, and integration into 

novel applications. Further refining the surface roughening techniques can achieve 

higher levels of top scattering, enhancing the signal-to-noise ratios in low-light 

conditions, which is critical for many sensitive applications. The choice of photoresist 

as a waveguide material in these works established the framework and core 

performances of the MMI spectrometer; several other common waveguide materials 

such as SiO2, TiO2 can perform promisingly well while offering more environmental 

and thermal stability.  

Future research in image processing and data analysis for MMI spectrometers could 

focus on optimizing the current neural network model to improve spectral 

reconstruction accuracy, particularly in low-light or noisy environments. Application 

of more advanced, application-specific deep learning models with advanced 

techniques, such as Generative Adversarial Networks, Vision Transformers etc. can 

lead to other spectrometer frameworks with more generalized, robust performance. The 

future application prospects of the chip-scale spectrometer are very exciting.  A 
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telescope-integrated, low-light enhanced MMI spectrometer be a used for high-

resolution spectral analysis of distant stars, exoplanets, and galaxies with minimal on-

site resource requirements. The compact design make them ideal for integration into a 

large ground telescope but also different space missions like the James Webb space 

telescope, or the International Space Station where space is an even more expensive 

resource. Another application opportunity can be integration into lab-on-chip systems 

for on-chip fluorescence or Raman spectroscopy, thus circumventing the need for 

external, expensive spectroscopy analysis tools. All in all, the ideas discussed in this 

work will hopefully lead the way to transformative applications across various 

disciplines. 
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