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12 [1] Air-water gas transfer impacts many important
13 biogeochemical processes, yet current understandings
14 involve large uncertainty. This arises because the process
15 depends on a complex interaction between molecular
16 diffusion and fluid motions that has not been adequately
17 characterized. Here we show the first experimental support
18 for a mechanistic model that relates near-surface motions to
19 gas transfer coefficients over a range of flow conditions,
20 including those leading to breaking wavelets. We find that
21 the square root of the root mean square surface-velocity
22 divergence varies linearly with gas transfer coefficients, as
23 predicted by theory, and also with mean square surface
24 slope. Besides advancing the understanding of the
25 mechanisms governing air-water gas transfer, these results
26 suggest easy-to-measure parameters that could, with further
27 investigation, provide gas transfer coefficients in field
28 settings. Citation: Turney, D. E., W. C. Smith, and S. Banerjee

29 (2005), A measure of near-surface fluid motions that predicts air-

30 water gas transfer in a wide range of conditions, Geophys. Res.

31 Lett., 32, LXXXXX, doi:10.1029/2004GL021671.

33 1. Introduction

34 [2] Early interest in the subject of air-water gas transfer
35 arose from the need to understand the aeration of anoxic
36 waters, and has continued due to the need to track dissolved
37 pollutants, greenhouse gases, and other geochemical com-
38 pounds. A large amount of literature exists on the subject,
39 including recent reviews [Banerjee and MacIntyre, 2004].
40 In spite of this body of work, the mechanisms that drive the
41 process remain poorly understood and consequently pre-
42 dictions have large uncertainty. For example, widely used
43 predictive models of the gas transfer process commonly
44 differ by factors of three or more, and contain poorly
45 understood non-linearities [Banerjee and MacIntyre,
46 2004]. This translates to uncertainties of at least 300% in
47 recent attempts to calculate a net oceanic CO2 uptake
48 [Donelan et al., 2002; Takahashi et al., 2002]. Such
49 uncertainty is due to the highly variable nature of correlat-
50 ing factors, e.g., wind, waves, surfactants, and thermal
51 convection or stratification. The purpose of this letter is to
52 report experimental support for a mechanistic model of air-

53water gas transfer that accurately predicts the rates in a wide
54range of conditions.
55[3] Previous attempts to develop mechanistic models of
56the process [Danckwerts, 1951;Komori et al., 1993; Siddiqui
57et al., 2004; Zappa et al., 2001] have relied on surface-
58renewal models. However, these models are limited by
59ambiguity in defining their central parameter — the time-
60scale of renewal — and consequently much tuning of
61parameters is needed for predictions to agree with measure-
62ments. An alternative model, termed the ‘‘surface diver-
63gence’’ model, has been developed [Chan and Scriven,
641970; McCready et al., 1986]. This model recently was
65shown to agree with data from a grid-stirred tank without
66wind [McKenna and McGillis, 2004] and with direct
67numerical simulations at low wind speeds [Banerjee et al.,
682004]. This letter builds on these results by showing
69experimental support for the model at low and intermediate
70wind speeds, with breaking wavelets arising at the interme-
71diate wind speeds. This is an important advance, since
72similar conditions are ubiquitous in the environment and
73yet it is not clear how they affect air-water gas transfer.

742. Conceptual Model

75[4] The gas transfer coefficient, k, is defined as

k � N

cb � ceq
� � ð1Þ

77where N is the gas flux density across the interface, ceq is
78the equilibrium concentration at the interface, and cb is the
79bulk concentration. Because the molecular diffusivities, D,
80of most gases in water are �O(10�9 m2/s), the main
81resistance to transfer lies in a very thin layer, �O(10 mm),
82on the water side of the interface [Jahne and Haussecker,
831998]. In this layer a combination of molecular diffusion
84and convective liquid motions control the gas transfer rate.
85[5] Reliable models have been proposed for very low
86wind speeds where wavelets do not break [Banerjee et al.,
872004]. However, when short wavelets appear, gas transfer
88coefficients become more sensitive to wind speed and the
89situation is poorly understood. This transition is usually
90reported to occur when the ten-meter-height wind speed,
91U10, is greater than 3.5 m/s. In this wavelet regime,
92molecular diffusion and near-surface motions should still
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dturney
On line 19 please change "over a range of flow conditions, including those leading to breaking wavelets." to "over a range of windy flow conditions, including breaking wavelets."

dturney
On line 22 please change "linearly with gas transfer coefficients, as predicted by theory, and also with" should be changed to "linearly with both the gas transfer coefficient, as predicted by theory, as well as with". This makes the sentence more clear.

dturney
We need to move the "[Jahne and Haussecker, 1998]" reference from line 82 to be together with "[Banerjee and MacIntyre, 2004]" on line 39. So please delete "[Jahne and Haussecker, 1998]" on line 82 and add it to line 39, to be together with the other reference.

dturney
on line 73 we need to change "it is not clear how they affect air-water gas transfer." to "it is not clear how air-water gas transfer is affected." We make this change because it corrects the grammar. 



93 control the transfer rate but much uncertainty exists as to
94 which motions are important and how to model predictions.
95 The surface divergence model, mentioned earlier, suggests
96 that a useful measure is the instantaneous surface divergence,

g ¼ du0=dxþ dv0=dyð Þ ð2Þ

98 where u0 and v0 are the interface-tangential velocity
99 fluctuations. The root mean square (rms) surface divergence
100 is (g2)1/2, where the overbar denotes an ensemble average.
101 In the thin liquid layer near the surface where the main
102 resistance to transfer exists, g is equal to the interface-
103 normal-velocity gradient [Banerjee and MacIntyre, 2004].
104 A simplified form of the surface divergence model is

k ¼ C

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D g2
� �1=2

r
ð3Þ

106 where k is the average gas transfer coefficient and C is a
107 constant �O(1) [Chan and Scriven, 1970; Csanady, 1990;
108 McCready et al., 1986; Banerjee, 1990]. The term (g2)1/4 is
109 termed ‘‘the square root of the rms surface divergence’’. As
110 mentioned earlier, equation (3) was recently verified in
111 direct numerical simulations and in a laboratory with grid-
112 stirred turbulence. The strength of this model is its
113 mechanistic origin and the scaling arguments that suggest
114 (g2)1/4 generically accounts for all motions, e.g., wave,
115 turbulent, or viscous motions. In this report we experimen-
116 tally test equation (3) under windy conditions for the first
117 time, including intermediate wind speeds with short break-
118 ing wavelets, sometimes called microbreaking waves.

119 3. Experimental Setup

120 [6] The experiments were conducted in a linear wind-
121 wave channel of height 31 cm, width 71 cm, and length
122 11.5 m. Water height was constant at 9.5 cm. The water
123 surface was continuously cleaned with a surface vacuum
124 during experiments and for 30 minutes prior to experiments.
125 Bulk water velocity was steady at 1 cm/s, co-current with
126 the wind.

127[7] The gas transfer coefficient, k, was measured by the
128streamwise gradient in dissolved oxygen concentration at
129steady state, similar to previous studies [McCready and
130Hanratty, 1985]. The equation k = G/Dxln[(c1 � ceq)/(c2 �
131ceq)] gave k, where G is the volumetric flow rate per unit
132width, Dx is the streamwise distance between samples, c1 is
133the time-averaged concentration upstream, and c2 is the
134time-averaged concentration downstream.
135[8] Images of surface slope, s, were obtained similar to
136previous studies [Jahne and Riemer, 1990], where a light
137source with an intensity gradient is placed beneath the
138waves and overhead images give measurements of slope.
139These images were collected at 125 frames per second. The
140term s2 denotes the mean square surface slope.
141[9] Floating glass microballoons, of diameter 75 mm and
142effective density 0.18 g/cm3, acted as interfacial flow
143tracers. Just before images were collected they were dis-
144persed on the water surface. At low surface concentrations
145such as those used here, microballoons have been shown to
146change the surface conditions only negligibly [Kumar et al.,
1471998]. Images collected at 125 frames per second were fed
148into particle imaging velocimetry (PIV) calculations [Sveen,
1492004] to map the surface velocity field. Near-surface
150velocity obtained in this way was confirmed to agree with
151that from side-view images of neutrally buoyant particles.
152[10] The airside friction velocity, u*, was calculated by
153fitting time-averaged airside velocity profiles to a logarith-
154mic law assumption, i.e., u*/k = dU /d log(z) where U is the
155time-average wind speed, z is height above the mean surface
156level, and k is the von Karman constant. U10 was calculated
157from u* (and conversely) using correlations of Smith
158[1988], which, for our wind speeds, were recently reviewed
159and recommended [Yelland et al., 1998].

1604. Results

161[11] Examples of surface divergence fields are shown
162in Figures 1a–1d, where it is seen that well-organized
163patterns emerge above u* �0.10 m/s. The pattern is periodic
164and in-phase with wave crests. Convergence zones appear

Figure 1. (a–d) Plan view images of instantaneous surface divergence under progressively higher wind stress. Example
wave crests are drawn in with dashed white lines, as determined from the raw overhead photographs. The camera had a
smaller field of view for u* �0.18, 0.19, and 0.21 m/s, as seen in (d). Example surface velocity vectors are shown in (d), but
note that the actual density of DPIV velocity vectors for each image was 237 	 253.
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dturney
On line 98 please change "velocity fluctuations." to "velocities." This is a more accurate statement.

dturney
On line 102 please change "exists" to "lies". 

dturney
On line 109 please delete the word "termed". It is not needed.



165 just ahead of the crests and divergence zones just behind,
166 confirming some results from side-view studies of micro-
167 breaking waves [Peirson and Banner, 2003]. The patterns are
168 not parallel-crested but are crescent shaped, similar to infra-
169 red imagery captured in other studies [Zappa et al., 2001].
170 [12] The raw images of flow tracers, not shown here,
171 afford additional qualitative information. For u* greater than
172 �0.10 m/s, the tracers occasionally collect just downwind
173 of a wave crest and ‘‘surf’’ along with the wave, i.e., travel
174 at the crest velocity. This is evidence that water moves
175 down the front of the wave at a speed equal to, or slightly
176 greater than, the crest speed. This is a defining characteristic
177 of wave breaking [Peirson and Banner, 2003]; Bubbles are
178 not generated by this breaking. Such small wavelength
179 breaking, which is ubiquitous on the ocean and on lakes,
180 is often termed ‘‘microbreaking’’. In our experiments it
181 begins to occur at wavelengths of 5 cm (u* �0.10 m/s),
182 simultaneous with the development of surface divergence
183 patterns. We use the particle ‘‘surfing’’ behavior as an
184 operational criterion for microbreaking.
185 [13] For each friction velocity a collection of 300 sequen-
186 tial surface-velocity fields and 3750 sequential surface-slope

187 fields were used for a calculation of (g2)1/4 and s2 respec-
188 tively. The results are shown in Figure 2a where it is seen that
189 the measures have similar shape, and show a change in
190 behavior at u* � 0.10 m/s when microbreaking begins. In

191 Figure 2b, it is seen that (g2)1/4 varies linearly with s2. It is

192also seen that values of (g2)1/4 level off at 0.5 (1/s)1/2 for
193lower wind speeds. This offset is due to small random PIV
194errors in g, which are significant only at the lower wind
195speeds due to the 1=4 exponent in (g2)

1/4. A correction for this
196effect is described in detail in the online supplemental
197material1. All figures after Figure 2a use this corrected
198(g2)1/4 data. Uncertainty in the final values of (g2)1/4, s2,
199and k are estimated by repeat experiments.
200[14] In Figure 3a the surface divergence model is com-
201pared with our laboratory data. Values of k are plotted against
202D1/2 (g2)1/4 along with the grid-stirred tank data ofMcKenna
203and McGillis [2004]. Equation (3) is also plotted with C =
2040.5 and C = 0.7, values suggested by direct numerical
205simulations in non-breaking conditions [Banerjee et al.,
2062004] and by theory [McCready et al., 1986]. Figure 3a
207shows that D1/2 (g2)1/4 is a measure that can predict k in a
208wide range of conditions, i.e., in grid-stirred tanks, at low
209wind speeds, and at intermediate wind speeds with breaking
210wavelets. There does exist an anomalous point in our data at

Figure 2. (a) The square root of rms surface divergence
(circles) and the mean square slope (diamonds) are plotted
versus friction velocity. A vertical offset, due to noise
variance, is seen to affect the first few (g2)1/4 values. (b) The

linear relationship between (g2)1/4 and s2 is plotted with a
linear regression, r2 = 0.93.

Figure 3. (a) The development of the gas transfer
coefficient k with D1/2 (g2)1/4. A linear regression gives k =
0.45 D1/2 (g2)1/4, r2 = 0.95. The solid lines are the prediction
of equation (3), with C = 0.7 and 0.5. Circles are data from
this study. Right-pointing triangles are ‘‘cleaned II’’ data
from the oscillating-grid tank study of McKenna and
McGillis [2004]. (b) Gas transfer coefficients normalized to
Sc of 600, k600, versus u* (u* is calculate from U10 as
described in methods), compared with other experimental
data and common oceanic parameterizations: Liss and
Merlivat [1986] is the solid line; Nightingale et al. [2000]
is the dashed line; Wanninkhof and McGillis [1999] is the
dotted line; data of Komori et al. [1993] are the diamonds;
data of Siddiqui et al. [2004] are the asterisks.

1Auxiliary material is available at ftp://ftp.agu.org/apend/gl/
2004GL021671.
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dturney
On line 177 please change "Banner, 2003]; Bubbles" to "Banner, 2003]. Bubbles". This corrects the grammar.

dturney
In the caption of Figure 2 please change "plotted with a linear regression" to "plotted along with a linear regression". This makes the sentence more clear.

dturney
In the caption of Figure 3 please change "is calculate from" to "is calculated from". This corrects the grammar.

dturney
At the end of the caption for Figure 3 please change "asterisks." to "asterisks; our data are the solid circles."

dturney
On line 178 please change "Such small wavelength breaking, which is ubiquitous on the ocean and on lakes, is often termed 'microbreaking'." to "Such 'microbreaking' is ubiquitous on oceans and lakes." Of course, when I write the character ' in the above I want it to come out in the final document as the character  ".



211 (g2)1/4 � 0.5 and this will have to be the subject of future
212 investigation.
213 [15] Figure 3b shows k values from laboratory experiments
214 as well as oceanic parameterizations. The data exhibit large
215 variability, which is to be expected since u* is only indirectly
216 connected to k. In spite of this variability, Figure 3b suggests a
217 change in gas transfer behavior at u* �0.10 m/s, near the
218 onset of breaking wavelets. Apparently, in both laboratory
219 and oceanic studies, the organized surface-normal motions of
220 microbreaking waves, seen in Figure 1, dominate the air-
221 water gas transfer process at intermediate wind speeds. Note
222 that, in Figure 3a, k values from flow conditions of widely
223 different origin and character collapse to a single line.
224 [16] The gas transfer coefficients in Figure 3b are nor-
225 malized to a Schmidt number of 600 (Sc = n/D where n is
226 viscosity). This is done because this is the only way to
227 compare our results to data reported in the literature [Jahne
228 and Haussecker, 1998; Jahne et al., 1987; Wanninkhof and
229 McGillis, 1999]. However, if the surface divergence model
230 is accurate then normalization should only involve D, not
231 Sc. Experiments from McCready et al. [1986] confirm that
232 viscosity does not have a simple effect on k.
233 [17] Turning now to measurements of mean square wave
234 slope, linear relationships between k and s2 have been found
235 in previous studies [Jahne et al., 1987], and were confirmed
236 here; data are in the online material. In light of our experi-
237 ments, this result can be expected based on the combination
238 of Figures 2b and 3b, showing that s2 is linearly correlated
239 with (g2)1/4 and (g2)1/4 is linearly correlated with k. The
240 hydrodynamic reason for the linear correlation between s2

241 and (g2)1/4 is unclear at present, but the relationship in
242 Figure 2b provides some insight. A connection between s2

243 and k is intriguing since surface roughness measurements,
244 such as slope, may be gathered over large spatial areas using
245 satellite remote sensing. We caution that in field conditions,
246 with fetch, swell, and other complexities, the relationship
247 between s2 and (g2)1/4 could easily be different than
248 Figure 2b. However, even if our laboratory wave conditions
249 are much different than the real ocean, there is no reason to
250 expect the surface divergence model, equation (3), to fail in
251 field settings, as long as the interface is clean and bubbles
252 are not present.

253 5. Summary

254 [18] Our results support the surface divergence model of
255 air-water gas transfer in low and intermediate wind speeds,
256 with microbreaking wavelets. Taken with the results of
257 McKenna and McGillis [2004] and Banerjee et al. [2004],
258 the surface divergence model agrees with experiments over a
259 wide range of conditions. Linear relationships are found
260 between k and (g2)1/4, and also between s2 and (g2)1/4,
261 explaining previously observed correlations between s2 and
262 k. Microbreakingwaves commence forming at u*�0.10m/s,
263 equivalent to U10 � 3.5 m/s, and significantly increase the
264 surface-normal motions in the concentration boundary layer,
265 as seen in Figure 1. These motions dominate the gas transfer
266 process at intermediate wind speeds, likely causing the
267 regime change seen in Figure 3b.

268 [19] Acknowledgments. We would like to acknowledge early work
269 done on this problem by Dr. Ira Leifer, Brian Piorek, and Emma Perez. This
270 work was supported by DOE grant DE-FG03-85ER13314.
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