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Abstract

We present the calculation of the generating functions and the rth-order moments for densities of the
form p(x) x g(s(x)) where g(s) is a non-negative function of the quadratic “action” s(x) = Z” H;jxix;,
where x = (21,22, -+, Zn) is a real n-dimensional vector and H is a real, symmetric n X n matrix whose
eigenvalues are strictly positive. In particular, we find the connection between the (r + 2)th-order
and rth-order moments, which constitutes a generalization of the Gaussian moment theorem [1], which
corresponds to the particular choice g(s) = e /2. We present several examples for specific choices
for g(s), including the explicit expression for the generating function for each case and the subspace
projection of p(x) in a few cases. We also provide the straightforward generalizations to: 1) the case
where g = g(s(x) + a+x), where a = (a1,a2, -, an) is an arbitrary real n-dimensional vector, and 2)
the complex case, in which the action is of the form s(z) = Z” H;j;z} z; where z = (21,22, -+, 2n) is an
n-dimensional complex vector and H is a Hermitian n X n matrix whose eigenvalues are strictly positive.
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1 Introduction.

The Gaussian density plays an ubiquitous role in many areas of physics. For example, consider a system
of n degrees of freedom characterized by the real n-dimensional vector x = (z1, z2, -, z,) and a quadratic
“action” of the form s(x) = > i H;;x;xj where H is a real, symmetric, positive-definite matrix'. A Gaussian
density, given by p(x) oc exp(—s(x)/2), yields a 2nd-order moment (z;z;) = H;; ! Since the entire physical
contents of the model is embodied in the matrix H, all higher-order moments are recursively expressed in
terms of the 2nd-order moments by means of the well-known recursion formula

(Tix;xp - Tm ) = (x;2;)( Xk - - - Ty ) + Permutations (1.1)
ra’s r—2x’s

where the “permutations” are such as to make the right-hand side a fully symmetric function of the r indices
i, 4, k, --+, m. Eq. (1.1) is isomorphic with Wick’s expansion of the vacuum expectation value of a product
of bosonic operators [2], and with Mayer’s cluster expansion for a gas with two-body potentials [3]. By
successive application of this recursion, one arrives at the Gaussian moment theorem [1], which expresses
any even-order Gaussian moment purely in terms of 2nd-order moments. For example, the 4th-order moment
is given by the fully symmetrized product of 2nd-order moments

(i ThTm) = (T2 {(ThZm) + (TiTr) (TjTm) + (TiTm) (TjT8) (1.2)

In beam physics it is sometimes the case that the particle distribution in phase space is not Gaussian
but it is, nevertheless, matched to the lattice optics in linear order, and one may want to study the time
evolution of the moments of the canonical coordinates (g;, p;) [4,5]. The linearly-matched condition implies
that the density is a function of the quadratic part of the Hamiltonian, hence it is of the form described
above. Motivated by such cases, we consider in this article a more general density p(x) o g(s), where
g(s) is any real, non-negative function of the quadratic action s(x). As in the Gaussian case, the entire
information of the model is contained in H, hence all moments must be expressible in terms of the 2nd-order
moments (z;x;). Furthermore, since the rth-order moment is a fully symmetric tensor of r indices, and
the only ingredients to construct it are the (z;x;)’s, it must be the case that a higher-order moment must
proportional to the fully symmetrized product of these. Indeed, in this article we show that, in this more
general case, the main expressions are given by

(wiz;) = aHi;1 (1.3a)
(wizjxp - xm) = b[(x;x;)(T) - - - Tp) + permutations| (1.3b)
= c[(z;z;){(TKTm) (- - -) - - - + permutations] (1.3c)

The main purpose of this article is the calculation of the coefficients a, b, and ¢ given the dimensionality n,
the order of the moment r, and the function g(s) (the Gaussian density is unique in that a = b = ¢ = 1 for all
n and r). Although in beam physics [4, 5] the only interesting cases are 1 < n < 6, the calculation is just as
simple for any value of n, hence we allow it to be an arbitrary number whose only requirement is n > 0. We
also compute the generating functions for the moments, and present a discussion of the subspace projection
of p(x), which is useful when averaging a function that depends only on a subset of the components of x.

In Sec. 2 we set up the general formalism. In Sec. 3 we consider the strictly quadratic action s(x) =
> Hijziz;. In Sec. 4 we extend the analysis to the general quadratic action of the form }_, . H;jz;z; +
>, aixi, where (ai,az,---,ay) is an arbitrary real n-dimensional vector. Section 5 describes the subspace
projection of a distribution. Section 6 contains results for specific choices of the function g(s). Section 7
contains the generalization of the above results to densities p(z) defined over the complex plane whose points
are described by the complex n-dimensional vector z. Section 8 summarizes our conclusions. Appendix A
contains the definition and basic properties of spherical coordinates in n dimensions, along with some other
mathematical details, and Appendix B extends some of these results to the complex case.

LA positive-definite matrix is, by definition, one whose all eigenvalues are real and strictly > 0.



We use throughout Dirac’s “bra-ket” notation [6] interchangeably with the conventional notation for
the matrix and scalar product. Thus, for example, if a and b represent two real n-dimensional vectors
with components (ay,---,an) and (by,---,b,), respectively, then the scalar product (a|M|b) stands for
Z@ j M;ja;b;, where M is an arbitrary real n x n matrix. If u and v represent complex vectors, then
(u[M|v) stands for »_, ; Myjuiv; where M is an arbitrary complex n x n matrix (we use interchangeably
the asterisk and the overbar to denote complex conjugation).

2 Averages, Moments and Generating Functions.

Let p(x) be a real function of the n-dimensional vector x such that p(x) > 0 for all x. We assume that p(x)
is normalizable and we chose, without any loss of generality, unit normalization, i.e.

/d"xp(x) =1 (2.1)

The average of any function f(x) with respect to the density p(x) is given by

(76) = [ dxplx) ) (22)
The rth-order moment is, by definition, the average of the product of » components of x,
) = (wixj--) = /d"x p(x)(zizj--+) (r indices) (2.3)

with r =1, 2, ---. If p(x) is nonzero only over a finite region of x, then obviously the moments exist for all
r. If, on the other hand, p(x) extends over all space and vanishes as x — oo as p(x) ~ x~ 2P, where = = |x|
and p > 0, then the rth-order moment exists only if » < 2p — n. In particular, the normalizability property
of p(x) requires 2p > n. If p(x) vanishes at infinity faster than any power of x, the moments exist for all r.
If p(x) is of even parity, i.e., p(—%) = p(x), then all odd-order (r = odd) moments vanish.

The C(")’s are fully symmetric tensors whose generating function is the Fourier transform of p(x),

Gk) = /d"x p(x) ek x = (emikrx) (2.4)

hence
9"G(k)
O0k;0k; - - -

Note that G(k) exists for all k provided only that p(x) vanishes as © — oo faster than x~". However, as
seen above, the existence of the moments requires a faster falloff of p(x) at co. In other words, although
G(k) itself exists, its rth derivative at k = 0 is finite only if r < 2p — n.

The normalization condition (2.1) implies G(0) = 1. In case that all moments exist, we can expand

e~ in (2.4) and integrate term by term to obtain

(r) _ .r . s
Cyj. =i (r indices) (2.5)

k=0

_ 72
609 = [[arxpte) (11 kiri + GE S iy + -
i T

2
=1-iY kO + %Zkiqu(f) T (2.6)
i T
If we express f(x) in terms of its Fourier transform,
A"k .xz
760 = [ s €™ <00 (27)



then we also have

U600 = [ o (%) 1000 = [ £ 61070k (2.9

3 Strictly Quadratic Density and Moments.

Given a real symmetric n X n matrix H, we consider the quadratic form s(x)

s(x) = (x|H|x) = > Hijwix; (3.1)

ij=1
where x is an arbitrary real n-dimensional vector. Then we can state the following theorem [7, 8]:

Theorem 3.1 s(x) > 0 for all x # 0 if and only if all eigenvalues of H are strictly > 0 (i.e., H is a
positive-definite matriz). Furthermore, s(x) =0 if and only if x = 0.

Proof. Since H is real and symmetric, it has n real eigenvalues and n nontrivial orthogonal eigenvectors,
called hy and vy, respectively, with k = 1, 2, ---, n. Choosing x = vy, yields s(x) = hjv3. Since s(x) > 0
and vy, is nontrivial, one obtains hy > 0 for any k. For the proof of the converse theorem, we assume hy > 0
for all £k and use the fact that the vi’s form a complete orthogonal set to express x as a linear combination
X = ), a;V;, hence

n n
s(x) = Z a;a;(v;|H|v;) = Za?hiv? (3.2)
ij=1 i=1
which is > 0 provided at least one of the a;’s is # 0. Setting s(x) = 0 in this equation yields a; = 0 for all 4,
which corresponds to x = 0.

Corollary 1: Define a “submatrix” H’ of H to be the matrix obtained from H by eliminating an arbitrary
subset of columns and the corresponding subset of rows. By construction, H’ is a symmetric matrix hence
the above theorem applies to H' as well. This corollary is proven by choosing vectors x whose components
corresponding to the eliminated rows and columns are 0. This implies that any submatrix of a positive-
definite matrix is itself a positive-definite matrix. In particular, by eliminating all but one of the columns
and the corresponding rows, this corollary implies that the diagonal elements of H are > 0.

Corollary 2: The above theorem and corollary apply to H~! as well. This follows from the obvious fact
that H~! exists (because det H > 0) and is symmetric. In particular, this implies that the inverse of a
positive-definite matrix is itself a positive-definite matrix.

We now consider a density function p(x) that depends on x only through s(x), i.e.,

p(x) = Ng(s(x)) (3-3)

where g(s) is a real function of s such that g(s) > 0 for 0 < s < co, and N is a normalization constant
determined by (2.1),

N = [ axg(xl) (3.4)

Now H can be diagonalized by a matrix U, H = U 'HpU where Hp = diag(hy,ha,-- -, hy,). Since H is
symmetric, U is orthogonal, i.e. U~ = UT. Since h; > 0 for all i, the matrix Hg % exists unambiguously

hence we can define the change of variables v = H}J/ *Ux yielding s(x) = (v|v) = v2. Using the integrals in
Appendix A one obtains

1 QngO
N 2y = 3.5
\/detH/ Vo) vdet H (3:5)

-1




where ,, = 27™/2/T'(n/2) is the area of the n-dimensional unit sphere and

oo oo

go = /dvg(vz)fu"*1 = %/dsg(s)s"/%1 (3.6)

0 0

Using the positivity of s(x) (Theorem 3.1) one can write (3.3) in the form

o0 = N [ dsgls)a((xiHlx) ) (3.7)
0

2

Using again the results in Appendix A and the change of variable s = v one obtains

G(k) =N [ dsg(s) | d"x5((x|H[x) — s)e k*
Jis
_Mzumv v?)o"/? v v=n/2—
o 90 <q> O/d g( ) /Ju(q )> = /2 1 (3.8)

where J,(2) is the ordinary Bessel function of order v, and q is a vector defined by q = HBl/ 2Uk whose
magnitude is given by
¢* = (dla) = (k|H ' |k) (3.9)

If p(x) falls off as * — oo faster than any power of x, then g(v?) falls off faster than any power of v,
hence we can expand the Bessel function in Eq. (3.8) in its Taylor series and integrate term by term to yield

o0 2 /9)¢
—q2/2
G(k)=>_ An; z)% (3.10)
=0
where A(n;?) is given by
A(n; 0) = 9t/90_ (3.11)
T 24(n/2)
where the symbol (z); is defined by [9]
I'(z+¢) 1, =0
= 7 = 12
(2)e I'(2) {z(z—l—l)---(z—i—ﬁ—l), £>1 (3.12)
and where gy is a moment of the function g(s),
ge = /dvg(vz)v"“e_l = %/dsg(s)s"/ﬂz_l (3.13)
0 0

Defining G = H~! and writing ¢? explicitly in the right-hand side of (3.10) and comparing with (2.6)
taking into account the symmetry? of G yields

(3.14)

o A(n; E)S,;(;.).‘ for r = 2¢ indices
. 0 for r = odd

2@ is symmetric because H is symmetric.



where SZ(JT) is, by definition, the fully symmetric tensor of rank r formed out of products of G’s. This tensor
can be defined recursively by

Sl(;]lm = GijSé;%) + permutations (3.15)

with S = 1. For example,
e (3.16a)
Sitm = GijGrm + GirGijm + Gim G (3.16b)

etc. The tensor S("), with = 2/ indices, has (2¢)!/2°¢! =1-3-5---(2¢ — 1) monomials, each formed out of
a product of £ G’s. Alternatively, it is straightforward to prove that

KGR | [0S for =21 (3.17)
OkiOk; - -- _ 0 otherwise .
rk’s

which, when combined with definition (2.5) applied to the formula (3.10), yields (3.14).
If p(x) vanishes as © — oo as =2 then C'(") exists and is given by expression (3.14) only as long as gy
exists, i.e., only for r < 2p —n.

3.1 Recursion Formulas for the Moments.

Note that Eqs. (3.14) and (3.16) imply that all moments with ¢ > 1 are determined by the second-order
(¢ = 1) moments as long as g exists. Thus Eq. (3.14) implies the fundamental recursion relation

ngm .= DB(n;¢) C’Z-(jz)C,gz;_Z_) + permutations (3.18)
with C©) = 1 or, equivalently,
(i@, - - -y = B(n; 0) [(xi2) (XK T, - - -) + permutations | (3.19)
where A(n: ) .
B0 = St DA = oy W) 320

By recursive applications of Eq. (3.18) to its right-hand side, one can reach an expression for C (") purely
in terms of C'2)s,

Cl(;]zm = D(n;?) [CZ-(;)CIEQ -+ 4+ permutations } (3.21)
—_———
¢ C®s
or, equivalently,
(xixjTKTm - - -y = D(n;{) { (xixj)(xpTm) - - + permutations } (3.22)
—_—
¢ factors

where 1
A ) gegy ' (n/2)*
(A1) gi(n/2)e
It is straightforward to verify that A(n;0) = B(n;1) = D(n;1) = 1, as consistency demands. As an
example we consider the 4th-order moments by setting ¢ = 2. In this case we have

D(n;¢) = (3.23)

n g290

D(n;2) = B(n;2) = 2

(3.24)



hence

(4) _ _N"g290 (2) ~(2) (2) ~(2) (2) ~(2)
Ciikm = m+2)g [Cij Com +Cit Cin + Cin  Cli } (3.25)

where @ o

Equations (3.10-3.16), complemented by Egs. (3.18-3.23), constitute the central results of this article.

3.1.1 Special Case: 2nd-order Moments.
Eq. (3.26) and the definition of G can be cast in matrix form,

G=H"'="2c® (3.27)
g1
where C?) is the “correlation matrix”
(#3)  (zam2) - (2170)
c@ — <$1'=T2> <fc.§> <5U2.~Tn> (3.28)
(@12n) (v2mn) - (23)

which is, obviously, symmetric. Since H is positive-definite, Corollary 2 implies that so is C(2).

For the specific case n = 2 we obtain
2
2
det G = ( goe) (3.29)

g1

where we have defined
€ = (a7)(23) — (z120)? (3.30)

which is guaranteed to be positive by Schwarz’s inequality. The matrix H is, therefore,

H=G'= 2 ( (a3) _<$1x2>) (3.31)

—(z129) ()

with eigenvalues

he = gt () tad) () - 30 + iz (332

Note that hy > 0, as it should be the case.

4 General Quadratic Density and Moments.
We now consider a density function p(x) that depends on x through the combination
p(x) = Ng({x|H][x) + (x|a)) (4.1)

where H is a positive-definite symmetric matrix, a is a constant vector and g > 0 for all x. The normalization
constant N is determined by

N = [ dxg((xHlx) + (xla) (1.2)

The linear term can be eliminated by a shift of origin in x defined by x =y + h where h is a constant
vector to be determined. Using the symmetry property of H we obtain

(x|H[x) + (x|a) = (y|H|y) + 2(y|H|h) + (h|H|h) + (y|a) + (h|a) (4.3)



It is clear that the term linear in y is eliminated by the choice 2Hh +a = 0, thus h = —H ~'a/2 hence
(x|H[x) + (x|a) = (y|H]y) + A (4.4)
where A = —1(a|G|a) and G = H~', hence

- / "y g((y|Hly) + A) (4.5)

Following the same steps as in Sec. 3, using the results from Appendix A and defining the change of variables
y = U*IHBUQV, one obtains

_ 1 QnQO(A)
N~t= /d"v v+ A) = e 4.6
vdet H g( ) det H (4.6)
where -
go(A) = /dv g(v* + A)v"t (4.7)
0
The generating function is given by (2.4). Following the same procedure as above one obtains
G(k) = /d"y p(y +h)e - h (4.8a)
Ne—ik h

=——— [ d'vg(r?+ A)e 9"V 4.8b
e | v (480)

['(n/2)e tk-h / 5 . ( 2 )D
=————————— [dvog(v:+ A)" — | Ju(qv), v=n/2-1 4.8¢
iy | ot e 20 (L) e / (18¢)

where q = Hgl/zUk. If g(s) — 0 as s — oo faster than any power of s we can Taylor-expand the Bessel
function above and integrate term by term to obtain

_ i ZA a2 (49)
where A(n;{) is formally identical to Eq. (3.11) except that gy is now given by
gu(A) = / dv g(v? + A) p2e-1 (4.10)
0

rather than by (3.13).
The exponential term e~ in Eq. (4.9) leads to nonvanishing odd-order moments. An easy way to
compute the moments is obtained by setting x =y + h so that, from Eq. (4.8a), one gets

(izj ) = ((yi + hi)(y; + Ry) ) (4.11)
Now Eq. (4.8a) is suggestively written in the form
G(k)=e PG, (k) (4.12)

where G, (k) is the generating function for the y-moments. Eq. (4.9) implies that

Gy(k) = /d"yp(y—i—h —ikey — ZA q /2) (4.13)



which, in turn, implies that the even-order moments for the y’s are given by (3.14). For example,

(i) = (yi + hs) = Ry (4.14a)
(Tizj) = <(yl + hi)(y; + 1)) = (yiys) + hihy = (91/n90)Gij + hih; (4.14b)

(mizjer) = ((yi + ha)(y; + 1) (W + he)) = Yay;) ha + (Yiur) hi + (Yeya) by + hihjhy,
( /ngo) (Gl‘jhk + ijhi + G;“‘hj) + hihjhg, (4.140)

etc.

5 Subspace Projection.

Suppose now that the arbitrary function f(x) depends only on a subset of components of x, namely f = f(x’)
where x’ is the m-dimensional vector x’ = (21,22, -+, Z;) such that 1 < m < n — 1. Then a projected
density p’(x’) can be defined such that

() = [ anx o) rx) (5.1)
This implies that
ﬂkﬁz/dmmnyJ> (5.2)

where y = (Zymi1, Tmi2, 75 Tn)-
For the general quadratic density, p(x) = Ng((x|H|x) + (x|a)), we start by partitioning H, x and a in
the form

H= , X = , a= (5.3)

F K y d
where the vectors ¢ and d are of dimension m and n—m, respectively, and where S is mxm, E is m X (n—m),
Fis(n—m)xmand K is (n —m) X (n —m), with ST S, KT = K and ET = F. This partition leads to
(x|H|x) + (x|a) = (y|K|y) + 2(y|F|x) + (y|d) + (x'|S]x') + (x'|c) (5.4)

Next we shift the origin of y by setting y =y’ + h, substitute this in Eq. (5.4), and choose h such that the
term linear in y’ vanishes. A straightforward examination of the resultant expression shows that that the
choice h = — K ~}(Ex’ + d/2) accomplishes the desired cancellation, hence

(x|Hx) + (x|a) = (y'|K]y) + A'(x') (5.5)
where
A'(X) = (X|H'|x) = (X|[EK " d) + (x/|c) — {(d|K[d) (5.6)
where we have defined
H =S—-FEK'F (5.7)

In the above formulas, K~! is guaranteed to exists on account of Corollary 1, which implies that K
is a symmetric positive-definite matrix. For this reason, we can set y' = V*IKBU v where V is the
orthogonal matrix that diagonalizes K, namely VKV ! = Kp. Since VT = V~! we obtain (y'|K|y’) =

<V|K,51/2VKV_1K,51/2|V> = 92 hence the projected density is
p) = [dmypxy )

10



Tet g(v* + A'(x))

_ NQ'II m

ok dv g(v? + A (X))t (5.8)

where N is given by Eqs. (4.6-4.7), hence the full expression for the projected density is

det H
’ / yan n—m—1 .
p'(x') ool \/ K /dvgv + A'(x"))v (5.9)

where go(A) is given by Eq. (4.7).
In Fourier space, subspace projection is straightforward. If p(k) if the Fourier transform of p(x), then
the Fourier transform p'(k’) of p/(x’) is simply

ﬁ/(k/) :ﬁ(klak27"'7k’m50707"'70) (510)
or, equivalently, the generating function G'(k’) is simply given by
gl(kl) :g(klkaa”'7km70a0,"';o) (511)

where Kk’ is the vector k' = (k1, ko, -+, k). As a result,

U6 = [ G () foe) = [0 g i) (5.12)

This result confirms the obvious fact, which is true by the construction of p’(x’), that the moments C’Z(;)',

derived from p’(x’), are exactly the same as the C’Z(]T) derived from p(x) provided the indices i,7,-- are
constrained to the range 1 < 4,7, --- < m. In other words, for the specific case of r = 2, we can state that
the correlation matrix C(®) is the m x m upper-left submatrix of C'(?)

Consider now the case of a strictly quadratic action, namely a = 0. In this case A = 0 and Eq. (5.9)

yields
F(n/2) [det H 1
p(x) = ey I K /dvg v° 4§ (x'))v (5.13)
0

where go is given by Eq. (3.6) and s'(x’) is the “reduced action,” given by

§'(x) = (X|(S— EK 'F)|X) (5.14)

Defining p’(x') = N'¢g’(s'(x’)) we obtain, up to an irrelevant multiplicative ambiguity,

o0

g (s'(x)) = /dv g(v* 4 &' (X))t (5.15)

0

We can now apply the general result (3.26) to compute the 2nd-order moment for the m-dimensional density
(5.13) to obtain

/o /(2) 9/1 /
N =\ = 2L Gt 1
(zirl) = C - G (5.16)

where G'~1 = H'.
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According to the general formula (3.13), the moment g, obtained from (5.15) is
o0 oo
g = /cluum“e*1 /dv g(v* +u®)p" ! (5.17)
0 0

where we made the change of variables s’ = u?. Using now the change of variables (u,v) = (t cos ¢, tsin ¢)
where 0 <t < oo and 0 < ¢ < 7/2 yields

, ge n—m m+ 20
=B 1
si=n ("G (5.18)
where B(u,v) is Euler’s beta function. This result implies ¢} /g{, = mg1/ngo so that Eq. (5.16) yields
0@ - 9L 9L g1 (5.19)
ngo ngo

Since p/(x’) is normalized to unity we conclude, following the same integration procedure applied to
Eq. (5.13), that
det H

det K

det H = det(S — EK'F) = (5.20)

To prove this, we integrate Eq. (5.13) to obtain

/de/p/(X/) _ anm 32:[1{( % /dvvn—m—l/dmxlg(v2+A/(X/))

Qngo 0

Qe Qi g4
_ nomilng [ detH (5.21)
Qn90 det K det H’

where

_%p <”‘2m%> (5.22)

Substituting the definition of B(u,v) into (5.21) we obtain

det H
L=\ ~—7777 2
det K det H' (5.23)
which completes the proof.

Comparing Eq. (5.19) with C®) = (g;/ngo)H~* we arrive at the following theorem:

Theorem 5.1 Consider a real, symmetric, positive-definite, n x n matriz G whose inverse is G~ = H.
Consider the upper-left m x m submatriz G’ of G, with 1 <m <n—1. Then G'"' =S~ EK~'F, where S,
E, F and K are the matrices that result from partitioning H in the form shown in Eq. (5.8). Furthermore,
det(S— EK~'F) =det H/ det K.

Corollary 3: The above theorem, combined with Corollary 2, implies that S — EK 1 F is a positive-definite
matrix since G’ is a positive-definite matrix.

A simplified proof of this theorem follows from computing the subspace projection of a Gaussian density
of a strictly quadratic action, as shown in Sec. 6.1.1 below.
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6 Examples.

In this section we provide several explicit examples of strictly-quadratic densities, and compute the normal-
ization N according to Eq. (3.5), their moments gy according to Eq. (3.13), and their generating function
G(k) according to Eq. (3.8). Table 1 summarizes the results.

6.1 Gaussian Density.

In this case g(s) = e~*/? and the explicit form of p(x) is

vdet H

p(x) = an) 2 exp {—%<X|H|X>} (6.1)

from which it follows that
ge =2V (n /2 + 0) (6.2)
An;l) =1 (6.3)

The fact that the g,’s exist for all £ is a consequence of the fact that g(s) — 0 as s — oo faster than any power

of s, hence all moments exist. The fact that A(n;¢) = 1 for all n and ¢ implies that B(n;¢) = D(n;¥{) =

hence we recover the well-known results for the recursion formulas for the higher-order moments, Eq. (1.1).
The generating function is

oo ¢
G0 =3 CL2 gy (6.9

which can also be obtained from the familiar Gaussian integration formula

vdet H

27T n/2

Gk) = /d"x exp {—1(x|H|x) —i(k|x)} = exp {—3(k|G|k)} (6.5)

The 2nd-order moment (x;x;) = Higl or, indeed, any even-order moment, can also be obtained by
differentiating both sides of the equation

(27r)n/2
Vdet H
with respect to H;; and using the formula 0 det M/OM;; = (det M )M valid for any nonsingular matrix

i o
M.
Eq. (6.3) implies that

/d”x exp{—1(x|H[x)} = (6.6)

(%) (z1@2) -+ (21T0)
T1X2 l‘% cee XTo2Xn

S L B o
(0170) (wamn) oo (22)

6.1.1 Subspace Projection for the Gaussian Density.
Using Egs. (5.13-5.14) we obtain

1 det H
90 = s\ e e A} (68)

where x’ = (21,22, -, Ty) and H = S — EK~'F. Here the matrices S, E, F and K are defined by the
partition of H shown in Eq. (5.3). This result states that the dimensionally-projected Gaussian density is

13



also Gaussian. This unique property of the Gaussian density is a direct consequence of the composition rule
exp(z) exp(y) = exp(x + y) of the exponential function.
Since p/(x’) is normalized to unity we conclude, comparing Eq. (6.8) with (6.1), that

det H

det H' = 6.9
¢ det K (6:9)
in accordance with the general Theorem 5.1.
The generating function for the dimensionally-projected Gaussian density is
G'(K') = exp {—%(k'|G'|k’)} (6.10)

where k' = (k1, k2, -+, kn,) and G’ is the m x m upper-left submatrix of G, obtained from G by eliminating
all rows and all columns higher than m.

6.2 Gamma-Function Density.

This is a slight generalization of the Gaussian density, defined by g(s) = s*e~5/2 for which all moments
exist provided « is large enough, as explained below. We find

ge = 2V ()2 4 o+ ) (6.11)
o (n/24a),

Almit) = =0 (6.12)

G(k) = 1Fi(n/24 a;n/2;—¢%/2) (6.13)

where 1 F; is the confluent hypergeometric function [10]. Clearly, if « is sufficiently negative the density
will not be normalizable as a consequence of the divergence of p(x) in the neighborhood of x = 0. The
normalization exists (i.e., go is finite) if & > —n/2. This condition ensures the existence of all the g,’s.

6.3 Exponential Density.
This case is defined by the choice g(s) = e~V*; defining v = (n + 1)/2 we obtain

ge =T(n+20) (6.14)
A(n; €) =2 (v)e (6.15)
Gk)=(1+¢*)7" (6.16)

6.4 Generalized Lorentzian Density.

Here we choose g(s) = (s + 1)~P. This density extends over all space, but p(x) falls off as x| 2P at infinity.
Defining p = p — n/2 we obtain

F(n/2+ 0T (u—12)

ge = 2T (p) , t<p (6.17)
An; ) = %‘5) t<p (6.18)

(the go’s and A(n;¢)’s do not exist for £ > p).
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In this case it is not legitimate to obtain G(k) by term-by-term integration of the Taylor expansion of
the Bessel function in Eq. (3.8). Instead, we have :

Q(k):(—)( > O/oodv o2, q”), v=n/2—1 (6.19a)
_2

_ N K .(g) (6.19D)
D(p) \2/ 7
1 —a2?/4)¢
“«_n_ = I(p— 5)( g '/ ) -+ infinite terms (6.19¢)
F(u) 0<t<pu ¢

where K ,(z) is the usual modified Bessel function [10] of order i = p—n/2. For the distribution to exist, i.e.,
to be normalizable, the condition p > n/2, or x> 0, must be satisfied. Eq. (6.18) shows that the moments
exist only for values of ¢ such that ¢ < p, or r < 2p — n, in consequence of the behavior p(x) ~ |x|72" as
x — 00. Although the generating function G(k), given by Eq. (6.19b), exists for all k when p > 0, its Taylor
expansion at k = 0 does not formally exist because its rth derivative at k = 0 is finite only as long as r < 2y,
in full agreement with the discussion on densities with a power-law fall-off at infinity following Eq. (2.3).
This is the meaning of the symbol “=" in Eq. (6.19¢).

6.4.1 Subspace Projection for the Lorentzian Density.
For the strictly quadratic action (a = 0), Eq. (5.13) yields

vy 2T(p) Vet I 7 el
PO = AT () O/d @ )P

~ Vdet H' '(p")
=TT () (57) + 17 (6:20)

where p’ = p — (n — m)/2 and where s'(x’) is given by Eq. (5.14). The projected density is to be compared
with the original,

det H L(p)
/2T (p) (s(x) + 1)
which shows that the form is maintained (the projected density is also a Lorentzian), although the power
p is shifted by (n —m)/2. Note that 4 = p — n/2 can be rewritten in the suggestive form u = p’ — m/2,

hence Eq. (6.20) can be obtained from (6.21) by the replacements s(x) — s'(x’), det H — det H', n — m
and p — p’, as it should be expected.

p(x) = (6.21)

6.5 Microcanonical Density.

This case corresponds to the choice g(s) = §(s — 1) in the general formula (3.7). We call it “microcanonical”
because it corresponds to the microcanonical distribution in statistical mechanics for quadratic Hamiltonians.
It also corresponds to the “airbag,” or KV, distribution in beam physics [11]. We obtain

ge=1/2 (6.22)
Gk)=Tw+1) (%)VJy(q), v=n/2-1 (6.24)



6.5.1 Subspace Projection for the Microcanonical Density.

Setting a = 0 in Eq. (5.13) yields, for this particular example,

, o0
p(x) = Wi€§¥/2 detH /dv§ v 48 (x) — 1)t
0
~ I'(n/2)vdet H'

= 1—5'(x))%0(1 — ' (x' 6.25
Ty (1= ()01 = ) (6.25)
where f = (n —m)/2 — 1 and where s'(x’) is given by Eq. (5.14). The projected density is a generalized
waterbag density (see Sec. 6.6.2) of dimension m and power = (n —m)/2 — 1.

6.6 Beta-Function Density.

By “beta-function density” we mean the choice g(s) = s®(1 — 5)?6(1 — s). This density is of finite extent, as
it vanishes, by definition, for s > 1, hence all moments exist provided a and 3 are appropriately restricted,

as spelled out below. We obtain:
F'n/24+a+0)T(B+1)

Y= /2 ta+ B+ 0+1) (6.26)
N (n/2+a)e
A = S /2 o+ B 1) (6.27)
G(k) = 1F(n/24+ a;n/2,n/2+a+ B +1;—¢*/4) (6.28)

where v =n/2 — 1 and 1 F» is a generalized hypergeometric function (not to be confused with the ordinary
hypergeometric function 9 F7) [10]. The normalizability condition of p(x) demands o > —n/2 and 3 > —1.
6.6.1 Waterbag Density.

This case corresponds to the choice & = # = 0 in the beta-function density, i.e., g(s) = 6(1 — s), so that
p(x) is uniform for 0 < s < 1. We obtain from the general formulas above

1
G(k) = T(v+1) (%) I(q),  v=n/2 (6.31)

6.6.2 Generalized Waterbag Density.

This corresponds to setting a = 0 in the beta-function density, i.e., g(s) = (1 — s)?0(1 — s), and we obtain
LB+ 1)I'(n/240)

9= P2t e+ 1 1) (6.32)

1
A(n; 0) = T2 T (6.33)
Gk)=T(wv+1) (%) Ju(q), v=n/2+0 (6.34)

The normalizability condition of p(x) demands 5 > —1.
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6.6.3 Power Density.
This corresponds to setting 3 = 0 in the beta-function deunsity, i.e., g(s) = s*6(1 — s) so that

1
=0 +2a+ 2/ (6.35)
—¢*/4)
2 6.36
G(k) = (n+ 2a ;% n+2a—|—2€ )(n/2)e 0! (6.36)
The normalizability condition of p(x) demands o > —n /2.
7 Extension to the Complex Space.
In this section we will consider an action of the form
s(z) = (z|H|z) = Z H;jzz; (7.1)

17=1

where z is a complex n-dimensional vector and H is an n x n positive-definite Hermitian matrix (H* = HT),
so that s(z) is real. In this case the n-dimensional complex vector z is z = (z1, 22, -, 2, ), the bra (z| and
ket |z) are defined by |z) = col(z1, 22, - -, zn) and (z| = (Z1, Z2, - - -, Z») (We use interchangeably the notations
z* and Z to denote complex conjugation). Although we could add a linear term to the action, of the form
(a]z) + (z]a), we shall restrict the discussion to strictly quadratic action of the form (7.1).

A real density is defined by
p(z) = Ng(s(z)) (7.2)

where ¢(s) is a real non-negative function of the real variable s. It is straightforward to prove that The-
orems 3.1 and 5.1, along with Corollaries 1, 2 and 3 carry over to the complex case with the replacement
“real symmetric matrix” — “complex Hermitian matrix” and “orthogonal matrix” — “unitary matrix.” In
particular, we conclude that s(z) > 0, the equality holding if and only if z = 0.

The normalization constant N, as well as any statistical average of a function of z, is determined by an
n-fold surface integral, one for each of the components z; of z, i.e.

Nt = /d2"zg(s(z)) (7.3)
where

d*"z = | [ duidy; (7.4)

where x; and y; are the real and imaginary parts of z;.

The most straightforward way to extend the results from the real to the complex case is by casting the
latter in terms of a real 2n x 2n matrix. This is accomplished by splitting H and z into their real and
imaginary parts, H = A +iB and z = x + iy, where A, B, x and y are real, so that

A= %(H + H*) = AT (7.5a)
B = %(H —H*)=-BT (7.5b)

hence

V)
—~
N
~
Il
-

(A+1iB)ij(zi — iyi) (5 + iy;)
1

N
&
I

Il
:M:

(Aij(@izs + yiyj) — Bij(wiy; — x593)) (7.6)
1

=
&
Il
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This expression can be cast in the form s(z) = X? + MX = (X |M| X) where M is the real symmetric 2n x 2n

matrix n
-B
M = (B A ) (7.7)

X = (;) (7.8)

It is now straightforward to prove that the eigenvalues of H are the same as those of M: let z be an
eigenvector of H with eigenvalue h, that is Hz = hz or

and X is the real 2n-dimensional vector

(A+iB)(x +iy) = h(x +iy) (7.9)

Separating the real and imaginary parts and using the fact that h is real, this equation is written in the
form MX = hX which shows that & is an eigenvalue of M. Now this equation, combined with Eq. (7.7),
implies that M X = hX where X = col(y, —x), i.e. the vector X is also an eigenvector of M with eigenvalue
h. Since X is orthogonal to (and therefore linearly independent of) X, we conclude that each eigenvalue h
of H is a doubly degenerate eigenvalue of M. A corollary of this result is that, if H is positive-definite, so is
M. Another corollary is that det M = (det H)?. With these observations, the results of all previous sections
carry over to this case with the replacements n — 2n, H — M and det H — (det H)?. All moments are
expressed in terms of the matrix elements of M ~!, which is given, in terms of A and B, by

(A+ BA™B)"!  (B+AB1'A)7! Re(H™') —Im(H™1)
M= = (7.10)
—(B+AB7'A)"! (A+BA'B)7! Im(H™') Re(H™!)
where we have used the decomposition of H~! into its real and imaginary parts,
H'=(A+iB) ' =(A+BA™'B)™' —i(B+ AB7'A)~! (7.11)

This result implies that Re(H ~!) is symmetric while Im(H ~1) is antisymmetric, as it should be the case.
As an example, consider a Gaussian density p(z) = N exp{—(z|H|z)} = N exp{—(X|M|X)}. The 2nd-
order moments are given by the results of Sec. 6.1,

(ziz;) = (yiy;) = 5(A+ BAT'B) ;' = JRe(H ')y (7.12a)
(wiy;) = —(yir;) = 3(B+ AB 1A = —3Im(H 1) (7.12b)

where the factors 1/2 arise from the absence of the factor 1/2 in the exponent of exp{—(X|M|X)} (cf.
compare with Eq. (6.1)). In terms of the 2’s, this implies

(zizj) = (@i + iyi) (x5 + iy;)) =0 (7.13a)
(zi2)) = ((wi + iy) (x; —iy;)) = H;' (7.13b)
As an equivalent alternative to the real 2n-dimensional space of the x’s and y’s, one may deal with

the action (7.1) directly in the n-dimensional complex space of the z’s. For example, we compute the
normalization constant N, given by

Nt :/d2"z9(<z\H|z>) (7.14)

by noting that H, being Hermitian, is diagonalized by a unitary matrix U, namely H = U~'HpU where
Hp = diag(hy, ho,---,h,) and U~' = U'. Since h; > 0 for all 4, the matrix HE/Q exists unambiguously
hence we can define the change of variables |v) = Hll)/QU|z>, or (v| = <z\UTH},/2, yielding s(z) = (z|H|z) =
(v|v) = v? hence

_ 1 Qan 9o 21" go
N7!= A"y g(v?) = 2020 = 1
det H / Vo) det H T(n)detH (7.15)
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where now
o0 o0

90 /dvg( vl = /dsg (7.16)

0 0

l\’)lr—t

The moment of the z;’s and z;’s is defined by

C(el’eim = (22 ZkZm ) = /dznz p(z)(zizj - ZpZm ) (7.17)
—— —— —— ——

{1 2’s Ly Z's Ly 2’s by Z's

This expression implies that, if p(z) is of finite extent, or if it falls off as |z| — oo faster than any power of z,
then the moments exist for any £;, f5. If, on the other hand, p(z) ~ |z| %" as |z| — 00, then the moments

exist only if ¢1 + ¢2 < 2(p —n). Eq. (7.17) also implies that the moment C'( v 2m _is fully symmetric under
any permutation of the first group of indices (i, j,- - -) and/or the second (k m, - --). Furthermore, these sets
of indices are exchanged under complex conjugation, namely

Cff.l.fez)* o (£2,¢1) (7.18)

Jkm--- km---,ij--

The generating function for the moments is defined by
G(k,q) = [ "ap(z)e (Il (7.19)

where k and q are two real,? independent, n-dimensional vectors, so that

o) _nre 9772G(kq) (7.20)
e 0k 0%; - 0410 - -
—_————— ——

0y k’s s q’s

k=q=0

In case that p(z) is of finite extent, or if it falls off as |z| — oo faster than any power of |z|, then all moments
exist and we can Taylor-expand the exponential factor in (7.19) about k = q = 0 to obtain

n

(k. q) —1—zZ iz + ai(z)

-\ 2 n
—i _ _
+( 2') Z (kik’j (zizj> + qiq; <ZZZJ> + 2k;q; <Zi2’j>) + .- (7.21a)
odj=1
S (el )
Z (k ki CO 4 qig; O+ 2kiq,00% ”) . (7.21b)
i,j=1

In what remains of this section we confine our attention to strictly quadratic actions, of the form (7.1).
In this case we note that the moment C(“1:¢2) vanishes if ¢; # ¢5. To prove this assertion, we make the
change of variable z; — z;€!® in the right-hand side of (7.17), where « is a real constant. Since the integral
over z extends over all space, and the Jacobian of this transformation is unity, and s(z) is invariant under
this transformation, we obtain the identity

Cv(flah) eill—t2)ax 0(41752)

Jkme T N

(7.22)

3The analytic extension to complex k and q is straightforward but not necessary for our discussion.
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which implies C“1-#2) = 0 if ¢; # ¢ in consequence of the arbitrariness of . Using now the positivity of s
one can write, in complete analogy with Eq. (3.7),

@) = N [ dsg(s)(al]2) - 5) (723
0
hence
Gk,q) =N [ dsg(s) | d*"z6((z|H|z) — s)e~ (Klz)+(zla)
Joso

) /dvg(vz)v” n—1(2vu) (7.24)

gou"~!

where we have used Eq. (B.10), made the change of variable s = v?, and defined v = 1/(k|G|q) and G = H~!.
Although (k|G|q) is not, in general, positive, no ambiguity arises in the definition of its square root since
only even powers of u appear in Eq. (7.24).

If g(s) falls off as s — oo faster than any power of s, we can Taylor-expand the Bessel function in
Eq. (7.24) and integrate term by term yielding

> (_UQ)E
Glk,q) =) A(n;0)—; (7.25)
£=0 ’
where A(n;{) is defined by
ge
A(n; ) = 2
(i 6) go(n)e (7.26)
and gy is given by
1
g = /dv g(v?)p2 -1 — 5 /ds g(s)s" 1 (7.27)
0 0

In consequence of the vanishing of C“1-42) for ¢; # ¢5, only the even terms contribute to the Taylor
expansion (7.21), and of these, only those for which ¢; = ¢s, thus

n

A2 9 n 4 4
Gloq) =1+ 2? (1> Z(kiqj)cf,lj’”+% <2) ST (kikjgram)Clrm +++- (7.28)

ij=1 i km=1
— (-)* - .

I L= (P (7.250)
=0 g =1

By using the formula

4
0 (xilxh a xie)
8le (933]-2 T arjz

= 0i, 1 0ipj, - - 04,5, + Dermutations (total of 2¢ indices) (7.29)

where the x’s represent here either the k’s or the ¢’s, and where the “permutations” are such as to make
the right-hand side a fully symmetric tensor of rank 2¢ (total of ¢! terms), one recovers the result (7.20) (the
derivatives with respect to the k’s in (7.20) will yield a factor £!, as will the derivatives with respect to the
q’s; these two factors of ¢! will just cancel the £!? in the denominator of (7.28Db)).
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The moment Cz(]“) em... 1s obtained from Eqs. (7.20) and (7.25) by setting ¢; = ¢ and using the easily-
proven result
822 klG 14
(kiGla) =nsto, (7.30)
Ok;0k; - - 0@ Oy - - ijeee km
—_———  —— —
Lk’s lq’s
where ng{)’kmm is defined to be
Si(fj,li)kmm = | GixGjm - - - + permutations } (0! terms, 2¢ indices) (7.31)
’ ————
£Gs

where the “permutations” are such as to make the right-hand side fully symmetric* under any permutation
of the first set of indices (¢, J,---) and simultaneously under any permutation of the second set (k,m,---).
When this result is applied to either (7.24) or (7.25) we obtain the fundamental result

CO e = (22 BrZm o) = A S0 (7.32)
—— ——
l2’s 0 Z’s
A few examples are:
CiY = (m2) = A3 1)Gy (7.33a)
Ci(jz,’;ffn = (2i2j2kZm) = A(0;2) [Gir G jm + Gim G ji] (7.33b)
C’fj’;{lm = (zizj2KZaZ%y) = A(n;3) [GiaGGry + -+ - | (6 terms) (7.33c)

0

If g(s) ~ s7P as s — oo, corresponding to p(z) ~ |z|~2P as z — oo, the moment CZ-@_’_A em... €xists only

if g, exists, and is given by expression (7.32), only if £ < p — n, in agreement with the discussion following
Eq. (7.17).
7.1 Recursion Formulas for the Moments.

Eq. (7.32) can be cast in the recursive form

Ci(f,f),7a5,y,., = B(n;{) [Cg;”C’%j’[g}) + permutations ] (7.34)
or, equivalently,
(2i2j - ZpZm -+ ) = B(n; 0) [(ziikﬂzj “++Zpm -+ +) + permutations ] (7.35)

where consistency demands the definition C'(%%) = 1, and where

o A(n; 0) _ ngoge
B0 = A= AGT) ~ ¥ T Do (7.36)

From Eq. (7.32), the moment C'“*) can also be expressed purely in terms of the C'1:1)’s,

Ci(f,’f?_’am_. = D(n;?) [Cf’loil)C’j(-’lﬁ’l) -+ + permutations } (7.37)
¢ Cl)yg
or, equivalently,
(zizj - ZpZm - ) = D(n; ) [ (2iZk)(2jZm) - - - + permutations ] (7.38)
{ terms
where A0 gege*1
) — it) _ 9e90
P = 4s1) = gftm

4Note that G is Hermitian rather than symmetric, hence Gji = G;‘j.

(7.39)
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7.2 Example: the Complex Gaussian Density.

For the case of the complex Gaussian density we choose g(s) = e~* (it is convenient not to include the factor
1/2 in the exponent in this complex case), thus

plz) = N exp{—(z|H|z)} (7.40)

The normalization constant N is determined by Egs. (7.15-7.16), yielding

N-l= / d*"z exp{—(z|H|z)} = d:th (7.41)
The generating function follows from the integrals computed in Appendix B,
G(k,q) = N/dznz exp{—(z|H|z) — i(k|z) — i{z]a)} = exp{—(k|H "|q)} (7.42)
and the gy’s are o
ge = %/ds e Sl = %F(n +0) (7.43)

0

which implies A(n;¢) = 1 for all n and ¢, as expected from the comparison of Egs. (7.25) and (7.42).
Taking 0/0k;0q; or 0/0k;0k; or 0/0¢;0q; of (7.42), then setting k = q = 0 yields

(ui2;) = H;;' (7.44)

and (z;z;) = (%%;) = 0, in agreement with Egs. (7.13). The moment (z;Z;) or, indeed, any even-order
moment, can also be obtained by differentiating both sides of Eq. (7.41) with respect to H;; and using the

formula O det M/OM;; = (det M )M ﬁl, valid for any nonsingular matrix M.

7.3 Subspace Projection.

The subspace projection of p(z) is obtained in a similar fashion as in the real case, thus

P = / "My p(z,y) (7.45)
where y = (241, Zm+2, -+ - 2n). For the strictly quadratic density, p(z) = Ng({z|H|z)), we partition H and
z in the form
: (7.46)
F K y

where S is m x m, E is m x (n —m), Fis (n —m) x m and K is (n —m) x (n —m), with ST =8, KT = K
and ET = F. This partition leads to

(z|H|z) = (y|Kly) + (v|E|Z') + (2| Fly) + (2| S|2") (7.47)

By shifting y by a constant vector h in the form y = y’ + h and choosing |h) = —K~'F|z') or (h| =
—(z/|EK~!, we cancel the terms linear in y’ hence

(z|H|z) = (y'|K|y') + 5'(2) (7.48)
where we have defined the reduced action

§'(2') = (Z|(S — EK'F)|z') (7.49)
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hence
J@)=N / POy (| Ky’ + 8 (&) (7.50)

In the above formulas, K ' is guaranteed to exist on account of Corollary 1, which implies that K is

a Hermitian positive-definite matrix. For this reason we can set y’ = V‘lKgl/ %y where V is the unitary
matrix that diagonalizes K, namely VKV ™! = Kp. Using VI = V~! we obtain (y'|K|y’) = (v|v) = v
hence the projected density is

N
det K
I'(n)det H

_ d 2 1! 2(n—m)—1 7.51
gom™I'(n — m) det K vg(v” 45 (2))v (751)
0

p(2) =

/ "My g(v® + 5 (2))

where gg is given by Eq. (7.16). This result should be compared with (5.13).

8 Conclusions.

We have presented the computation of the moments and their generating functions for n-dimensional densities
of the form p(x) x g(s(x)), where s(x) is a positive quadratic form of the vector x = (1,22, -+, %,) and
g(s) is a non-negative function of s. In particular, we have found the recursion relation that relates the
rth-order moment with the (r — 2)th-order moment. This result constitutes a generalization of the Gaussian
moment theorem, which corresponds to the specific choice g(s) = e~%/2. We have presented the extension
of the above analysis to densities p(z) defined over the n-dimensional complex space of vectors z.
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A Certain n-Dimensional Integrals.

Consider the n-dimensional vector x with Cartesian coordinates (1,22, -+, %,). The vector x can also be
fully specified by its length = = |x| plus n — 1 angles 6, 05, ---, 0,1 such that [12]

T, = xcosb;
To = xsin 6y cos Oy

x3 = xsin 64 sin O, cos O3 0<6;,<m, i=12 -, n—2
where - (A1)
<0;<2m, 1=n-—1
Tp_1 = xsinfqsinby - --cosb,_1
T, = xsinf;sinfs ---sinf,,_1
The generalized coordinates (¢;) = (x, 601,02, ,0,_1) are orthogonal in the sense that
ox 0x
«c— =0 fori #j A2
The volume element is d"x = z™1dzdS),, where
dQ, = (sin ;)" 2(sin )" 3 - - - (sin6,,_1)°db1dby - - - db,,_, (A.3)
The surface of the unit sphere in n dimensions, €2, is
Q, = /d"x 5(lx| — 1) = /dQn
T by 27
= /d91 (sin@y)" 2 /d92 (sin hy)" 3 - -~/d9n,1
0 0 0
27.(.71/2
= - A..4
T(n/2) .

This result follows from repeated application of the formula

/d@ (sin )" \/_(K(%l)) (A.5)

which is valid for general complex v provided only that Rerv > —1. A shortcut method to compute €, is as
follows: consider the integral

I, = /d"xe*"2 (A.6)

By making use of the factorization property of the exponential function it is straightforward to carry out this
integral in Cartesian coordinates, yielding I,, = 7/2. On the other hand, going to n-dimensional spherical
coordinates, we obtain

— _12 n/2— —
In:/dQn/dxx” lem2 = %Qn/dtt [21emt = 10,T(n/2) (A7)
0 0

By equating the two results we obtain (A.4).
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The volume of the unit sphere is

1
[9) 7T.n/2
= n — = n—1 = n e ———
Vi = /d x6(1 — |x]) /dxa: /dQn n TmR2ED (A.8)
0

If a function f(x) depends only on [x| and/or on a few components of x, the integral [ d"x f(x) can be
reduced by integrating out the components on which f(x) does not depend, e.g.,

oo

/d”x flz) = Qn/dac " f(x) (A.9)
0

oo Ky

/d"x flz,kex)=Q,_1 /dfc " /d01 (sin61)" "2 f(x, kx cos ;) (A.10)
0 0

etc. (in this last integral we chose the “1” axis of x aligned with the vector k).
With these results, the computation of the integral found in Eq. (3.8),

= /d”x S((x|H|x) — s)e k"x (A.11)

proceeds as follows: we first make the change of variables x = U _1H51/ 2

matrix that diagonalizes H, namely H = U~ 'HpU, hence

\/diﬁ /d”v S(v? —s)e "V (A.12)

where we used (x|H|x) = v2, defined the vector q = HBl/QUk, and where the prefactor (det H)~'/? is the
Jacobian of the transformation x — v. This integral is now in the form of Eq. (A.10), hence

Uv where U is a real orthogonal

I(k) =

QG [ / |
I(k) n_l /dvv" 15w —s)/d91 (sin §; )"~ 2eiavcosh (A.13a)
0

0

B /2 2./s
- H(T) (av5) (A13b)

n/2 v —q 3/4)

3

A13
Vet 4 Z 0T (/2 + 0) (A-13¢)
where v = n/2 — 1, ¢ = |q| = /(k|H~1]k), and we used a standard definition [10] of the ordinary Bessel

function J,(z).

B Complex Integrals.

In this section the area element d2z for a surface integral over the complex plane of the variable z = z + iy
is defined as d?2 = dxdy. The n-dimensional complex vector z is z = (21, 22, -+, 2,), the ket |z) and bra
(z| are defined by |z) = col(z1,29, - -,2,) and (z| = (21,22, -, Zn), respectively, and H is a Hermitian
positive-definite matrix. We denote complex conjugation by either a bar or an asterisk.

The two basic integrals are

/dzz el = g , Rea>0 (B.1)
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and

. 0T
/dzz emalz fuztvz Ze"™/e Rea>0; u,v complex (B.2)
a

which can be proven by elementary methods.
The gaussian integral

/dQ"z exp{—(z|H|z)} (B.3)

is carried out by first noting that H, being Hermitian, is diagonalized by a unitary matrix U, namely
H =U'HpU, where Ut = U~!. We then perform the change of variables

j2) = U~ Hp ) (B4)
so that (z|H|z) = (v|v) = [v|?, hence
1 5 e
d2n — H - _ - d2n —|v| _ B5
/ @t lelllie)} = G m / Ve det H (B-5)
The integral
L(k,q) = /dQnZ 6((z|H|z) — s)e (K2} +(zla) (B.6)

is carried out in similar fashion. Although in Sec. 7 we are only interested in real k and q, we can allow
them to be, in general, complex vectors. The change of variables (B.4) yields

1
det H

Lk,q) = /d2"v5(\v|2 — g)e K V)HvIa) (B.7)

where (k'| = <k|U_1HBl/2 and |q) = HBI/QU\q>. Defining the 2n-dimensional real vector V and the
2n-dimensional complex vector Q as

) o (4

1 v,
L(k,q) = m/dQ"V(S(VQ—s)e v-Q (B.9)

we obtain

which is of the form (A.12), except that now Q is complex. However, Eq. (A.13c) shows that I(k) is an
analytic function of ¢2, hence it is valid for complex ¢? as well. Therefore we obtain

1 .
L(k7 q) = m /dQnV (S(VQ — S)e_lV'Q (BlOa)

n 5 n—1
S (%) Ju 1 (@QV5) (B.10D)

nen—1 0 kIH-1 V4
el & () 5100
detH 2= OT(n+0)

where @ is interpreted as \/Q?2, not as |Q|. The final result, Eq. (B.10c) was obtained by substituting k’
and q' in terms of k and q, i.e.,

Q* =4k" - q = 4(K'|q') = 4(k|H|q) (B.11)

No ambiguity should arise in the definition of @ in (B.10b) because it involves only even powers of Q.
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