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A Theoretical Study of Quantum Molecular Reaction Dynamics and 

of the Effects of Intense Laser Radiation on a Diatomic Molecule 

Peter Sabatino Dardi 

Abstract 

Within the very broad field of molecular dynamics, we have 

concentrated on two simple yet important systems. The systems are 

simple enough so that they are adequately descrihed with a single Born -

Oppenheimer potential energy surface and that the dynamics can he 

calculated accurately. They are important hecause they give insight 

into solving more complicated systems. 

First we discuss H + H2 reactive scattering. We present an exact 

formalism for atom - diatom reactive scattering which avoids the problem 

of finding a coordinate system appropriate for both reactants and 

products. This is done by using an over complete basis where expansion 

functions are included which are localized in each arrangement 

channel. The interaction between different arrangements is described 

using an energy independent nonlo~al exchange kernel. We present 

computational results for collinear H + H2 reactive scattering which 

agree very well with previous calculations. We also present a coupled 

channel distorted wave Born approximation for atom - diatom reactive 

scattering which we show is a first order approxim;:ttion to our ex;:tc,t 

formalism. We present coupled channel DWBA results for three 

dimensional H + H2 reactive scattering. Reaction prohabilities and 
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cross sections agree very well with previous exact calculations for 

energies near the threshold to reaction. 

The second system which we study is an isolated HF molecule in an 

intense laser field. Using classical trajectories and quantum dynamics, 

we look at energy absorbed and transition probabilities as a function of ~ 

the laser pulse time and also averaged over the pulse time. 

Calculations are performed for both rotating and nonrotating HF. We 

examine one and two photon absorption about the fundamental frequency, 

multiphoton absorption, and overtone absorption. We find that, in 

general, classical mechanics does not predict the correct time behavior 

or rotational state distributions. For the time averaged properties 

classical mechanics describes very well the inultiphotonahsorption but 

less well the other cases. We construct Poincare surfaces of. section to 

help understand the classical dynamics for nonrotating HF. 
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I. Introduction 

The field of theoretical molecular dynamics includes a fairly broad 

range of topics. In general, though, it can be roughly divided into two 

main catagories, molecula~ scattering l and unimolecular dynamics. 2 ,3 

Molecular scattering theory is the study of the collision of an atom and 

a molecule or two molecules in order to learn reaction (nuclear 

rearrangement) rates and magnitudes of internal energy transfer. 

Unimolecular dynamics theory is the study of molecules with large 

amounts of internal energy (which were energetically excited through 

collisions or the absorption of light) to understand how the molecule 

distributes the energy; and if it reacts, either dissociating or 

rearranging, to find the rate of reaction and distribution of energy in 

the products. 

Molecular dynamics both theoretical and experimental is the study 

of elementary processes involving isolated molecular systems. These 

processes are the microscopic view (scattering cross sections and 

unimolecular reaction rates) of the macroscopic world (thermal rate 

constants) of chemistry. The goal is to understand the microscopic 

world better in the hope that this ~ill lead to a better understanding 

of macroscopic phenomena. For gas phase or atmospheric chemistry, where 

everything is basically a series of isolated elementary processes, 

molecular dynamics can yield directly measurable rate constants by 

accounting for the statistical distibution of the relative energy of 

collision partners in a gas (by taking a Boltzmann average).4,5 Even 

for condensed phases, liquids and solids, where events are not isolated, 
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molecular dynamics provides a framework through which to understand the 

more complicated phenomena. 

The methods of studying molecular dynamics are far from 

straightforward. The backbone of molecular dynamics is the Born

Oppenheimer approximation6 which allows for the independent solution of 

the electronic and nuclear motions because of the different timescales 

of their motion. In the Born-Oppenheimer approximation, the nuclei are 

described as moving under forces of the other nuclei and the forces 

created by the electrons averaged over their very rapid motion. 

Therefore, to begin solving any molecular dynamics problem, first the 

potential energy corresponding to this force field must be found. This 

alone is extremely difficult and has only been done completely for the 

simplest systems. 7 A great deal of effort has gone into finding good 

approximations based on a small section of the entire potential energy 

surface. 8 ,9 'This is still an open area of research and poses a great 

challenge. 

Another complication is due to the breakdown of the Born

Oppenheimer approximation. 10 Because of the coupling between different 

electronic states, the nuclei cannot be assumed to be moving under the 

potential of just one electronic state. They have a probability of 

undergoing a transition from one electronic state to another, i.e., an 

electronically nonadiabatic transition. For most realistic systems 

these effects are important. ll The phenomena resulting from this 

breakdown are given the names intersystem crossing or radiationless 

transitions. 12 Solving the problem exactly including the electronic and 

nuclear motion is far too hard. Several approximate methods have been 
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developed for dealing with this problem,13,14,lS which have met with 

some success. The systems that we consider below have fairly accurate, 

known potentials and have well separated electronic states implying that 

the Born-Oppenheimer approximation should be valid. 

The actual problem of solving the dynamics of the nuclear motion 

begins after obtaining an adequate potential energy surface or an 

approximation to it. Solving the dynamics rapidly becomes impossibly 

difficult for all but the simplest of systems without making 

approximations. For molecular scattering the only exact converged 

calculation to date was on H + H2 16 (not counting model systems such as 

collinear H + H2). Looking at unimolecular dynamics, the understanding 

of something as simple as the photodissociation of formaldehyde 17 ,18 can 

evade complete understanding. 

The numerous approximations that can be made to the nuclear motion 

will not be discussed here since most of them will not be discussed 

further. Two approximations should be mentioned since they will be 

discussed below. The first approximation, which is perhaps the most 

important in molecular dynamics, is to use classical mechanics2 ,19 in 

lieu of quantum mechanics. It is hoped that since nuclei are relatively 

massive that this is a good approximation. This is not strictly true, of 

course, and the correspondence principle indicates when classical 

mechanics is truely valid. It is not appropriate to give a complete 

account here of the validity of classical mechanics for use in molecular 

dynamics. Below its validity for one particular application will be 

discussed in detail. The second approximation is the distorted wave 

Born approximation (DWBA).20 OWBA is a first order perturbation theory 
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applied to scattering. The DWBA results approach the exact results as 

the magnitude of the perturbation goes to zero. One c'an see clearly the 

importance of approximations to the nuclear dynamics since exact 

calculations are essentially impossible for complicated systems. It is 

critical then to have some exact calculations so that approximate 

methods can be tested against them. 

Here we consider two problems which represent perhaps respectively 

the simplest problem of molecular scattering and of unimolecular 

dynamics. In both cases reasonably accurate. potentials are well 

known. The first results that will be presented in chapter II will be 

for the standard test problem, H + H2 scattering. The goal of these 

calculations has been to developtec~niques for perfonningessentially 

exact calculations which are easily generalizable to different 

systems. 
, 21 

We have performed DWBA calculations which at, low energies 

have been the first quantitative confirmation of the 3-dimensional 

results on H + H2 • 16 Also, we have performed closely related exact 

scattering calculations22 on the model collinear H + H2 scattering. The 

methods that we have applied should be straightforward to extend to any 

collinear or 3-dimensional atom-diatom system where the potential is 

known.' It appears very promising that these methods will allow exact 

quantum calculations in 3-dimensions for reacting systems besides H + H2 

for the first time. 

In chapter III results are presented for absorption of very intense 

infrared radiation by a diatomic molecule. 23 Exact quantum and 

classical calculations are performed. An isolated diatomic molecule has 

essentially trivial dynamics since there is only one vibrational degree 

4 



of freedom. The interesting aspect of this problem is that we examine 

the coherent absorption24 process itself in detail. In order to 

understand how molecules are prepared in highly excited states by the 

absorption of very intense light, the actual absorption process must be 

studied since time dependent perturbation theory is not valid for very 

high intensities. Even a simple problem of a diatom in a laser field 

proved interesting. A diatomic molecule is a convenient system to study 

simple multiphoton and overtone processes which are important even in 

the initial excitation of larger systems to high energies. Also, we 

were able to gain some insight into the validity of using classical 

mechanics to study the infrared absorption of small molecules. 

5 



II. Reactive scattering 

A. Introduction-

Until about 20 years ago Transition State Theory4,5 ,25 was the only 

way to obtain numerical estimates of bimolecular reactive rate 

constants. Due to developments in scattering theory26 and numerical 

methods 27 , it is now becoming possible to test the statistical 

assumptions of transition state theory and directly calculate state to 

state transition probabilities and rate constants. Even with all of the 

progress in computational technology and a large amount of effort from 

many groups28,29, it is still very difficult to do molecular reactive 

scattering calculations. Essentially all reactive scattering 

calculations have been for ato~ - diatom systems._ Even within this 

narrow category, a vast majority of the calculations 30 have been limited 

to collinear models and then mostly for H + H2 scattering. All of the 

reactions considered in this chapter will be assumed to have an 

isolated, electronically adiabatic Born - Oppenheimer6 potential energy 

surface. 

One of the serious complications in reactive scattering is that the 

natural coordinate system for the reactants in the entrance channel is 

different from that for the products in the exit channe1 31 • It is 

6 

difficult to define a consistent, well behaved set of coordinates for u 

the entire reaction. If a different set of coordinates is used for 

different parts of the reaction, they must eventually be matched 32 • The 

purpose of our work has been to develop methods which avoid many of 



these complications. This is done by using an over complete basis which 

includes basis functions localized in each arrangement channel. The 

interaction between the different arrangement channels is accounted for 

using an exchange kernel. These exchange interactions are analogous to 

the treatment of interactions between electrons in Hartree - Fock 

theory33. The original idea was first developed by Miller22a based on a 

variational method. This method can yield essentially exact results. 

Here, we also make use of a distorted wave Born approximation (DWBA), a 

first order perturbation theory, version of this formalism which was 

first developed by Hubbard, Shi, and Miller34 • 

Here we apply this exact scattering method to collinear H + H2 

reactive scattering and the DWBA method to three dimensional H + H2
21 • 

At low energies, i.e., in the threshold region to reaction, one would 

expect DWBA results to be very accurate since reaction should only be a 

small perturbation on the dynamics. Previous DWBA calculations in 

molecular scattering 35 - 64 , many were for three dimensional H + H2 , 

yielded results which were in error by as much as several orders of 

magnitude. They often yield surprisingly accurate relative cross 

sections, though, which has found use65 in determining vibrational and 

rotational final state distributions for many reactions through Franck -

Condon methods66- 68 • In all of these previous molecular applications, 

the nonreactive distorted wavefunctions are determined from a single 

channel elastic scattering calculation with the only difference being 

how well the vibrations and rotations are accounted for adiabatically 

and therefore what elastic potential is used. For example, in much of 

51-57 the work of S. H. Suck and coworkers , the asymptotic molecular 
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wavefunctions are assumed frozen throughout the collision, and the 

elastic potentials are obt~ined by averaging the full potential over the 

frozen wavefunctions (DWBA - FM for frozen molecule). Two somewhat more 

accurate treatments have been developed by Tang, Poe, Sun, Choi, and 

coworkers42- 50 and also by Clary and Conn~r59-64. In the first, 

vibrational wavefunctionsare allowed to distort adiabatically to the 

presence of the incident atom42- 45 ,59-63 (DWBA - VA for vibrationally 

adiabatic), and in the second the molecular wavefunction is taken as a 

product of separately determined vibrationally and rotationally 

adiabatic wavefunctions46- 49 ,64 (DWBA - RA for rotationally 

adiabatic). Very recently, Sun et. ~.50 have improved on previous DWBA 

results substantially by allowing the molecular wavefunction to be fully 

adiabatic (ATM, adiabatic T matrix theory). Many, though not all, of 

the above ~ppl1cations are actually approximate forms of DWBA since the 

wavefunctions in the reactant and product arrangement channels are 

calculated at different levels of approximation. 

The major difficulty with the previous DWBA methods is that they 

failed to calculate .the nonreactive wavefunction accurately enough. The 

nonreactive wav~function in the interaction region cannot be described 

accurately enough using only one diatomic molecular wavefunction even if 

there is only one diatomic state energetically allowed asymptotically. 

Here we solve for the nonreactive wavefunction using coupled channel 

methods which yield essentially exact nonreactive wavefunctions. This 

idea of using coupled channel distorted wavefunctions was developed 

independently by Emmons and Suck58 , who presents the formalism for three 

dimensional reactive collisions, and by Hubbard, Shi, and Miller 34 , who 

8 



present a formalism for collinear atom - diatom collisions with an 

application to collinear H + H2 with excellent results. 

For collinear H + H2 there have been many quantum mechanical 

studies done before69- 79 • Our method based on Miller's22a variational 

method offers the advantage of being straightforward to extend to other 

more complicated systems. There have been three previous 

applications 22b- d based on Miller's variational formalism22a • The first 

by Wolken and Karplus22d for three dimensional H + H2 included only the 

ground vibrational state in the couple channel expansion for H2 , so they 

did not obtain converged results. The other applications by Garrett and 

Miller 22b and Adams and Miller22c , both for collinear H + H2 , differed 

from our approach in two respects. First they used in their expansion 

for the nonreactive wave function the ground vibrational state of H2 and 

square integrable functions to account for the energetically forbidden, 

i.e., closed, asymptotic vibrational channels. In our approach, we 

expand the wavefunction in both open and closed vibrational states of 

H2 • Our approach has the advantage of not requiring modification for 

calculations at higher energies with more than one open channel and of 

not being dependent on the choice of square integrable functions. The 

second difference is that both Garret~ and Miller22b , and Adams and 

Miller22c expand the exchange kernel operator, Vex(R,R') over a basis 

A 

set. We instead show how Vex(R,R') can be written in terms of the 

energy independent exchange kernel Wex(R,R') which was first defined by 

Hubbard, Shi, and Miller 34 in their DWBA calculation. This has the 

advantage that Wex(R,R') does not have to be recalculated at different 

energies. Also, we evaluate Wex(R,R') on a grid without contracting it 

9 



onto a basis, so that our results are independent of any basis 

functions. 

Here, we extend the coupled channel distorted waye, DWBA - CC 

approach of Hubbard, Shi, and Miller34 to the three dimensional H + H2 

reaction, making detailed comparisons with accurate quantum results. 

Since we account exactly for the nonreactive wavefunction, we should and 

do obtain excellent aggreement with the exact quantum results for 
I 

energies in the threshold region where reaction probabilities are not 

too large. At energies where the reaction probabilities are less than 

about 0.1, the results converged with respect to the addition of more 

molecular basis functions. At higher energies we found, as Hubbard, 

Shi, and Miller34 found in the collinear case, that the probabilities 

became unstable with respect to the addition of more basis functions. 

We also introduce a very accurate approximation to DWBA ~ CC through the 

use of the coupled states approximation, DWBA CS. This work 

represents the fi~st quantitative comparision with the exact quantum 

results of Schatz and Kuppermann l6 for three dimensional H + H2 on the 

Porter - Karplus80 potential energy surface. 

We also present results for "exact" calculations for collinear H + 

H2 scattering on the ... Porter - Karplus OO potential surface wi th 

comparisons to other quantum mechanical calculations. We perform our 

calculations over a very large range of energies from the deepest 

tunnelling region to energies with three open asymptotic vibrational 

channels. Over this whole range of energies we obtained excellent 

agreement with previous calculations. These results are very 

encouraging for a method which is apparently straightforward to extend 

10 
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to other systems. 

B. Theory 

1. Atom - diatom scattering formalism 

Here we develop a scattering formalism based on the variational 

method of Miller22a specific to atom - diatom scattering at energies 

below the energy required for three separate atoms. In this section the 

discussion will remain very general with no reference to the specific 

coordinate system or dimensionality. Below we will describe the 

specifics for both collinear and 3 - dimensional H + H2 • 

a. Expansion of the wavefunction and definition of the exchange 

operator 

For A + BC scattering, assuming that the total energy is 

insufficient for three separated atoms, there are, in general, three 

asymptotic arrangements possible, A + BC, B + AC, and C + AB, although 

some of these may not be energetically allowed at low scattering 

energies. For collinear atom - diatom scattering there are only two 

possible arrangements, but most of the rest of our development follows 

with this in mind with other exceptions noted where necessary. Within 

each of these arrangements the diatom asymptotically can be in different 

internal states, n, again with the constraint that there be enough 

energy. In keeping with the common terminology we will refer to 

energetically allowed asymptotic states (including arrangements, diatom 

internal states, and orbital angular momentum, if appropriate) as open 

channels and energetically forbidden asymptotic states as closed 

11 



channels. 

We first expand the wavefunction, 

where 14>~ is the direct product of the (vibrational and rotational) 

molecular wavefunction for the isolated diatom for arrangement b and of 

the orbital angular momentum state with n representing the combined 

Ifb > 
index which describes the product uniquely and a is the 

n+TI
i 

corresponding radial wave function assuming initial state n i in 

arrangement channel a. The exact form of I<p!> will depend on the 

dimensionality and on the particular coordinate system. Note that in 

the collinear atom - diatom case there are only two arrangements 

po~sible. This expansion is over complete, but this should cause no 

problems for reasonable expansions since asymptotically the basis 

functions are well separated. We will need to account for the 

nonorthogonality of the I<pn> in different arrangement channels. 

The scattering wavefunction satisfies the equation, 

(H - E) I 'if a> 
n

i 

0, 
( II. 2) 

where H is the Hamiltonian operator. Taking eqn. (11.2) we mUltiply 

from the left by <Rbl<cpbfl to give, 
n 

o , 
(11.3) 

where <<pb I is defined below eqn. (ILl) and <Rbi is the translational 
n

f 
coordinate corresponding to the internal state <<p~fl which is included 

so that the function with which we project covers the entire space. By 

12 
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doing this we are projecting out the final state and thus examining the 

coupling into this state. Now combining eqn. (11.1) with (11.3) gives, 

n 
E I cp2 > I f2 > 

n' a n'+n 
i (I1.4 ) 

o 
'0; 

The b th term of eqn. (11.4) accounts for coupling within the same 

arrangement channel, i.e., the elastic and inelastic effects. The other 

two terms account for the rearrangement or reactive part of the 

interaction. We define the exchange operator, 

(I1.5 ) 

with b f. c. 

We will first solve a zero order equation to account for all the 

elastic and inelastic nonreactive effects exactly, 

(II.6) 

IOf a > 
where a is the "exact" nonreactive wavefunction. We solve this 

n+n
i 

equation by direct numerical integration. We use this zero order 

wavefunction as a distorted wavefunction and the exchange operator 

accounts for the interactions responsible for rearrangement. 

The formal solution for the full wavefunction can be written down 

using the set of coupled Lippman Schwinger type equations, 

(I 1. 7) 

+ ~ °G b ~bd Ifd > 
nn" n" n ' a ' 

n',n" n'+n 
i 

with equivalent expressions for c and d where b f. c * d, 0ba is the 



° b standard Kroneker delta function and Gnn , is the zero order, 

nonreactive Greens function which is described in detail in Appendix 

II.A. This set of coupled equations can also be written in matrix form, 

j f I > 6
al 

jOf l 
> °G1 

0 
a a nn' , 

n+ni 
n+n

i 

If2 > 6
a2 

IOf2 > + 1: 0 °G 2 
a a nn' , 

n+n
i 

n+n
i 

n'n' , 

If 3 > 6
a3 

IOf3 > 0 0 a a n+n
i 

n+n i 

0 
A12 AI3 
V V n' 'n' n' 'n' 

A21 
0 

A23 
Vn , 'n' V n' 'n' 

A31 A32 
0 Vn , 'n' V n' 'n' 

or using vector notation for the arrangement indices, 

1
0 ° f >+ E G "V"' "'n+n i '" ""nn ""n n n n 

I t a>· 
n+n 

i 

0 

0 

°G 3 
nn' , 

I f I 
a n+n. 
l. 

If2 
a n+n 
i 

I f 3 
a n+n. 
1. 

This equation can be solved iteratively for It a> 
'n+n 

to give the 

infinite sum, 

° 

E °G 
""nn' , 

n'n' , 

i 

V 
""0' '0' 

(II.8) 

> 

> 

> 

(I1.9) 

(ILIO) 

+ E Goo 0 , , ~o' '0'" + ••• 
0'0"0"'0° 

which cao be formally summed to yield, 

° E G ,,(6 ,-E 
0' n ' to' ,,"'on "'ITlm m" 

° -1 
V G ) 
"'ITlm" "'!lI' 'm' 0' 'n'" 

V 
"'n" 'n' 1°f > 

"'11.' +n ' 
i 

(II.1I) 
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• 

where the matrix inverse is taken over the matrix of the combined index 

of internal state labels and arrangement index. From this equation we 

get the transition matrix, 

!O, 'n' n' , , 

A 0 -1 A 

~m" ~"m')n"n'" ~"'n'· 
(11.12) 

b. Relationship between y. and U ,operators nn' Snn 

First we take the Hamiltonian and write it as, 

(IL13) 

where Kb is the translational kinetic energy operator relative to 

arrangement b, kb is the isolated diatomic kinetic energy operator, Vb 

is the asymptotic diatomic vibrational potential, Vb is the potential 

energy operator with Vb subtracted off plus the orbital angular momentum 
A 

kinetic energy operator. It follows that hb is the asymptotic diatomic 

Hamiltonian operator so that, 

(II. 14) 

where £~ is the n th diatomic eigenvalue for arrangement b since hb does 

not operate on the orbital angular momentum part of I~~>. Using the 

definition of the exchange operator, eqn. (11.5), along with eqns • 

(11.13) and (11.14), we get, 

+ V 
a 

+ h 
a 

15 



(II .15) 

with Ea = E -~. We know that the nonreactive wavefunction satisfies 

eqn. (11.6) which combines with eqns. (11.13) and (11.14) to give, 

+ V - E 
a a 

which can be rearranged to give, 

since <cpa Icp~ = 6 and 
n f n nf,n 

with eqn. (11.15) gives, 

we define Va 
n'n 

0, 

(II.16) 

Combining this 

(11.17) 

ba where we have defined the energy independent exchange operator Wn n' 
f 

(11.18) 

This operator was first defined by Hubbard, Shi, and Miller34 for use in 

a collinear multichannel distorted wave calculation. We see in eqn. 

16 



... 

(11.18) the effect of an overcomplete basis. If the sum over n' covers 

a complete set of states we can remove this complete set and see that 

wba identically vanishes. The over completeness of the basis should 
nfn 

not cause any problems for the finite bases that we will be considering. 

Next, we consider the exchange operator acting on the zero order 

Greens function matrix, 

n' 

;ab 
n n' 

f 

= 1: <41
a '~b + Vb - Ebl4>~,> °G

b 
n'n ' 

n' 
n

f i 

1: a ," I bob < 4> Kb - Eb 4> ,> G, 
n' 

n
f 

n n n
i 

01.19) 

NOw, we make use of the definition of the Greens function, 

(11.20 ) 

Combining eqns. (11.19) and (11.20) we get, 

n' 

;ab 
n n' 

f 
= 1: 

n' 
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- L 
n'n 

L ;ab °Cb 
= L W °Cb _ Sab 

n' 
n n' b 

n' 
n n' n'n nfn i f n'n f i 

i 
(II.2l) 

where we have used eqn. (II.18) and defined the overlap matrix, 

01.22) 

Substituting eqns. (11.17) and (11.21) into eqn. (11.10) yields, 

= 10f > + L 
~ a 

n+n
i 

n'n"n'" 
Or. ( 0 + S 

lOnn" mm' "'1lIIlI ' 

m' , 

o -1 
~" ·~"m')n"n'·" W 

"'n' "n' 1
0f > 

'" a' n'+n 
i 

(II.23) 

where the notation implies that the inverse matrix is taken over the 

co~bined arrangement and internal state indices then the n", n'" 

element is taken of the inverted matrix. In this form we have replaced 

the energy dependent exchange operator V with an energy independent 
"nn' 

operator ~n' while gaining an overlap term Snn'. Wnn' is just 

dependent on the potential and the expansion basis functions I~n>. It 

is this form on which we base our further development. 

c. Determination of the reactance matrix, K,and the scattering 

matrix, S 

For the purpose of determining the wavefunction, we assume that the 

wavefunction is real and, therefore, that asymptotically it fits real 

boundary conditions. Below we show how to· relate our solution with real 

boundary conditions to the standard scattering boundary conditions and 

thereby obtain the S matrix. The asymptotic form that we assume for the 

18 
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wavefunction is, 

where 

with 

a 
s 

n 

a 
c 

n 

Ivl = 

- <Rlc~ 

~ka 
n 

~ 

. a 
sin[k R 

n a 

a 

- (J + j ) 
a 

1T/2j 

I v 11/2 

cos[k R 
n a 

- (J + j ) 1T/2j 
a 

I v 1112 

and 2~(E - £a) 1/2 
k

a 
= [ n ] 

n ~2 

(I1.24) 

(1I.25) 

Ka 
for n being an energetically open channel where nnb is the reactance 

i 

. °Ka matrlx, nn 
i 

being the zero order, nonreactive, reactance matrix, v is 

the translational velocity, k n is the asymptotic translational wave 

vector for internal state n and arrangement a, and ~ is the reduced mass 

for translation in the appropriate arrangement channel. J is the total 

angular momentum quantum number and ja is the rotational angular 

momentum quantum number in arrangement a. We have picked a 

representation of the angular momentum with J, and ja and their 

projections. For collinear scattering both J and ja are set to zero in 

this equation. The form for ISn> and Icn > in the asymptotic closed 

channels can be various linear combinations of exponentially growing and 

decaying terms depending on convenience. We will specify our choice 

below when we give more details of our specific calculations. The exact 

asymptotic form of the wavefunction affects the specific form of the 

19 



Greens function ,see appendix II.A. 

In order to calculate the Greens function we also need the 

irregular solution for the nonreactive wavefunction, see appendix 

II.A. We are free to pick for the irregular wavefunction any solution 

which is linearly independent of the regular solution although its form 

will also affect the form of the Greens function. Here we will assume 

that the irregular nonreactive wavefunction asymptoticly goes as, 

(11.26) 

where Icn> was defined in eqn. (11.25). As we show in appendix II.A, 

with these forms for the regular and irregular nonreactive 

wavefunctions, the asymptotic form for the Greens function becomes, 

(11.27) 

Given the asymptotic forms in eqns. (11.24) and 01.27), the asymptotic 

form of the total wavefunction, eqn. (11.23) becomes, 

It> - I ~> + I c > o~ + l 1: 
a " -n nn i )\ , " '" n-+n
i 

n n n 

(0,+$ ,-1: 
"'!1UTI ""!lUll 

W 10f > 
"'n"'n' -n'+n ' 

+~, - 1: 
m' , 

and it follows that, 

ro' , 

2 
+-

)\ 
n'n' 'n'" 

(0 f "I ( 6 , -nn "'mm 

°c )-1 W 
~" !Om" m' n" n ' " "'n'" n ' 

i 

(11.28) 
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K 
"'n' +na 

i 

o~ 
a nn. 
1 

- L 

n'n' 'n'" 
<0 f , , I ( <5 ,+ S , 

-nn '"mm '"mm 

w °c )-1 
m' , "'111m" "'In" m ' n" n ' , , W 10f > '"n ' , , n ' -n ' n. • 

1 (11.29) 

Basically, most of the calculational effort goes towards calculating 

this reactance matrix • 

NOw, we will outline how the scattering matrix, S, is calculated 

from the reactance matrix, K. Asymptotically, the wavefunction only has 

finite density in open channels therefore the S matrix is only defined 

for these transitions. If the wavefunction If b> and the n+n reactance 
i 

matrix ~n' are considered matrices in the channel numbers, then we need 

to consider only the block of these matrices over the open channels. 

So, we begin with, 

where the 0 or 00 designate that only the open channels, n, are kept in 

the vectors or matrices. Now we take the position representation, eqn. 

(11.24), and replace the sines and cosines by the equivalent complex 

exponentials, 

sin [k R -(J+j ) 2!:] . n 
cos[k R -(J+J ) 2] 

fOO ( R) <RI fOO > 
-n a a 2 -n a a 00 

Iv 11/2 
+ 

I v 11/2 ~nn ' a - a n+n
i 

n+n
i 

1 

ilk R -(J+j ) 2!:] -i [k R -(J+j ) 2!:] 

Iv l- 1/2 -n a a 2 -n a a 2 e -e 
2i 

ilk R -(J+j ) 2!:] -ilk R -(J+j ) -2
n

] -n a a 2 -n a a 
e + e 

+ -------------------2---------------------

-i [k R - ( J +j ) -2
n

] -n a a 
-e 

2i 
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i [k R -(J+j ) 
"11 a a 

e 
+ ~----::2"":'i----

(II.30) 

Now rearranging eqn. (11.30) we obtain, 

L 2if oO (R)(o _iK oO )-1 

-ilk R -(J+j ) 2w] ilk R -(J+j ) ~] 
""'Ila a ""'Ila a 2 

"11 +n ' nn'"Mon ' a 
_-~e ____ ~~_____ + ~e _______ ~ __ __ 

Iv l1l2 Iv l1/2 n' . n'n 
i 

n' 

We compare eqn. (11.31) with the equation for the scattering 

wavefunction in terms of the S matrix8l , 

- i [k R - ( J +j ) .!] i [k R - (J +j ) .!] 
-n a a 2 ""'Il a a 2 

_-~e ______ ~____ + ~e _______ ~ __ _ 

Iv l1/2 Iv l1/2 

to identify, 

2i L L+n,(R) (0 _iK
oO 

)-1 
-" mm' "'mm' n' n , n' ~ 

( rOO ) (r iKOO ) - 1 S = L U ,+ iK, U ,- " 
~ni n' nn "'nn mm "'mm n n i 

S 
=nn, 

1 

(11.31) 

(II.32) 

(II.33a) 

(I1.33b) 

We use eqn. (Il.33b) to obtain the S matrix from the K matrix obtained 

from eqn. (11.29). 

d. The DWBA limit 

In this section we will discuss how to take the first order 

perturbation (DWBA) limit of the scattering formalism developed in 

sections a-c. We will show how this is equivalent to a multichannel 

version of DWBA developed by Hubbard, Shi, and Miller 34 • DWBA is 

basically first order order perturbation theory, so we need to keep the 
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perturbation, in this case reaction, only through first order. Starting 

with the T matrix defined in eqn. (11.12), we constuct, 

~DWBA 
""Il' 'n' 

V "n' 'n' , 
(II. 34) 

which is just the first reactive contribution to the infinite sum in 

eqn. (11.10). Based on the DWBA form of the T matrix in eqn. (11.34), 

the reactance matrix, K, becomes, 

E <of Iw 10f > 
-n +n " "'n" n ' -n ' +n ' n' 'n' i (I1.35) 

where the first term is diagonal in arrangement indices, only a 

nonreactive contribution, and the second term is purely off diagonal in 

arrangement indices, only a reactive contribution. 

When calculating 'the S matrix from this DWBA K matrix, we need to 

include the reactive part of the K matrix only through first order to be 

consistant with the approximation to the T matrix. First we write the 

ope.n block of the K matrix separating the reactive and nonreactive 

contributions, 

DWB~oo 
"nn 

i 

+ ~oo 
'"nn ' i 

where 
Rvoo = ~ E <of Iw IOf >. 
~n ~ -nn" ~n"n' -n'n 
in' 'n' i 

,I' 

It should be noted that while we only need the open block of R~, the sum 

over n" and n' covers both open and closed channels. Then we 

substitute this expression for K into the equation for the S matrix eqn. 

(II.33b) • 



(11.36) 

N d hi i . ~oo i 11 ext, we expan t s equat on assum1ngK , s sma , 
"nn 

n'n' , 

[ r ~ ~_oo (r iOKoo)-1 ]-1 
U ,- i l. -1( , ukl - kl" , , , mm , "'mIll .. m m n n 

m i 

.. 1: (0 ,+ iOKono,)(Omm'- iOKoo,)-~ + 1: il)z ,(0 ,- iOKoo,)-: 
nn -~ ~ n n "nn mm ~mm n n 

n' i n' i 

+ 1: (0 i O 
00 )(0 

nn' + ~nn' mm' 
n'n' 'nO 

(11.37) 

where in the last expression we keep terms only through first order in 

~~, • Rearranging eqn. (11.37), we get, 

§.nn 
i 

.. 1: ( 0 ,+ i °KoO ) ( 0 - i °KoO ) -1 + 1: 
nn ~n ' rom' "'tIUll' n' n 0 n' 

+ 1: (0 , 
n' 'n 0 mm 

i n'n"n 

~_OO .0 00 -1 
(i -1( " 0)( 0kl - 1 K.- l ) 0 "nn l:iknn . i 

° 00 -1 R 00 
i K , ) " (2 i K " 0)( 0kl "'mm nn "n n 

i0K.00) -1 
-Kl nOn. 

1 

(11.38) 

The first term of the expression in eqn. (11.38) contributes only to the 

nonreactive part of the S matrix, i.e., the terms is purely diagonal in 
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" 

'" 

arrangement index. In the second term, °K
oO 

"'nun' 
is purely diagonal in 

~_oo -
arrangement index while -x " 0 is purely off 

"'0 n 
diagonal. As a result, 

the second term is purely off diagonal and therefore only contributes to 

the reactive part of S. The nonreactive part of S to first order is 

just the contribution from the purely nonreactive scattering 

calculation. Higher order contributions, though, effect both the 

reactive and the nonreactive part of S. We can now explicitly write a 

reactive block of the first order S matrix as, 

where the DWBA reactive K matrix is given in, the second term of eqn. 

(11.35), and we only allow the channel numbers to vary over the open 

channels. 

NOw, we want to show how this derivation is exactly equivalent to a 

standard DWBA treatment with a multichannel nonreactive distorted 

wavefunction. This multichannel DWBA treatment was first developed by 

Hubbard, Shi, and Miller34 for application to collinear H + H2 • We 

begin with the standard DWBA expression for the S matrix, 

(II .40) 

where H is the total Hamiltonian operator, E is the total energy and o~ 

is the distorted wavefunction with the correct incoming or outgoing 

boundary conditions. In this case we will pick for the distorted 

wavefunction the "exact" multichannel nonreactive wavefunction defined 

in eqn. (11.6). We now expand the distorted wavefunction in terms of 

the I ~~> defined below eqn. (11.1), 
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( 11.41) 

where each expansion only includes one arrangement since there is no 

"' .. 
coupling between the arrangements 'in the distorted wavefunctions as seen 

in eqn. (11.6). Using eqn. (11.33a) and a similar expa~sion for f-, 

If > ( r iKoO )-1 
, u, + , " 

"'Tl n mm "'mm n n 
f (11.42) 

we obtain from eqn. (11.4), 

E (0 - iOKbb )-1 (of b 1(A.bl~ _ EIA.a > 
mm' mm' n n" n"n ~n ~n' nn ' n ' 'n ' , , f 

1
0fa >(r 1. oKaa )-1 

, '" u ,- "" n n mm mm n n 
i (II.43) 

where n" and n'" only vary over the open channels, but n, and n' vary 

over open and closed channels. Substituting from eqn. (11.5) this 

equation becomes, 

nn'n" n'" 

( 0 _ i oK aa ) - 1 
mm' mm' n" 'no 

1 

Making use of eqn. (11.17), we obtain, 

nn'n' 'n'" 

(II.44) 

Now, based on the reactive part of eqn. (11.35), eqn. (11.44) becomes, 



2i [ 
n' 'n'" 

( 6 , 
mm 

(11.45) 

where based on the definition of S, the channel indices only vary over 

the open channels. Comparing eqn. (11.45) with eqn. (11.39), we see 

that we have shown how this development of a multichannel DWBA formalism 

is, as expected, equivalent to the DWBA limit of the scattering 

formalism developed in sections a-c above. 

2. Coupled channel DWBA for three dimensional H + H2 reactive 

scattering 

In section Id we developed the general formalism for coupled 

channel DWBA. In this section we will give the specific representation 

of this formalism appropriate for three dimensional atom - diatom 

scattering. We will then show the symmetry decoupling for the symmetric 

H + H2 reaction. We also develop an approximate method based on the 

coupled states approximation. 

a. Three dimensional representation of coupled channel DWBA using body 

fixed coordinates 

Six coordinates are needed to describe the atom - diatom system. 
+ 

To define our six coordinates, for each arrangement we pick R~, the 

+ 
vector from atom A to the center of mass of the diatom BC, and r~, the 

vector between atoms Band C. Next, it is convenient to mass weight the 

coordinates, so using the Delves82 ,32 mass scaling, we define, 

+ -1 + 
r c r' 

a a a' 
+ + 
R = c R' 

a a a' 
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(11.46 ) 

where, 

~abc is the reduced mass for the motion of atom A relative to the center 

of mass of the diatom Be; and Ubc is the reduced mass of the relative 

motion of atom B to atom e, 

~abc = rna (mb +mc)/(ma + mb + mc )' 

~bc = mbmc / (mb + mc )' 

(II.47) 

where ma,mb , and mc are the masses of atoms A, B, and e respectively. 

The J2 and Jz operators, whe.re J2 is the square of the total 

angular momentum operator a~d Jz is the operator for the projection of 

the total angular momentum on a space fixed z axis, commute with the 

Hamiltonian. We perform a standard partial wave analysis81 of the 

wavefunction where we expand the wavefunction in terms of states with 

fixed J and M, the quantum numbers for the total angular momentum and 

the z axis projection of the total angular momentum, 

a: J 

II\' b) E E c JM II\'~· 
n

i 
J~ M=-J n

i 

I~~) is a simultaneous eigenfunction of J2, Jz, and H which is 
1 

(11.48) 

possible since the operators commute. While it will not be explicitly 

shown, the c JM are determined from the plane wave incoming flux which we 

use implicitly in section 2f when we give expressions for the 

differential and integral cross sections. 

Now we are ready to express our wavefunction in terms of a 

2R 



coordinate system. If we define a randomly oriented space fixed 

coordinate system (x,y,z) with the origin at the center of mass of the 

+ + 
three atom system, the vectors, ra and Ra' defined in eqn. (11.46), 

represent the six coordinates which are needed to describe the system. 

We take the coordinate representation of our wave function in terms of 

this coordinate system, 

+ <r 
a 

~TM + + 
'r

b
( r , R ). 

a a 
n

i 
(11.49) 

Rather than now expanding our wavefunction in terms of complete sets of 

eigenfunctions of the orbital and rotational angular momentum operators, 

it is more convenient to rotate our coordinate system to a body fixed 

coordinate system and to express the wavefunction and the projection of 

the angular momentum in terms of this coordinate system following Schatz 

and Kuppermann 32 • 

We will rotate the space fixed coordinate system to a body fixed 

coordinate system (X,Y,Z) again with its origin at the center of mass. 

This body fixed coordinate system will have its Z axis oriented along 
+ 

the Ra vector. It requires two angles 9a and ~a' the polar and 

azimuthal angles of the Z axis in the (x,y,z) coordinate system, to 

uniquely describe the rotation of the space fixed coordinate system into 

the body fixed coordinate system. We are assuming that we do not 

reorient the X and Y axes about the Z axis. In the body fixed 

+ 
coordinate system the vector Ra becomes a single component Ra which is 

the distance of atom A to the center of mass of the diatom BC. 

Therefore, the wavefunction in this body fixed coordinate system is only 

a function of four variables. Performing this rotation, the 
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wavefunction from eqn. (11.49) becomes, 

___ JM + + 
't'b(r,R ) = a a 

n
i 

In 

J 
I: 

n =-J 
a 

In a + 
"b(r,R), a a 

n
i 

'I' a( + ) 
where b ra,Ra is the body fixed wavefunction, D~n (~a' 8a , 0) 

n i a 

Wigner rotation matrix, the factor [(2J+!)/81T2 ] 1/2 normalizes the 

(II .50) 

is a 

Wigner 

rotation matrix, and n is the projection quantum number for the total a 

angular momentum along the body fixed Za axis. In the rotating 

coordinate system the Za component of the orbital angular momentum is 

zero. So, na is also the Za axis projection quantum number for the 

rotational angular momentum of the diatom Be. 

Next we expand our body fixed wavefunction in terms of a complete 

set of states representing the vibrational and rotational motion of the 

diatom in body fixed coordinates, 

In ex ex ~ (r ) Jv j n 
'I' 

a + 
I: I: Y·n(Y,I/I) vaja a f a a a(R ) b (r ,R )= a a 

v =0 ja=lnal 
J a a 

R 
b a ' 

(II.5!) n
i 

. a a r n
i a a a 

where va is the vibrational quantum number and ja is the rotational 

quantum number. The sum over ja begins at Inal since na is the 

projection of j along Z, so ja cannot be smaller than this. . a 

Y
J
' n (Ya' I/Ia ) is a spherical harmonic 
a a 

which is the eigenfunction of j2 

and j Z. 
+ 

+ 
Ya is the angle between the ra and Ra vectors, and Wa is the 

angle which orients the diatom about the Z axis. 

vibrational eigenfunctions of the isolated diatom. 

The ~v J' (r ) are the 
a a a 

Based on this development, the position representation of the 

wavefunction defined in section 1, 1~~>lfa b>' is, 
n+n

1 
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J 
DMn (4) a ' e a ,0) Y. n (Y , 1jJ ) 

a J a a a a 

r R 
a a 

Jv j n 
f a a a(R ) 

b a ' 
n

i 
(11.52a) 

a 4> (4) ,8 ,Y ,1jJ ,r ) 
n a a a a a 

(
2J+1)1/2 J 4>v j (r) 

2 
DMf"'I (4) , 8 ,0) Y. f"'I (Y , 1jJ) a a 

8n u a a a J aHa a a r 
a 

Jv j n 
f a a a(R )/R 

b a a 
n

i 

(I 1.5 2b) 

(I1.52c) 

where we have assumed that the wavefunction represents only one partial 

wave. Our collective index, n b , of section 1 becomes, 

b 
n + vb' j b' nb , (I1.53) 

and we will often interchange the collective index for the complete set 

of indices throughout this section. 

b. The Hamiltonian in body fixed coordinates and the solution for the 

nonreactive wavefunction 

The derivation of the Hamiltonian in body fixed coordinates is 

given in detail by Schatz and Kuppermann32 and Pack83 • The 

complications come from the angular momentum terms of the kinetic 

energy. The angular momentum contribution to the kinetic energy in mass 

weighted, space fixed coordinates is, 

K 
Ang 

(I1.54) 

where la is the orbital angular momentum operator for arrangement a, and 

ja is the diatomic rotational angular momentum operator for arrangement 
A 

a. First, we need to convert from a representation in terms of la and 

ja to a representation in terms of ja and J where J is the total angular 

momentum operator. "'2 The la operator can be written in terms of the J and 
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ja operators, 

• j + j e J). a a 

Next J and j a need to be expressed in terms of the body fixed 

coordinates. Schatz and Kuppermann32 give a detailed table of angular 

momentum operators in both space fixed and body fixed coordinates. The 

result is that the angular momentum contribution to the kinetic energy 

becomes, 

(II.55) 

where the + and - indicate raising, and lowering operators in terms of 

the body fixed coordinates. The terms with the raising and lowering 

operators, which connect adjacent nZ states, are due to centrifugal 

co~pling from our conversion to a rotating body fixed coordinate system. 

The potential energy is only a function of the relative positions 

of the three atoms determined by the variables rat Ra,and Ya ; i.e. the 

potential only depends on the shape and size of the triangle formed by 

the three atoms not on the orientation of the triangle in space. As a 

result, V does not couple different na. The fact that the only off 

diagonal contribution in na of the body fixed Hamiltonian is due to the 

centrifugal coupling is the basis for the coupled states approximation 

to be discussed below. 

Now, we are ready to give the body fixed three dimensional 

representation for the coupled equations for the nonreactive 

wavefunction given in eqn. (11.6). Starting with eqn. (11.6), we first 

express the body fixed position representation, 
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(11.56a) 

where the superscript 3 indicates the entire three dimensional space 

spanned by the vector, and using eqns. (11.52) and (11.53), 

~2 

+ 
eS( r 

a 

~ '0' (r') 
vaJ a a 

r' 
a 

1 a2 
+---r) 

r .., 2 a 
a or 

a 

J 1 "2 "2 " 
+ __ a_ + -[J +j - 2j aZJ Z 

2ur2 21JR2 a 

_ "'+ A+ A 
(JO J + j a J -) ] +V (r , R , Y ), 

a a a a a a 
a a 

~V JO (r a) Jv j f2 
a a Of a a a(R ). 

r R n i a 
a a 

(11.56b) 

Substituting eqn. (II.56b) into eqn. (II.56a), we obtain, 

3 2 2J+ 1 J ~ ,or (r ) 
JdradRa (--2) DMf2'(~a,ea'O) YO'f2'(Y ,1jI) vaJ a a 

8 'If a J a a a a r 
a 

)\2 

{- 2 ~ 
1 a2 

+---r) 
r .., 2 a 

a or 
[J"2 + ~2 2 ° J 

J a - J aZ Z 

a 

- j 
a 

"'+ ""+ "'-
J + j J)] + VCr ,R ,Y ) a a a a a a 
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<P . (r ) 
( ) v J a 

Y. n 'fa' ljIa a a 
J a a r R 

a a 

Jv . n 
o aJa a 

f "'n, (R) v J u a a a a 
o , 

(I1.57) 

where dR; indicates integration over only the angles <Pa and ea not over 

the radial distance Ra. NOw, we define the centrifugal coupling matrix, 

j v 
( Uc) a a 

n n' 
a a 

_ ~+ A+ A J 
(" J + J' J -)] 0 ( <P eO) J a a a a Mn' a' a' 

a 

-2 
Ra OJ j' v v' 

a a' a a 
{On n' [J(J+l) - 2n; + ja(ja+1)] 

a a 

- on +In' [J(J+l) - na(na+l)] [ja(ja+l) - na(na+l)] 
a a 

(11.58) 
- on -In, [J(J+l)- n (n -1)] [j (j +1) - n (n -1)]. 

u u a aa a a a 
a a 

The centrifugal coupling term is the only term in the Hamiltonian which 

couples different na states, but it does not couple different diatomic 

vibrational, va' or rotational, ja' states. Next, we define the 

potential coupling matrix, 

<p,.,(r) 
v J a a a 

r 
a 

<Pv . (r ) 
[V( R , r , 'f ) ~ v (r )] Y. n ('f , 1jI) aJ a a 

a a a a a J a a a a r 
a 

(Il.59) 

+ ex , r a , 'fa) which is independent of 'fa. The last 

matrix that we need to define is diagonal and contains the square of the 

wavevector for translational motion, 

°v j n v'j'n' 
a a a' a a a (I 1.(0) 
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where E . is the eigenvalue for the isolated diatomic motion, 
vaJ a 

ti2 
3
2 

[- 2~r :-z 
~2 
J a 

r +-2+v(r)] 
a 2 a a 

Y. Q (y ,1/1 ) ~ • (r ) I r 
J a a a a v aJ a a a a or 

a ~r a 

=e:. Y.n(Y,lP)<P .(r)/r. 
vaJ a J a a v J a a a a a a (11.61) 

Now, we write eqn. (11.57) in matrix form using eqns. (11.58) - (11.60) 

where each matrix is square in the combined indices, i.e., (vajaQa) by 

(v~j~n~), accounting for the delta functions as needed, 

d2 
0 fJ (R ) 

______ ~a_ = (_K2 + UC + UP) ofJ(R ) 
dR2 a 

a 
01.62) 

In section lc above we outlined how to pick the asymptotic boundary 

conditions for the open channel part of the wavefunction. Here, we will 

specify our specific boundary conditions for the closed channel part of 

the wavefunction. There is some freedom in picking the two linearly 

independent asymptotic solutions since different linear combinations 

will work. While not important in the DWBA limit, the particular linear 

combination will affect the form of the zero order Greens function, see 

appendix II .a. Based on eqn. (11.24), we specify s~ and 

a 
c = 

n 

exp(lk~IRa 

I v 11/2 

exp( -I k~ I R) 

I v 1112 (11.63) 

where Ivl was defined under eqn. (11.25) and n is now a closed channel. 

We solve for the nonreactive wavefunction by numerically 

integrating the coupled equations, eqn. (11.62). To do this we first 

divide the R space into a grid of points. We start at the small R 
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region and integrate the wavefunction outward evaluating the 

wavefunction at each of the grid points. The wavefunction is integrated 

between the successive grid points using Gordon's method84 • 

Because of numerical problems in the integration, we stabilize the 

integration at each point. We begin the integration by setting the 

wavefunction and its derivative to the unit matrix. Then, we integrate 

the wavefunction outward to the next point. At this point we set the 

wavefunction back to the identity matrix by dividing out the 

wavefunction matrix, r 1, and we store the r 1 matrix that we divide 

out. We propagate the identity matrix to the next point and repeat the 

process until we have reached the final point. These matrices that are 

stored are the ratios of the wavefunction at a point p to the 

wavefunction at a point p 1 r - °f- 1 of -, p - p-1 p. At the last point we apply 

the boundary conditions to determine oK which only requires the ratio 

matrix at the last point. OK is used in eqn. (11.24) to generate the 

normalized wavefunction at the last point, °fN• We multiply the 

wavefunction at this final point by the inverse of the ratio matrix at 

that point to generate the normalized wavefunction at the previous point 

and so on, 

-1 Of 
= R2 2 

(11.04 ) 

This process of propagating the identity at each point and storing the 
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ratio matrix is much ,stabler for integrating the wavefunction which has 

exponential contributions which are inherently unstable to integrate. 

c. Explicit form for the DWBA - CC scattering matrix 

In section ld we derived an expression for the DWBA limit of the S 

matrix. Here we will write the explicit expression for three 

dimensional A + BC scattering. In the following section the symmetry 

decoupling for the H + H2 reaction is discussed. 

The expression for the DWBA limit S matrix is given in eqn. 

(II.45), 

DWBASba J 
nfni 

o bb -1 R ba 0 aa -1 
2i E ( <5 t -i K t ) t t -l( t t t" ( <5 ,-i K ,), , , 

n"n'" mm mrn nfn n n mm mm n n i 

where nand m now represent the collective index (v,j,n). We discussed 

in the previous section how the zero order K matrices °Kbb and °K aa 
, -'mm' -'mm' , 

are calculated from the solution for the zero order wavefunction. What 

remains is to give an explicit expression for the evaluation of the 

reactive DWBA K matrix which is defined in eqn. (11.35). Taking the 

position representation of the reactive part of eqn. (11.35) and using 

eqn. (11.18), we obtain, 

~ba 
n' 'n'" 

2 E 
Yl nn' 

3 31 3 3 0 b J b 2 3 
E <Rbrb R r > f " (RbH (Rbr b ) , a a n +n n 

nn 

[ a 2 3 a 2 3 a JO a J V (R ,r ,r H> ,(R r ) - E 4> oCR r )v 0, f, ,,,(R) 
a a a an aa on aa nn n+n a 

n 
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r 
nn' 

o b J b 2 3 
f " ( Rb )[ cP (R..- rb ) V (R ,r ,Y ) n +n n b . a a aa 

where we have made use of <R~r~ I R~r~> = O(R~r~ - R~r~). The coordinates I. 

<R~r~1 and <R;r~1 are not independent since only 6 coordinates are 

required to specify the entire space. 

If we explicitly write the differential in eqn. (11.65) in terms of 

polar coordinates for our body fixed coordinate system, we obtain, 

fR
2

dRfr
2

dr f.sinede fdCP fsiny dy fdl/l 
a a a a a a a a a a 

(11.66) 

The coordinates Ra , r a , and Ya specify the 'size and shape of the 

triangle formed by the three atoms while ea , CPa' and I/Ia specify the 

orientation of the triangle. Since the potential Va depends only on the 

coordinates Ra , r a , and Ya , the integral over the ea , CPa' and ljIa 

coordinates can be done analytically. Let us consider the part of the 

integral over the ea , CPa' and ljIa coordinates, 

J ( e) (,/, ) () ( ) (2 J + 1 ) DMQ CPa' a'O Y. n Y,'I' = P. n cos Yb P. n cosy 2 
a J a a a a J b b J a a a 8n 

f sin e 
a 

de 
a 

01.67) 
dCP d ljI 

a a 

where Pjn(cos y) is the associated Legendre polynomial which is related 

to the spherical harmonics by, 
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and we have used a relationship for the rotation matrices that follows 

from their definition. By converting the rotation matrix in the b 

coordinates to one in the a coordinates and using ortogonality of the 

rotation matrices, the intergral in eqn. (11.67) can be done 

analytically, 

(II.68) 

(2J+21) fsin e de d~ dljl oJMn (~b,eb,ljIb)oJMn (~a,ea,ljIa) = d; n (~b ), 
8'11' a a a a b a b a a 

J + + 
= On n (0, ~,O) and ~ba is the angle between the Rb and Ra 

b a 

vectors. 

We also will, for convenience, change the integration in terms of 

Ra' r a , and Ya to an integration in terms of Ra' Rb , and ~ba. the 

transformation between these coordinates is, 

01.69) 

where 
cos { } 1/ 2 a.. = - mb m ![ ( m + m ) (mb + m )] , 

ba a a c c 

with ~a between '11'/2 and '11'. Using this transformation, we obtain, 

i dr 
a a 

(II.70 ) 

si n ~ba d~ba· 

Using the analytic integration given in eqns. (11.68) and the 

transformation given in eqns. (11.69) and (11.70), we can now write 

from eqn. (11.65) as, 
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with 

J 
W,(R.,R) nn -0 a 

(_i) -3 
Yt sin C),a 

nn' (11.71) 

(11.72) 

<P • ( r b ) / rb ([ V ( R , r , 'f ) - v (r )] P., ('\ , ( cos 'fa ) 
vbJb a a a aa JaHa 

<p,.,(r) 
v J a a a -

r 
a 

where the transformation for the b channel variables to Ra' Rb , ~ba is 

analogous to that above in eqn. (11.69) for the a channel. 

d. Symmetry decoupling 

For a collision of an atom with a homonuclear diatomic molecule, 

there is no coupling in the nonreactive wave function between the even 

and odd rotational states. Thus, one can solve the nonreactive cou~led 

equations separately for the even rotational states and the odd 

rotational states. This uncoupling does not hold for the full 

wavefunction though~ So, after solving for the even and odd nonreactive 

wavefunction, the DWBA calculation is performed with the even - even, 

odd - odd, even - odd pairs of wavefunctions. Because of the reduced 

dimensionality of the three separate calculations, this represents a 

considerable savings In computational effort. 

Parity decoupling is another important property which results in a 

considerable savings in computer effort. The parity operator P inverts 

all of the coordinates through the center of mass, 
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+ + 
P '1'( r ,R ) 

a a 
+ + 

'1'( -r -R) 
a' a 

(11.73) 

where '¥ is the wavefunction. For a triatomic system the parity operator 

commutes with the Hamiltonian, so we can construct simulta.neous 

eigenfunctions of Hand P. This is somewhat complicated since the 

wavefunction in eqn. (11.50) is not an eigenfunction of the parity. 

operator except for J = O. We will only outline here how the parity 

eigenfunctions are constructed. More details are given by Schatz and 

Kuppermann32 • 

Parity eigenfunctions are constructed by taking a linear 

combination of our previous solutions from eqn. (11.50), 

such that 

± ( _1)J + + + 'I'JM-(r ,R ). 
a a 

(I1.74) 

This is equivalent to taking linear combinations of the na and -na 

radial solutions with the identical expansion functions as in eqns. 

32 (11.50) and (11.51) • In the coupled equations for these parity 

eigenfunctions, the centrifugal coupling matrix, eqn. (11.58), needs to 

be replaced by, 

j v (uc) a a 
n n' 
a a 

- b 0", +1"" [J(J+l) - n (n +l)][j (j +1) - n (n +1)] 
a u u a a a a a a 

a a 

(I1.75) 
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- c a on _In,[J(J+1) - na (na-1)][ja(ja+ 1) - na (na -1)]. 
a a 

with 

1 , Q )1 or Q (-1-
a a ' 

b Ii n ~- (Il.76) 
a a ' 

0 , n = -1 ; 
a 

and 

1 , n )1 or n (-1-
a a ' 

c = Ii n =1- (11.77) 
a a ' 

0 , n =(). 
a 

Then we can proceed as above to generate nonreactive parity eigenstates 

following our description above in section 2b. Notice from eqns. 

(11.75) - (11.77) that there is no coupling between states with Qa ;> 0 

and Qa < 0, so these two sets can be solved independently. 

The solution for the parity representation RK matrix is equivalent 

J 
to that in eqn. (11.71) 

-J 

except that the dn n (6) in eqn. (11.72) is 
b a 

replaced by d~Qa (6). 

J na J 
d n n - (-1) d n _ n ' nb <0, n a <0 • 

b a b a 

(I1.78) 
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Note that the matrix element for the parity conserving K matrix is zero 

if one of the O's is nonnegative and the other 0 is positive. Thus the 

uncoupling in the nonreactive parity eigenstate wavefunction also 

carries over to the calculation of the K matrix unlike the even - odd 

uncoupling discussed above. Finally, linear combinations of the parity 

conserving S matrix elements are used to constuct body fixed helicity 

scattering matrices, 

. 0 
vaJ a a 

o 
a 

e. Coupled states approximation 

° . 

0, n 1= 0, 
a 

(n.79) 

The coupled states or jz conserving approximation is based on the 

body fixed Hamiltonian being nearly diagonal in 0, see eqns. (11.57) and 

(11.58). Several authors 85 - 87 have shown that accurate reactive 

scattering cross sections can be obtained from the jz conserving 

approximation while saving a large amount of computational effort. Its 

success seems to rely more on the dominance of the n = ° states than to 

the decoupling of different n states. 0 = 0 states dominate in systems 

with collinear minimum energy paths, since only 0 = 0 states are nonzero 

along the collinear path, which leads to much larger reactive 

contributions for ~ = na = 0 than other transitions. Our application 
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of the coupled states approximation uses a basis with only ~ = na = 0 

following SChatz87 • This gives basis sets which grow linearly rather 

than quadratically with the value for total J. The transition 

probabilities which we obtain with this basis are assumed to equal the 

values of the degeneracy averaged transition probabilities defined 

below. It would probably be more accurate to calculate transition 

probabilities for other fixed n's assuming no coupling between different 

n's as some previous calculations have been done85 ,86. This would give 

a full set of transition probabilities to degeneracy average but would 

be much more time consuming. 

f. Calculation of differential and integral cross sections 

Here we outline the derivation of the formulas for the differential 

and integral cross sections in terms of the body fixed S matrix 

elements. More details can be found in ref. 32. Here we will ignore 

the antisymetrization for the identical nuclei of the diatom. We will 

use an axis for projecting the angular momentum that points toward the 

incoming or outgoing atom for the reactants and products respectively 

rather than using the initial or final wave vectors as is done in ref. 

32. 

In order to obtain cross sections, we need to relate our solution 

to a space fixed scattering amplitude, F. The differential cross 

section, which is the ratio of the outgoing radial flux per unit solid 

angle to the incoming plane wave flux, is given by, 

aba 
(8) 

n'n a 
v 

n 

IFba \2 
n'n ' (11.80 ) 

where v is the velocity in the physical, non-mass weighted coordinates, 
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a 
v 

n 

a 
)\k 

n 
lJ 
abc 

~ 
n 

(II.81) 

where c a and lJabc are defined in eqn. (11.47). Schatz and Kuppermann32 

go into great detail relating the wavefunctions for a space fixed 

helicity formulation to the body fixed wavefunctions. The resulting 

relationship for the scattering amplitude in terms of our body fixed S 

matrix is, 

where 

Hl ~ 
a a 

e j -j b+ 1 
i a 

Tba J = 
n'n 

o _ Sba J 
n'n n'n 

(I1.82 ) 

and 6b Is the scattering angle which is measured relative to the body 

fixed axis in the reactant channel and n is the combined index, vjn. 

Using eqns. (I1.80) and (11.82), the formula for the differential cross 

section is, 

(II.83) 

Integral cross sections are found by integrating eqn. (11.83) over 6b 

and~. Because of the orthogonality of the d J functions, the formula 

for the integral cross section is quite simple, 

(11.84 ) 

We also present transition probabilities which are just squares of the S 

matrix elements, 

pba J 
n'n Isba JI2 • 

n'n 
(II.8S) 
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Degeneracy averaged values are defined as sums over final n. and 
J 

averages over initial nj , 

pJ 
v'j',vj 

= (2j+1) -1 1: 1: 
n n' 

j j 

J p 
v'j 'n' ,vjn, 

with I nj I <: min(j ,J) and I n~ I <: min(j' ,J). There are similar 
J 

(II.86) 

expressions for degeneracy averaged differential and integral cross 

sections. 

3. Details of the formalism for the collinear exact studies on H + H2 

a. Coordinate representation for collinear H + H2 scattering 

Two coordinates are needed to describe a collinear A + BC system. 

For each arrangement we pick for our coordinates Ra' the distance of 

atom A to the center of mass of BC, and r a , the distance of at6m B to 

~tom C. Based on these coordinates, the position representation of our 

wavefunction becomes, 

where ~~ is the asymptotic n th vibrational eigenfunction for 

arrangement a. Note that each term of the expansion for the 

wavefunction h~s the appropriate coordinates for the particular 

arrangement. For collinear A + BC there are only two asymptotic 

arrangements possible, A + BC and AB + C. The two sets of coordinates 

(rIR 1) and (r 2 R2 ) are not independent. They are related by, 

r 
c 

R 
a 
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R 
c 

where atom a or atom c is the asymptotic free atom for that 

(I1.88) 

arrangement. Therefore, we may pick any pair of the four coordinates to 

be the independent variables. Later we will find it convenient to pick 

Rl and RZ as the independent variables. 

The position representation of the collinear Hamiltonian is, 

H( r ,R ) 
a a <R ,r ,I ~ I R r > a a a a 

_~2 aZ 
<R ,r ,I R r > [ 2 1.1 2 

a a a a abc aR 
a 

~2 a2 
- -- -- + VCR r)] 

21.1 2 a' a • bc ar 
a 

where l.Iabc and ~c are defined in eqn. (11.47). The position 

(11.89) 

representation of the various parts of the Hamiltonian defined in eqn. 

(I1.13) are, 

eigenvalue £~ • 

K(R ) 
a 

V (R ,r ) 
a a a 

her ) 
a 

VCR ,r ) - vCr ), 
a a a 

b. Solving for the nonreactive wavefunction 

(11.90) 

The coordinate representation of the coupled equations for the 

nonreactive wavefunction, eqn. (11.6), is, 

Jdr' dR' dr 
a a a 

dR 
a 

<R" I<~a Ir'R'> <r'R' I~ - Elr R > 
a n

f 
a a a a a a 
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<r R I cj>a> 1
0 

fa > = O. 
a a ' n n+n 

i 

Making use of eqn. (II.89), eqnG (II.9!) becomes, 

Jdr a 
V( R , r ) - E] 

a a 

0, 

(I1.91) 

(n.92) 

or making use of the fact that cj>(ra ) is an eigenfunction of h(ra ) given 

in eqn. (II.90) and of the definition of V~'n in eqn. (11.16), we have, 

_~2 d
2 

_ Ea ] °fa (R ) + E Va o fa (R) o , = [2 ~ 
dR

2 n n
f 

+n
i 

a nfn n+n a 
(I1.93) . abc n i 

a 

with Ea = E - a 
n e: n' We numerically integrate the coupled equations in 

eqn. (11.93) to obtain of, by dividing the Ra axis into an evenly spaced 

grid and integrating the wavefunction from point to p'oint. In order to 

calculate the Greens function matrix, we need both the regular and 

irregular nonreactive wavefunctions. The regular solution goes to zero 

at the origin while the irregular solution exponentially grows as it 

approaches the origin. Also, because of the way we pick our asymptotic 

boundary conditions, the closed channel part of the nonreactive regular 

wavefunction grows exponentially as it approaches the asymptotic region 

while the irregular wavefunction exponentially decays in the asymptotic 

region. For stability the regular solution is integrated outward 

starting near the origin, and the irregular solution is integrated 

inward starting in the asymptotic region. 

Our integration method is based on the renomalized Numerov 

algorithm88 ,89. Before giving the details of this integration 
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procedure, it is convenient to first write eqn. (11.93) in matrix form 

for the vibrational state indices, 

2 
(I _d_) °f(R) 

.. dR2 "" (II. 94) 

where 

and l is the identity matrix. A three term recurrance relation provides 

the basis for Numerov integration88 , 

with 

and 
T 
""n 

o 

o , 
01.95) 

f( r ), 
"" n 

where h is the spacing between the grid points and rn is the value of R 

at the n th grid point. We define a matrix F, 

I - T 
"" ""n (II.96) 

Substituting eqn. (11.96)1nto eqn. (11.95), we obtain, 

o. 
(11.97) 

If we multiply eqn. (11.97) from the right by °t~~1 and rearrange, the 

resulting equation 1s, 

R = (121 - lOF 1- F 2 R )-1 F 
"'n .. "'T1- ""n- ""n-l ""n 

01.98) 

where 
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R 
"'Tl 

o -1 
f • 
"'n 

Eqn. (11.98) is the algorithm we use to propagate the regular 

solution outward from the origin. At each grid point we calculate and 

store the ratio matrix,~. As in the case for the three dimensional 

DWBA calculation described in section 2b, where we also calculate a 

ratio matrix using a different algorithm, this integration can be quite 

stable if enough grid points are used. With the boundary conditions and 

the ratio matrix in the asymptotic region, the o~ matrix ca"n be 

calculated. We can then calculate the normalized wavefunction from eqn. 

(11.24) at this final point, N. By multiplying with the ratio matrix at 

this point, we get the wavefunction at the previous point and so on 

until we have generated the normalized wavefunction at all of the grid 

points, 

(I 1.100 ) 

As we show below, we only need the inverse of the ratio matrices of the 

irregular solution to calculate the Greens function matrix rather than 

the normalized wavefunction. Rearranging eqn. (11.98), we obtain, 

I -1 
R 
"'Tl- 1 

I -1 -1 
02 I - 10 F 1 - F R ) L-2 '" "'n- "'n "'n-,. ( I I. 10 1 ) 

where the I indicates the irregular solution. The algorithm in eqn. 

(11.101) is used for the integration of the irregular solution inward 

from the asymptotic region. The initial ratio matrix gN l is obtained 

from the boundary conditions which we discuss below. 

To calculate the Greens function matrix we also need the log 
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derivative matrix at each of the grid points. The log derivative matrix 

is defined as, 

= f'(r ) f-1(r ), 
... n'" n 

(II. 102) 

where t'(rn) is the derivative of f with respect to R evaluated at rn. 

We calculate the log derivative matrix for the regular and irregular 

wavefunctions as we propagate the ratio matrices. Making use of 

quantities which are already calculated, the log derivative matrix is 

calculated from88 , 

f:n , 
(rr.103) 

where y(r~) is the 109 derivative matrix and , 
'" 

A T - 0.5 F 
"'n ~ "'n 

In section lc we derived the asymptotic form for the open 'channel 

part of the nonreactive wavefunction which is given in eqns. (11.24) -

(11.26). Here, we specify that for the closed channels, 

a 
s 

n 

a 
c 

n 

e 

12vl1/2 ' 

e 

a 
-k R 

n a 
(11.104) 

where eqns. (11.24) and (11.26) still hold and k~ and v are defined 

under eqn. (11.25). We were free to pick various linear combinations of 

these two linearly independent asymptotic wavefunctions, but this 

particular choice yields a convenient form for the Greens function 
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matrix as we show in appendix II.A. 

c. Calculation of the S matrix 

The form of the S matrix in terms of the react'ance matrix, K, is 

given in eqn. (II.33b), 

S 
'" 

where these are matrices in the combined indices of the arrangement and 

diatomic vibrational state, and the 00 lable on the K matrix indicates 

that the indices only range over the asymptotically open channels. It 

remains to explicitly specify how the K matrix is calculated. We begin 

by taking the position re~resentation of eqn. (II.29)~ 

oK 
ana. n. 

1 1 
+ ~ JdR "dR ° 

11 a a 
I: 

n'n"n O 

a' a" a O 

<Of IR > ana' 'n' , a" 

(11.105) 

where a's and b~s are arrangement indices and nand m are indices for 

vibrational expansion functions. We have discussed in sec. 3b how to 

calculate oK. While we will not indicate it with our notation, it 

should be remembered that oK, of, and °c are diagonal in arrangement 

index and Wand S are off diagonal in arrangement index. Let us first 

consider more explicitly the final term of eqn. (11.105) making use of 

the definition of the W kernal in eqn. (11.18), 

, ° A , , 

<R'lw 10f' > - <R' I<~a I (V I~a >Iofa > 
a On °a' n' a' n' a n - a ° nan a' n' a n 

i i f i i 
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- E 
n' 

I cpa'> va' 
n' n'n IOf >] 

ana n ' 
i i 

,0 A 

= fdR 0 dr 0 dR , dr ,<R ol<cpa IR Or O><R Or 01 [V ,IR ,r ,> a a a a a n
f 

a a a a a a a 

l a' 
<R ,r , cp > - E 

a a n n' 

J 
aO a 

d r 0 o( R' 0 - R 0) <p (r 0) [V ,( R "r ,) CPn (ra , ) a a a n
f 

a a a a 

ar a 0 a 0 a' 
JdR '~R cp [r O(R O,R ,)]{V ,(R "R O)CP [r ,(R O,R ,)] 

a 0 a' nf a a a a a a n a a a 

a' a' } of (R) 
- ~, cP n' [r a ' (R a 0 , R a ' )] V n ' n a ' na in i a ' , 

where 
araO ~ (mao+ mb+ rna') 

= ar, (m 0+ mb)(m
b

+ m ,) a a a 
which follows from eqn. (11.88). Now we define a W matrix by, 

W ,,(R,R') ana n 
cpa[r (R,R')] [V ,(R,R') cpa: [r ,(R,R')] 
n a a n a 

a' a' ] - E cp O[r ,(R,R')] V 0, • 
nO nan n 

01.106) 

(II .10 7) 

Next, we consider the position representation of the inverse operator. 

We construct a grid for Ra" and Rao with indices, i" and iO, 

respectively. Then we can consider the position representation as an i, 

i' element of a matrix representation in R space. By considering the 

summation in eqn. (11.10) from which the inverse operator is defined it 
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S4 

can be shown that, 

01.108) 
o I j' -1 

GbOmOb'm' Rb'»a"n' 'i'" 
aOnOiO 

where the matrix inverse of the right hand side of eqn. (11.108) is over 

the combined index, bmj, where b is the arrangement index, m is the 

vibrational state expansion function, and j is the index for the R 

grid. Looking at the overlap matrix in the second term of eqn. 

(II.108), it can be written more explicitly using its definition in eqn. 

(II.22) as, 

Sbmjb'm'j' 
(II. 109) 

where arb/aRb' is given below eqn. (11.106). Lastly, needing a more 

explicit form for the last term in eqn. (11.108), we obtain, 



(IloIlO) 

following similar steps as those in eqn. (11.106) where arb/aRb' is 

given below eqn. (11.106). The Greens function matrix element, 

will be discussed more below. 

The variables, Rb , defined in eqn. (11.110) and Ra' defined in eqn. 

(11.106) will also be placed on the same grid as discussed above. The 

four intergrals in eqns. (11.105), (11.106), and (Il.11O) are all over 

variables defined on a grid. We will perform these integrals using the 

trapazoidal rule which seems adequate although other quadrature methods 

could be used. We can rewrite eqn. (11.105.) in explici t form, 

of 
ana' 'n' 'i" (Obmjb'm'j'+ Sbmjb'm'j' 

o 
(I1.111) 

fa'n'i'a.n .• 
1 1 

We have found that the grid to do these integrals need not be as fine as 

the grid for the integration of the nonreactive wavefunction. We 

therefore have two grid sizes with an integer factor relating them. 

Also, W is localized in the interaction region, so these integrals need 

not extend out to the asymptotic regon. We cut off the integrations at 

a point where there appears to be no further contribution to the 

integral. We give the details about the grid sizes with the results 

below. 

All that remains to be specified about the calculation is the 

computation of the Greens function matrix. The derivation of the 
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equation for the calculation of the Greens function matrix is given in 

appendix II.A. The result from eqn (II.A.20) is that the distorted wave 

Greens function matrix can be found from, 

o 

and 

~(r ,r ,) 
n n 

o 
~(r ,r ,) 

n n 

-2 ~ [ 0 ( ) °f- 1 (r ) = --2 R 1 R +2 ••• R, f' r , , 
Yt "'Il+ orn "'n '" n or n 

o 0 -1 -1 
- ~'(rn') ~ (r n ,)] , rn < Tn' 

= -2~ ~I -1 ~I -1 [of'(r ,) 0f-1(r ) -;z ~n ••• ~n'+1 or n '" n' 

(I 1. 112) 

where 0g is the irregular nonreactive wavefunction. We have discussed 

the calculation of the ratio matrices, Rn' for the regular nonreactive 

wavefunction in eqn. (11.98) and the inverse of the ratio matrices, 

~-l, for the irregular nonreactive wavefunction in.eqn. (11.101). The 

quantity in square brackets in eqn. (11.112) is the difference between 

the log derivative matrices for the regular and irregular solutions 

which we show how to calculate in eqn. (11.10 3). We could also have 

calculated the distorted wave Greens function matrix from the normalized 

regular and irregular nonreactive wavefunctions rather than from the 

ratio matrices and the log derivative matrices. The formula for 

calculating the Greens function matrix in eqn. (11.112) without the 

nonmalized wavefunctions is numerically much better behaved. 

c. Results and Discussion 
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1. Multichannel DWBA for three dimensional H + H2 

a. Transition Probabilities 

In this section we present the degeneracy averaged reactive 

transition probabilities for the H + H2 (v,j) + H2 (v' ,j') + H reaction 

on the Porter - Karplus80 potential energy surface, and below we give 

the cross section results. Exact quantum calculations 16 are available 

for comparison which makes this a convenient test problem. First we 

present the transition probabilities for total angular momentum, J = 0 

to show how well the results converge with respect to basis functions at 

different energies. Then we present the transition probabilities as a 

function of J. 

Using coupled channel DWBA, it was found for collinear H + H2
34 

that accurate converged results were obtained when the reaction 

probabilities were sufficiently small (<0.1). Our results here are very 

reminiscent of the collinear results. Table 11.1 contains our results 

with J = 0 for the reactive transition probabilities v:::(), j=() + v'=(), 

j'=(); v'=O, j'=l and v=O, j=1 + v'=(), j'=l. The results for E .. 0.6 eV 

converge with 18 basis functi~ns (the specific basis used is explained 

in the table). For larger energies the results show the same growing 

oscillations as the collinear results. This can be seen in Fig. 11.1 

where pJ=() is plotted as a function of basis functions for E = 0.65 
00 -+00 

eV. The DWHA results are expected to break down at higher energies 

where reaction probabilities become larger since the perturbation 

assumptions are no longer valid. It is not clear, though, that the 

growing instability is purely a result of this breakdown in the 
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perturbation theory. The fact that, as we see in the next section, for 

collinear H + H2 the full, the nonperturbative solution converges at 

higher energies supports the argument that it is a breakdown of the 

perturbation approximation. It also seems possible that there is some 

nonconvergence in the nonreactive wavefunction that is causing the large 

oscillations. 

The "exact" quantum results are also shown in Table 11.1 for 

comparison. The transition probabilities from v=O, j=O + v'=O summed 

over final rotational levels are shown in Fig. 11.2. These transition 

probabilities also show good agreement and similar trends at high 

energies. Other transi t ion probabili ties, not shown, have about 

equivalent agreement. In Fig. 11.3 the transition probabilities 

multiplied by (2J+1) at 0.5 eV as ~ function of J along with the exact 

quantum and coupled states distorted wave results. The DWBA results are 

converged to within several percent with the given basis. Both the 

DWBA-CC and DWBA-CS results agree well with the exact qllaotum results. 

The DWBA transition probabilities, though, decay less quickly as J 

becomes larger. In Fig. 11.4, transition probabilities within the 

coupled states approximation at E = 0~4 and 0.6 eV are plotted as a 

function of J. The DWBA-CS results at these energies also agree well 

with the "exact" quantum results although they seem to deviate slightly 

more near the peak maximum. Again the DWBA results decay slightly more 

slowly with increasing J. 

It is interesting to note that the DWBA transition probabilities as 

a function of J agree better with the "exact" results at 0.5 eV thart 0.4 

or 0.6 eVe We would expect the agreement to be worse at 0.6 eV since 
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the perturbation assumption could be beginning to break down. It is 

more difficult to understand the discrepancy between the DWBA-CS and the 

"exact" quantum results at 0.4 eV except that possibly the "exact" 

quantum results are not fully converged. We have actually used a larger 

basis at this energy than in the "exact" quantum results. If we use a 

smaller basis in our calculation the agreement improves. It is 

difficult though to really compare basis sets in the two different 

methods. 

b. Cross sections 

In Fig. 11.5 the differential cross sections are plotted as a 

function of scattering angle for a total energy of 0.5 eVe The solid 

line indicates the exact quantum results. The DWBA-CC and DWBA-CS 

results are plotted using the indicates dots. One can see that the DWBA 

results agree very well with the "exact" quantum results. In Fig. 11.6, 

the differential cross sections are shown as a function of scattering 

angle for total energies 0.4 and 0.6 eVe The solid line indicates the 

"exact" quantum results, and the dots are the DWBA-CS results. The DWBA 

results at these energies are also in quite good agreement with the 

"exact" quantum results. At E= 0.6 eV the DWBA-CS differential cross 

section seems to die off a little too slowly at small angles and to peak 

somewhat too high at 180°. It should be noted that we obtain 

quantitative agreement in the differential cross section without any 

normalization to the "exact" results. 

In Table 11.2 some integral cross sections are given for total 

energies of 0.4, 0.5, and 0.6 eVe The integral cross section results 

show good agreement between the "exact" quantum and DWBA results. 
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Almost all of the DWBA integral cross sections are higher than the 

corresponding "exact" quantum results which may again indicate some lack 

of convergence in the "exact" quantum results with respect to basis 

sets. 

For comparison, we will give relative computer times for the DWBA 

and the exact calculations. Most of the computer time in the DWBA 

calculation is involved in performing the integrals in eqns. (11.71) and 

(11.72). We have not put much effort into optimizing these integrations 

so that we avoid regions where there is little contribution to the 

integral. With 16 basis functions, described in Table 11.1, and J = 0, 

DWBA-CC required 19 minutes of computer time on a Harris H800 computer 

to evaluate the entire probability matrix. The "exact" quantum 

calculation with the same basis required 21 minutes , but the exact 

quantum program is highly optimized to be as efficient as possible. The 

DWBA-CS calculations is identical for J = 0 with the DWBA-CC 

calculation, but for an entire cross section calculation it requires 

about 1/5 the time needed for DWBA-CC at 0.5 eVe 

Z. "Exact" collinear H + HZ reactive scattering 

Here we present reactive scattering transition probabilities for 

collinear H + HZ with the Porter - Karplus 80 potential energy surface. 

The asymptotic form for the vibrational potential energy is a Morse 
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function, so we therefore use Morse eigenstates for our expansion of the • 

vibrational motion. We perform calculations over a large range of 

energies from the deepest tunneling region to energies with 3 open 

channels. We also present a comparison of our results with previous 



"exact" results on this same system. 

We perform calculations with up to 6 vibrational states in our 

expansion. Table 11.3 shows convergence with respect to basis set 

size. Unlike the DWBA case described in the previous section, the 

results here converge with respect to basis size quite well with 6 basis 

functions even at higher energies. The convergence at the very lowest 

energies and at 1.6466 eV is not as good as at the other energies. This 

is still being investigated. At no energies, though, do we observe the 

oscillations that we found for the DWBA calculations. 

We integrate the nonreactive wavefunction from 1.0 Bohr to 10.0 

Bohr using about 500 grid points. The convergence of the integration 

for the nonreactive wavefunction can be checked from the symmetry of the 

nonreactive Greens function matrix. For the integration to obtain the S 

matrix in eqn. (11.111), we find that because of the limited range of 

the exchange interaction, only the innermost 40 % of the region 

contributes significantly to the integrals, and the rest of the region 

can be ignored. Within this region we have used from 40 - 60 grid 

points. In table 11.4 we present results to show the convergence with 

respect to this grid size. We see that for convergence to 1 - 2 % that 

about 50 grid points are sufficient. 

In table 11.5 we present a comparison of our results with previous 

"exact" quantum calculations. Throughout the entire energy range, our 

results show excellent agreement with the previous calculations usually 

within a few percent. We see that this method performs well with more 

than one open channel, and describes the resonance region correctly. 

61 



D. Conclusions 

We have presented a formalism for performing "exact" scattering 

calculations and coupled channel distorted wave Born approximation 

calculations for reactive atom - diatom systems. Calculations are 

presented for "exact" collinear H + H2 reactive scattering and for three 

dimensional H + H2 reactive scattering using multichannel DWBA. We have 

shown that accurate reactive probabilities and cross sections are 

obtained using this multichannel DWBA method for three dimensional H + 

H2 • For total energies up to 0.6 eV, the DWBA transition probabilities, 

differential cross sections, and integral cross sections agree 

quantitatively with the exact quantum results. We also introduce an 

approximate method for obtaining the nonreactive wavefunction using the 

coupled states approximation which ~aVes considerable comp~tational 

effort with very good results. Above 0.6 eV, where the reaction 

probabilities become larger than about 0.1, the DWBA results do not 

converge with respect to the addition of vibrational basis functions. 

The convergence problem here is analogous to the equivalent problem 

observed by Hubbard, Shi, Miller34 using coupled channel DWBA for 

collinear H + H2 • For our "exact" collinear H + H2 calculations we 

obtain excellent agreement with previous calculations over a very large 

range of energies. Over most of the energy range we obtain convergence 

with 6 vibrational expansion functions. 

The reactive scattering formalism which we present is 

straightforward to extend to any atom - diatom scattering problem but 

numerical limitations need to be investigated further. Based on an over 

62 



complete basis, this method avoids all of the problems of finding an 

appropriate coordinate system for the rearranging atoms. Our accurate 

results for collinear H + H2 are encouraging. Using a DWBA version of 

this formalism, we have obtained for the first time quantitative 

agreement with the three dimensional H + H2 results of Schatz and 

Kuppermann 16 at low energies. These methods appear very promising for 

obtaining quantitative reactive scattering results for atom - diatom 

systems other than H + H2 • 
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Appendix II.A~ Nonreactive coupled channel Greens function for 

collinear H + HZ scattering 

1. Form of the coupled channel Greens function matrix 

Here we present a derivation of the nonreactive Greens function 

matrix specific for our calculation on collinear H + HZ reactive 

scatt~ring. A more general discussion of coupled thannel Greens 

functions can be found i~ reference 90. The nonreactive coupled channel 

Greens function matrix satisfies the following equation, 

. _~Z dZ 
[Is (2Jj -Z) + ~(R) - ~] o~(R,R') = -~ O(R - R'), 

dR (II.A.I) 

where these are matrices indexed by the asymptotic vibrational expansion 

functions andi(R) is defined under eqri. (11.16). The Greens function. 

matrix is everywhere finite. The nonreactive Greens function, like the 

nonreactive wavefunctions, are solved for each arrangement separately. 

Later, when put in a matrix in the combined index of arrangement and 

expansion functions, the nonreactive Greens function matrix will be 

diagonal in arrangement index. 

The nonreactive regular, of, and irregular, 0g, wavefunctions are 

solutions of the following coupled equations, 

n , 
(II.A.2 ) 

with the asymptotic boundary conditions from eqns. (11.24) and (11.26), 

and 
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o 
&(R) ~ ~(R), 

(II.A.3) 

where Q and ~ are defined in eqns. (11.25) and (11.104). 

For R' * R, it follows from eqn. (II.A.l) that o~ is a solution of 

the homogeneous equation, 

For °G to remain everywhere finite, it follows from the boundary 

conditions that, 

°G(R R') .. ' o f( R) A( R' ), R < R' , .. .. 
and 

°G(R R') .. ' O~(R) ~(R'), R > R' , 
(II.A.4) 

where ~(R') and §(R') will be determined by matching the solutions at 

R = R'. °G is continuous at R = R' so that, 

°t(R') ~(R') = o~(R') ~(R') , 

or 
B(R' ) .. 

(II.A.5) 

Next, we integrate eqn. (II.A.l) from an £ on either side of R' to 

obtain, 

lim 
£" + 0 

R'+£ 2 2 -VI d J dR [~ ("""Tij -2) + 'l(R) - ~] o~(R,R') 
R '- £ dR 

-I .. 
(II.A.6) 

The terms involving ~(R) and, go to zero as £ goes to zero since °G and 

~ are continuous in R, hut since the derivatives of °G are not 

continuous at R = R', the term involving the second derivative of °G 

does not go to zero. So, eqn. (11.A.6) becomes, 
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lim 
€ + 0 

°G(RR') = - I 
t::f ' .. ' 

d°r.(R R') d°r.(R R') ... ' ...' I 2 j.1 
lim [dR IR=R'+€ - dR R=R'-€] = u2 1 

€ + 0 ,1 

Making use of eqns. (II.A.4) and (II.A.S), this becomes, 

[o~'(R') ° -l(R') °f(R') - °f'(R')] A(R') = -2J.1 I 
.. ~ .. '" '" 2"" 

h 

or 

(II .A. 7) 

where a primed function indicates the derivative with respect to R 

evaluated at the indicated value. Combining eqns. (II.A.4), (II.A.S), 

and (II.A.7), the expression for o~ becomes, 

( II.A.8a) 

o~(R,R') = -2~ °t,(R) [Ot'(R') - o~'(R') O~-l(R') °t(R,)]-l, R < R', 
~ 

O~(R,R') 

Starting with eqn. (ILA.8a), we define, 

lJ.( R' ) 
(ILA.9) 

Differentiating U twice, it can be shown that, 

lJ.' '(R') = ~(R') o~' '(R') O~-l(R')' 
(ILA.IO) 

where we have made use of the fact that, 

°g"(R') 0g-l(R') -2j.1 [E - V(R')], 
.. 'it =7 '" '" 

which follows directly from the coupled equations, (II.A.2). It follows 
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from eqn. (II.A.lO) that, 

or 

~-l(R') ~"(R') = o~"(R') O~-l(R') - -2~ [~- ~(R')], 
- )\2 

o. 
(II.A.l1) 

So, Ut(R') is a solution of the coupled equations, and therefore it must 

be a linear combination of the regular and irregular solutions, 

too 
II (R') = feR') c + ~(R') c 
~ ~ ~l ~ ~2' 

(II.A.12) 

where ~1 and ~2 are constant matrices. To determine ~l and ~2' we 

compare the asymptotic forms of eqns. (II.A.9) and (II.A.12). Making 

use of eqns. (II.A.3), (11.25), and (11.104), one can show that, 

<;'1 = 0 and 

so that, 

t )'I 0 
~ (R') = U ~(R'). 

(II.A.13) 

Combining eqn. (II.A.13) with eqn. (II.A.8a), we obtain, 

°G(R R') = -2 °f(R) oQ't (R'), R < R' • ..' ~ '" ~ 
(II.A.14) 

Following a similar development for eqn. (II.A.8b), it can be shown 

that, 

o -2 0 0 t 
«,(R,R') = ~ ~(R) f. (R') R > R'. 

(II.A.ls) 

2. Computational aspects 

Eqn. (11.A.14) and (II.A.Is) provide a simple form for calculating 
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the nonreactive Greens function matrix from the normalized regular and 

irregular nonreactive wavefunctions. Unfortunately, though, the 

calculation of the Greens function.matrix from the normalized 

wavefunctions is not numerically very stable. Now, we develop an 

alternative formula for calculating the Greens function matrix. 

We begin by rearranging eqns. (II.A.8a) and (II.A.8b) to obtain, 

R < R', (II.A.16a) 

0r.(R,R') = -2~ o~(R) 0 -l(R,)[of'(R') °f- 1(R')_0 '(R') 0 -l(R,)]-l 
~ h2 ~ ~ ~ ~ ~ ~ , 

R ) R', (II.A.16b) 

The last factor of both equations above involves the inverse of the 

difference of .the log derivative matrices for the regular and irregular 

solutions. We have given an algorithm for the calculation of the log 

derivative matrices in eqn. (II.103) which uses the ratio of the 

wavefunction at neighboring points. 

ratio matrices. As is discussed in sec. 3b, the R coordinate is put on 

a grid, and the ratio matrix is calculated at each of the grid points. 

To avoid confusion between a point on the grid and the ratio matrices, 

points on the grid will be indicated with rn rather than~. Using eqn. 

(11.100) we can show that, 

°f(r ) of = R ••• R 
.. n ~n+ 1 "N ~N' 

and 
-1 

• • • R 
"n' +1 ' ( II.A.l7) 

where °tN is the normalized wavefunction at the last point, N, on the 
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grid and ~ is a ratio matrix at point n defined under eqn. (11.98). 

There is an equation equivalent to (II.A.I7) for the irregular 

solution. It follows directly for rn < r n , that, 

R R ••• R • 
"'n+ 1 "'n+2 om ' (II.A.I8) 

Making use of the equation corresponding to (II.A.17) for the irregular 

solution, .with rn > r n , it can be shown that, 

I -1 
R 
"'n '+1 (II.A.19) 

Combining eqns. (II.A.I8) and (II.A.19) with eqn. (II.A.16), the 

equations for the Greens function matrix becomes, 

o 

o 

~(r ,r ,) n n 

G( r , r ,) 
'" n n 

(II.A.20 ) 

Since the log derivative matrices can be expressed in terms of the ratio 

matrices, the Greens function matrix can be calculated from eqn • 

(II.A.20) without using the normalized wavefunction by using instead the 

ratio matrices for the regular and irregular nonreactive 

wavefunctions. In section 3b we discuss the calculation of ratio 

matrices. Eqn. (II.A.20) is the formula used for the calculation of the 

nonreactive Greens function matrix. 
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III. Classical and quantum mechanical studies of HF in an intense laser 

field. 

A. Introduction 

Since the advent of high power lasers there has been great interest 

in the use of lasers in chemistry.91 The uses have ranged from 

sophisticated forms of spectroscopy92 to the control of molecular 

dynamics. 93 Experiments involving multiphoton absorption94 , overtone 

absorption95 , and radiationless transitions from excited states96 have 

allowed the study of new phenomena in molecular dynamics. Also, laser 

pulses on a picosecond timescale97 are allowing very fast processes to 

be observed. Resultingly, theoretical efforts98 have turned toward 

understanding highly vlbrationally excited molecules which exibit 

fundamentally different behavior than the harmonic oscillator (normal 

mode) view of ground state or very low vibrationally excited 

molecules. High densities of states in even small vibrationally excited 

molecules present a formidable but very important problem. 

Here we examine a diatomic molecule subjected to a picosecond (ps) 

pulse of a very intense laser radiation. A diatomic molecule has the 

advantage of a simple and accurate potential energy function and a small 

number of states. This allows essentially exact quantum and classical 

calculations to be done. The dynamics of an isolated diatomic molecule 

is, of coarse, trivial, but here we dynamically account for the 

absorption of the coherent laser radiation. The disadvantage of 

studying a diatomic molecule is that the low density of states will have 
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a fundamentally different behavior than polyatomics at high vibrational 

energies. The advantage of being able to do exact calculations, though, 

allows for a good test of the validity of classical mechanics applied to 

these problems. Assuming that their validity can be established, 

classical trajectory techniques offer a way of possibly avoiding the 

problem of the unwieldy densities of states in polyatomic problems. 

This should be a rather severe test of classical mechanics since there 

are so few quantum states involved. Also, based on what can be learned 

from a diatomic molecule, understanding can be gained about the 

absorption processes in the lower parts of the vibrational manifold of 

small and moderate size molecules where ther are also well separated 

states. 

Much of the interest in this field, especially towards the 

application of classical mechanics, was generated by the work of Walker 

and Preston99 who performed quantum and classical calculations for a 

model nonrotating HF molecule. Their results, using laser intensities 

)10TW/cm2 (lTW = 10 12 W) indicated good agreement between classical and 

quantum predictions of energy averaged over laser pulse times, except 

near multiphoton resonances. Since then there have been many exact 

99-104 99 102c IOS-107 classical and. quantum mechanical" studies of 

oscillators in intense laser fields. Quantum mechanical studies have 

made use of Floquet analysis 10S ,108,109 to simplify the computation. 

Wyatt et. al. IOS have recently even made progress in studying 

dissociation of an oscillator in a laser using quantum mechanics. Davis 

and wyatt lOl , Stein and NOid l02c , and GraylOO have made significant 

progress 1n understanding the classical behavior of nonrotating HF in an 
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intense laser field through the use of Poincare surface of section 

plots. There have been some studies of model polyatomic systems l02d ,103 

but much remains to be done to get a good understanding of these 

systems. 

Here we present quantum and classical results for HF in an intense 

laser field. The quantum and classical equations of motion are solved 

by direct numerical integration. For one and two photon absorption near 

the fundamental frequency we include results for both rotating and, for 

comparison, nonrotating HF initially in its ground state at laser 

intensities of 1.0 and 2.5 TW/cm2 • Calculations are also performed on 

overtone (v=O + v=2) absorption for rotating and nonrotating HF and 

multiphoton absorption for nonrotating HF following a classical study by 

Christoffel and Bowman 104 for nonrotating HF, at the same laser 

intensity, 43.68 TW/cm2 • For all the calculations, energy absorption 

and transition probabilities are calculated as a function of laser pulse 

time and as an average over pulse time. It is found that classical 

mechanics does not correctly describe the time behavior of the syStem in 

most cases. Furthermore, classical rotational state distributions are 

completely incorrect for all the cases where rotating HF is studied. 

For one photon (v=O + v=l) absorption classical mechanics does give 

the correct magnitude of pulse averaged energy absorption. In addition, 

classical mechanics correctly indicates the presence of increased two 

photon absorption for frequencies lower than the one photon resonance, 

although, in agreement with Walker and preston's99 nonrotating results, 

specific resonances are not resolved and only a small amount of two 

photon absorption is seen. For the frequencies near the fundamental, 
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the effect of the laser phase is studied and found to have only a small 

effect on the quantum results and little or no effect on the classical 

results. 

For the overtone absorption we find an even greater discrepancy 

between the classical and quantum results than the discrepancy found 

near the fundamental frequency. At overtone frequencies the classical 

and quantum maxima of the pulse time averaged energy absorbed as a 

function of laser frequency are shifted by 200 cm- 1 relative to each 

other. Very good agreement between the quantum and classical results is 

observed for the multiphoton results. To study multiphoton absorption, 

we fix the laser frequency at v = 3922 cm- 1 and vary the initial 

vibrational state from 0 - 10, analogous to Christoffel and Bowman 104 • 

To get a better understanding of the overtone and multiphoton classical 

results for nonrotating HF we construct Poincare surfaces of section. 

B. Methods 

1. General information 

The calculations are performed for rotating and nonrotating HF. 

The molecular Hamiltonian is 

H 
o 

211 

1 
+ --2 (p~ + 

2ur 

2 
Pq, 

2 ) 
sin e 

+ V(r), (III.l) 

where r, e, q" Pr' Pet Pq, are spherical coordinates and their conjugate 

momenta, and 11 is the reduced mass. For the nonrotating case the term 

with the angular momentum is excluded. The Born-Oppenheimer potential 
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is given by a Horse function V = D{I-exp[-a(r-re )]}2, with values for 

the parameters23 in atomic units of D = 0.22509, a = 1.1741, and re 

1.7329 a.u. 

The laser field is treated classically through a dipole 

interaction. This is valid in the limit of high photon density which is 

certainly true here. For very low intensities the photon field should 

be quantized 110 and classically the formalism developed by Miller 1ll 

should be used. The full Hamiltonian with an oscillating electric field 

of frequency w, z polarization and phase 6 is 

H H - d(r) cosS E sin(wt+6), 
o 0 

(III.2) 

where Eo is the field strength Iin Gaussian units it is related to the 

intensity by Eo = (8 nI/c)1/2, where c is the speed of light] and d(r) is 

the molecular dipole function. The cosS factor is omitted for the 

nonrotating case. A linear and quadratic form of the dipole funciotn 

are used, d(r) = do + d 1(r-re ), do = 0.716 and d 1 = 0.3N a.u. (lD = 

0.39343 a.u.) for one and two photon absorption about the fundamental 

frequency corresponding to Ref. lOSe, do = 0.7362 and d 1 = 0.29769 a.u. 

for overtone and multiphoton absorption corresponding to Ref. 104; d(r) 

= do + d 1r + d 2 r 2 ,with 104 do = -{).4101O, d 1 = 1.04941, d 2 = -0.21551 

a.u. Laser intensities of 1.0, 2.5, and 43.68 TW/cm2 were used which 

correspond to field strengths of 0.005338, 0.008440, and 0.03528 a.u., 

respectively (lv/cm = 1.9447 x 10- 10 a.u.). The laser field is 

instantaneously turned on and turned off. 

All numerical integrations were back integrated to reproduce all 

the initial variables to, .at least, four significant figures to assure 
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numerical accuracy. It should be noted that for the quantum 

calculations, conservation of probability was not a valid criteria for 

good integration. There was, at least, one case where we obtained 

qualitatively incorrect results even though probability was conserved to 

six significant figures. 

There is an approximation in using this potential since the 

electric field would perturb it a nontrivial amount. It would be more 

correct to use dressed molecular potentials l12 • Since we do not attempt 

to make our calculations quantitatively comparable to experiment, we 

avoid this extra complication. 

To aid with the interpritation of the results, Table 111.1 gives 

the relevant E~j levels for HF, calculated with the rotating Morse 

oscillator formula l13 • 

2. Classical mechanics 

The classical solution is found through the direct integration of 

Hamilton's equations of motion for the Hamiltonian given in 

Eq.(III.2). In the absence of external fields there are three conserved 

quantities which are the vibrational action Nv ' 

the rotational angular momentum J, 

2 
[J(J+~)]1/2 2 p$ )1/2 

(Pe + 2 ' 
sin e 

and the z projection of the angular momentum M p$' 
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With the interaction present, the vibrational action Nv and 

rotational angular momentum J are no longer .conserved. However, with 

the present choice of polarization, M is still conserved since H has no 

$ dependence. The complete classical solution involves specification of 

the appropriate initial conditions and solution of Hamilton's equations: 

ClH 1 2 2 2 ClV 
Pr = --ar --"3' (p e + p $/sin e) --ar 

ur 

+~ cose E sin(wt+o), Clr 0 

ClH 2 2 3 

Pe -as = p /ur sin e - d(r)sine E sin( wt+o), (IlL3) 
0 

r ClH 
p / lJ, = 

Clp r r 

. 
e = 

Approximate analytic orbits have been obtained 113 for a rotating 

Morse oscillator with no external fie~d, and these are used to determine 

diatomic initial conditions (see Appendix III.A for details). This 

approximation is extellent for the vibration - rotation levels of 

importance here. The laser phase 0 is averaged over in most cases for 

one and two photon absorption about the fundamental frequency (i.e. each 

trajectory has 0 chosen randomly between 0 and 2n), although it will be 

shown to be unimportant. It is set to zero for the overtone and 

multi photon calculations. 

For the rotating HF calculations, 1000 trajectories with random 

initial conditions (see Appendix III.A) were run for each frequency. 

Monte Carlo errors in the quantities of interest were between 10% and 



15%. For the nonrotating HF calculations, 50 trajectories were run for 

each frequency. In this case, it is more efficient to increment the 

vibrational angle variable in a stepwise fashion between 0 and 2w than 

to pick it randomly. The classical equations of motion were integrated 

with a standard predictor - corrector algorithm l14 to either 0.9 or 1.5 

ps. Integration of the classical equations of motion beyond 1.5 ps. is 

extremely difficult due to the accumulation of error. The integration 

of oscillatory nonlinear differential equations over long time periods 

is still a current problem in numerical analysis 11s • 

The energy absorbed as a function of pulse length is defined by 

1 N 
<E(t)CL = N I: 

i= 1 
H 

o 
iii i i 

[Pr(O), P8(0),r (0),8 (0),0 ,tl - Ei 
(II1.4 ) 

where N is the number of trajectories and Ei is the initial molecular 

energy. The final vibrational action Nv after a pulse of length t is 

also calculated with the rotating Morse oscillator approximation 114 • 

Appendix III.A shows that this is an excellent approximation for the 

2 
states of interest here. J is calculated directly from J(J+H) = Pe + 

2 2 
p~/sin 8. (Note: p~ = 0 in the present study since J = 0 initially.) 

With ~ = 1, Nv and J are boxed according to the nearest integers v,j 

such that v-l/2 < Nv < v+l/2 and j-l/2 < J < j+l/2, which is the usual 

quasiclassical quantization procedure. The transition probability into 

a particular v,j state, as a function of pulse length is 

(IIl.5) 

where Nv,j(t) is the number of trajectories with final actions in the 

v,j box. Of coarse, a single trajectory integrated out' to some large 
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pulse length T contributes to all intermediate pulse time results. 

Also, pulse averaged energy absorbed and transition probabilities are 

defined as 

~ J~ <E(t»CL dt, 

(III.6) 

By between 0.9 and 1.5 ps., the pulse averaged energy absorption Eq. 

(111.6) appears to be converging, but has not fully converged. However, 

reasonable estimates of the converged ECL(W) ca~ be obtained, since 

<E(t»CL has either reasonably leveled off or oscillates with a small 

amplitude. Thus, either the leveled off value or the average of the 

oscillations in <E(t»CL is taken to be ECL(w). The error in the 

averaged quantiities is expected to be less than 10%. 

3. Quantum Mechanics 

Although Floquet 105 ,109 analysis has been used as an efficient and 

~table way to obtain long time quantum solutions for oscillators in a 

laser field, the time scale of interest here is short enough (" 20 ps) 

that direct integration of the coupled quantum equations is possible. 

with 

The total wavefunction is expanded as 

'if (r,e,¢>,t) = 
m 

E c . (t) Y. • (r,e,4», 
v,J,m "v,J,m 

v,j 

y. . (r,9,q,) = R (r) Y. (9,4»/r. 'v,J,m v J,m 

(III.?) 

The Yj,m are spherical harmonics and ~ are Morse eigenfunctions l16 • 

Strictly speaking, Rv should also depend on j, but in the present 
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problem, with only small values of j being important, such rotational 

corrections should be small. As in classical mechanics, the z component 

of the angular momentum (m~) is conserved. Since the present study 

involves j = 0 initially, m is zero throughout. In all subsequent 

equations m is understood to be zero. If the molecule had j * 0 

initially, it would be necessary to average over transition 

probabilities for all integer values of m such that -j ( m ( j. 

Inserting Eq. (111.7) into the time dependent Schrodinger equation 

results in the coupled equations 

i~c .(t) = EO c + E D ,., 
v,J v,j v,j 

v,j 
v J 

where the 0 
Ev,j are eigenvalues of Ho 

D ,., . 
v J ,VJ 

- 1
0
'" R , d(r) R dr x { v v 

c v' ,j' E si n( wt+c) , 
,vj 0 

are matrix elements 

[ 
(j+1)2 ]1/2 

(2j+1) (2j+3) 
j' 

or 

j 2 1/2 
[(2j-O (2j+1)] j' 

(IIL8) 

j+l 

j-l 

(III-9) 

It will be shown later, as with the classical results, that the laser 

phase 15 does not appreciably affect the results. For efficiency, the 

majority of the quantum calculations are made with a fixed 15 of w/2. 

The coefficients C . of Eq. (111.8) must be complex. Thus, writing v,J 

Cv,j Xv,j + iYv,j' one obtains the coupled real equations 

-~y 
v,j 

EO X + E D ,., X , ,j , E sin( wt+c), 
v,j v,j , . , v J ,vj v 0 v ,J 

. ( I I I. 10 ) 
/hX 

v,j 
EO y + E D ,., Y , . , E sin( wt+c). 
v,j v,j , ., v J ,vj v ,J 0 v ,J 

The quantum equations of motion were integrated with the same 
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predictor-corrector algorithm used in the classical calculations. For 

the one and two photon resonances near the fundamental frequency, an 

. adequate basis for HF with the intensities and time scales of interest 

consisted of the first five v and first five j states, i.e. a 25 term 

expansion. The nonrotating quantum solutions were obtained in an 

analogous fashion, using the first five vibrational states in the 

wavefunction expansion. About the overtone frequency, basis sets for 

rotating HF consisted of either seven vibrational states each with seven 

rotational states or, further from resonance, .five vibrational states 

each with five rotational states. For nonrotating HF ,ten states were 

used in the overtone calculations, and as many as all 24 vibrational 

- -1 states were used in the multiphoton calculations at \) = 3922 cm .• 

The transition probabilities are found from the coefficients of the 

basis functions 

QM ( ) P . t 
V,] (IIL11) 

The energy absorbed is defined as 

<E( t» QM = E 
v,j (III. 12) 

where E~ is the energy of the initial state. The pulse averaged energy 

absorbed and transition probability are given by 

- 1 fT 
EQM(W) = T 0 <E(t»QM dt, 

-QM 
P . (w) 
v,] 

1 JT pQM (t) dt. 
T 0 v,j 

(IIL13) 

The quantum solutions were integrated from,l to 10 ps depending on 
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frequency range and how near resonance, which is long enough to converge 

the time averaged quantities to 10%. Note that it was sometimes 

necessary to average over small oscillations which had not damped 

completely out yet that were apparent in EQM as a function of pulse 

length T to obtain the best estimate. Interestingly, because the 

quantum equations are linear, it is possible to integrate 50 coupled 

quantum equations to times exceeding 20 ps, which is much longer than it 

is practicle to integrate only four nonlinear classical equations. 

4. Poincare surfaces of section 

At least three, essentially equivalent, formalisms have been used 

to define the Poincare surfaces of section for time dependent oscillator 

problems. The methods of Stine and Noid 102e and Gray100 are exactly 

equivalent, and the method of Davis and Wyatt 101 identically reduces to 

the other two methods in the limit of strong fields which is certainly 

the limit studied here. We will follow the formalism of Gray100. 

First, we define a mapping of a phase space point [p(t),x(t)] to a point 

[p(t+l/v),x(t+l/v) where v is the laser frequency and l/v is a period of 

the laser. (Note that the notation has been changed from above with 

(Pr,r) replaced by (p,i) to be consistant with the mor~ ususal one

dimensional notation.) Beginning at a point in phase space, the surface 

of section is generated by repeatedly mapping the point until either a 

closed curve is generated or a chaotic trajectory is found. 

The surface of section plots are constucted for nonrotating HF 

using action-angle variables (n,q) so that the unperturbed Hamiltonian 

is only a function of the action. This is convenient since it is easy 

to see changes in the molecular energy, and it makes the resolution of 
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the structure in the high energy region of phase space equivalent to 

that at low energy. Also, the integration in the chaotic region of 

phase space seems somewhat stabler. The transformation to action-angle 

variables is known for a Morse oscillatorll 7 • The unperturbed 

Hamiltonian becomes 

2 i 
H (n) = (n + li)w - (n + li) • 0 

(III.l4) 

where w = (2di/u)1/2 • The equations of motion of the unperturbed 
o 

o 2 0 2 4D' 

oscillator are n =0 and q = w(n), where the oscillator frequency is 

dH, 
o 

w(n) = dn w 
o 

(n + ~) w 2/ 2D • 
2 0 (III.IS) 

This corresponds to a line in phase space with n = constant and q = wt. 

The old variables, expressed in terms of the action-angle variables are 

x(n,q) 

p(n,q) 

a-I In{lD + (DH )1/2 cosq]/(D - II )}, 
o 0 

ax 
uw(n) aq 

= ua- I w(n).(DH )1/2 sinq/[D + (DH )1/2 cosq]. 
o 0 

The total Hamiltonian in terms of the ne~ variables is 

H(n,q,t) H (n) - ex(n,q)cos(Qt). 
o 

The equations of motion are 

. 1/2 { 1/2 } n -e cos(Qt)·(DH) sinq/ a[D + (DIl) cosq] 
0 0 

2 . 
[w 

1 w e cos(Qt) 
q (n + -) ~](l 

0 2 2D a 

x f 
cosg 

+ H )}). 
2[(DH )1/2 + H cosq] (D -

0 
0 0 

(III.I6) 

(III. 17) 

(III.I8) 
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It should be noted that the .phase convention for the action-angle 

variables, here, follows that of Ref. 100. 

c. Results and discussion 

1. One and two photon absorption about the fundamental frequency 

a. Energy absorption spectra 

The quantum and classical pulse time averaged energy absorption 

spectra are plotted in Fig. III.l(a) for nonrotating HF and Fig III.l(b) 

2 
for rotating HF, with laser intensity 1.0 TW/cm. The plot for 

nonrotating HF is similar to plots of Walker and Preston99 for higher 

2 - 2 
intensities (> 10 TW/cm). At 1.0 TW/cm , though; the quantum structure 

is more resolved. The major features are a narrow two photon resonance 

at v = 3879 cm- l (the v=O to v=2 absorption), and a broad one photon 

resonance at 3966 cm- l (the v=O to v=l absorption). The classical 

spectrum shows just one very broad peak with a maximum at about v ~ 3940 

cm- I • While the classical spectrum does not have any of the quantum 

structure, examination of the classical state distribution does show the 

presence of a small amount of two photon absorption, as the frequency is 

lowered. Details of this will be given later. 

For rotating HF, the spectra [Fig. III.I(b)} are qualitatively 

similar to the nonrotating case. There are three peaks in the quantum 

spectrum: one broad peak near v = 4006 cm- l [the (v,j)=(O,O)+(I,I) one 

photon resonance} with a full width at half maximum (FWHM) of - 50 cm- l , 

and two narrow peaks near v = 3937 cm- l {the (0,0)+(2,2) two photon 

resonance} and 3879 cm- I [the (0,0)+(2,0) two photon resonance}, each 
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with a FWHM of < 10 em-I. The classical specrum has one very broad peak 

which peaks near the (0,0) + (1,0) resonance at v = 3966 em-I. Overall, 

the classical solution for rotating HF gives a general idea of the 

absorption. As in the nonrotating case, the classical result predicts 

increased two photon absorption for frequencies red shifted from the one 

photon resonance, as will be seen below in Sec. C.I.b. 

In Fig. 111.2, the rotating HF average energy absorption for I = 

2.5 TW/cm2 is shown. Qualitatively, the quantum peaks become broader 

and overlap more than the 1.0 TW/ cm2 case. there appears to be a small 

power shifting of the resonance peaks, toward higher frequencies, but it 

has not been resolved (see Ref. 10Sc for a discussion of power 

shifting). Classically, the absorption also broadens relative to 1.0 

TW/cm2 and the peak maximum appears to shift to lower freuendes, 

indicating more multiphoton absorption. 

b. Transition probabilities 

In this section, the approximate time averaged transition 

probabilities into various states are examined qualitatively to help 

show the relative amounts of one and two photon absorption •. Looking at 

the classical results, it is clear that classical mechanics does not 

give the correct rotational state distribution. Classically, there are 

large probabilities for ending in the (0,1) and (1,0) states, which 

correspond to high order processes in quantuc mechanics. These 

transitions are not observed to any large extent in the quantum 

results. To get a meaningful comparison, only the probabilities for 

ending in a particular vibrational level will be considered, i.e., a sum 

is taken over rotational states withi~ a vibrational level. 

84 



Table 111.2 shows the quantum and clasical time averaged 

probabilities at various frequencies for rotating and nonrotating HF, 

with I = 1.0 TW/cm2 • Each peak of the quantum solution can be seen to 

be either a one or a two photon absorption, with both processes observed 

appreciably only where peaks overlap. At high intensities the peaks 

will broaden and overlap more, but each peak will still correspond to a 

particular absorption. The classical results do indicate the presence 

of some two photon absorption as the frequency is decreased. But 

classically, there is a very gradual change, which results in the very 

broad single peak in the spectrum (Fig. 111.1), rather than the abrupt 

changes in the quantum results. 

To show some intensity effects, average probabilities for rotating 

HF at 2.5 TW/cm2 are given in Table 111.3. For this larger intensity, 

both classically and quantum mechanically, the excited states become 

more populated. 

c. Time behavior 

The previous two sections were concerned with average quantities. 

In this section, the energy absorption and transition probabilities as a 

function of time are examined. The quantum mechanical laser phase used 

in this section was fixed at n/2. The effect of laser phase is examined 

in the next section. 

In Fig. 111.3, a comparison of classical and quantum energy 

absorption as a function of time is given for nonrotating HF at v = 3966 

cm- 1 (the one photon v~ to v=1 resonance). The quantum results show 

oscillations with a period of about 0.75 ps with no sign of damping out 

to 1.5 ps. At this frequency and intensity (1.0 TW/cm2) the solution is 
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well approximated by a two level system (i.e., the Rabi modeI 24 ). In 

contrast, the classical result oscillates with a frequency of about 0.4 

ps and a smaller amplitude. Also, it appears as though the oscillations 

may be damping. 

Fig. 111.4 shows the classical and quantum time dependent energy 

adsorpt,ion for rotating HF with v = 4006 cm- 1 [one photon (0,0) ... 0,1) 

resonance]. The results are similar to those in Fig. 111.3 for 

nonrotating HF. In this case, though, the classical result appears to 

level off even faster. The behavior of the quantum solution is again 

well approximation by the two level Rabi model. 24 The quantum solution 

has been followed for up to 20 ps with.no clear sign of damping. 

The quantum result for the two photon resonance at 3937 cm- 1 [(0 ,0) 

... (2,2) resonance] is considerably different (Fig. 111.5). The 

complicated nature of the oscillations may be contrasted with the Rabi 

oscillations of Fig 111.4. From Fig. 111.5, it can be seen that the two 

photon absorption is a long time process. The corresponding classical 

result (Fig. 111.6) also seems to show some aspects of the slower growth 

in absorption, although the solution is reasonably level by 0.9 ps. 

In Figs. 111.7,8, and 9, plots are shown for some transition 

2 
probabilities as a function of time, again for 1=1.0 TW/cm. Here, the 

classical solution is actually broken up into rotational levels, so that 

the discrepancy with quantum mechanics can be seen. The quantum 

solutions for POI and PIO are not shown since they are very small 

«( 10-2 ). Qualitatively, the probabilities show the same behavior as 

the energy absorption as a function of time, i.e., the classical 

solutions tend to level off more and the quantum solutions appear 
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periodic. Note that in reality there are high frequency, small 

amplitude oscillations that are superimposed on the quantum 

probabilities. These oscilations have not been resolved on our graphs 

and thus give rise to some roughness, particularly near peak maxima. 

The classical probabilities for rotating HF at v = 3937 cm- 1 are 

shown in Fig. 111.8. It can be seen that the v = 2 states gets 

significantly populated, but the v = 1 state is also significantly 

populated. The quantum probabilities near the two photon resonance at v 

= 3937 cm- l are shown in Fig 111.9. The resonance probability P22(t) 

displays a long period which essentially matches the period of <E(t»QM 

in Fig. 111.5. Another reasonably significant probability is P II , which 

is not shown. PII (t) displays a higher frequency oscillation and can 

reach a maximum of -0.13. The other two photon resonance at v = 3879 

cm- I is not plotted here. Qualitatively, the classical results for this 

frequency show much less excitation than for 3937 cm- I • There is a 

small amount of v = 1 excitation and no v = 2 excitation. Essentially 

no rotational excitation is seen in the classical results for this 

frequency. The quantum results for 3879 cm- I show somewhat less 

excitation into the (1,1) state than foe 3937 em-I, and again the 

resonAnt probability P20 displays a long period. 

d. Laser phase effect 

Based on the classical and quantum equations of motion [Eqs. 

(111.3) and (111.8») without additional approximations, one would expect 

the solution to be dependent on the choice of laser phase o. Without 

allowing for the details of how the field is turned on, complete study 

should involve averaging over the laser phase to obtain the most 
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meaningful results l18 • 

The laser phase dependence, however, disappears from the quantum 

equations in the rotating wave approximation24 ,119, as shown in Appendix 

11.8 for the two state model. However, for sufficiently large field 

strengths or de-tuning of w from resonance, the rotating wave 

approximation will break down l19b • Thus, for example, Moloney and 

.Meath 118 have shown the laser phase dependence. of probabilities as a 

function of time for a two state model. They found increasing phase 

effects for larger field strengths and at multiphoton resonances. 

The situation is not quite as clear in the cla~sical analysis. 

However, if only the relative difference between laser phases is 

important, then it would be sufficient to average only over the 

vibrational phase, without averaging over the laser phase, i.e., the 

laser phase would not matter. The conditions for this to be true 

probably include w be close to resonance. 

To assess the effects of laser phase 6 on the present problem, 

consider first nonrotating HF. For an intensity of 1~ TW/cm 2 and 

frequencies of 3966 and 3879 em-I, the classical solutions were obtained 

for fixed 6 of 0 and IT/2. 500 trajectories were run for each solution 

to insure no statistical error. Over the entire 1.5 ps range, <E(t)CL 

for the two phases agreed to between two and four significant figures. 

The quasiclassical probabilities also were in excellent agreement. 

Similarly, the nonrotating quantum results for the same conditions 

showed little phase dependence. 

We also examined rotating HF at 1.0 TW/cm 2 for the possibility of 

phase effects. Within the Monte Carlo error (~ 15%), no clear phase 
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effect can be distinguished in the classical results. However, slight 

discrepancies in the time dependent quantum solutions may be seen, since 

no statistical error is present. Table 111.4 lists some relevant 

probabilities and the energy absorption both as a function of time for 0 

- -1 = 0 and n/2, at v = 4006 cm • Other phases phases between 0 and n were 

also examined, but the largest differences were found between 0 = 0 and 

o = n/2. Despite v being almost exactly on resonance, slight 

differences may be noted, particularly in the probabilities. These 

diferences become larger near peak maxima and can be as much as 4%. 

However, such differences are comparable in amplitude to the high 

frequency oscillations that are superimposed on the Rabi oscillations, 

and do not appreciably affect the overall behavior. Notice that 

<E(t»QM is not affected much by these differences, indicating that the 

differences of the other probabilities, which are smaller and not 

listed, tend to compensate. Table Ill.S presents similar results for v 

= 3937 cm- l • Although this is a two photon resonance, the discrepancies 

due to laser phases are comparable to the v 4006 cm- 1 results. Thus, 

for intensities - 1.0 TW/cm2 , and the present frequency range, the 

effects of laser phase is small and can be neglected for most practical 

purposes. 

2. Multiphoton absorption 

Here we examine the absorption of nonrotating HF when the laser 

frequency Is fixed at v = 3922 cm- 1 (44 cm- 1 lower than the v=O + v=l 

resonance frequency), and the initial vibrational state is varied. This 

is an interesting problem from the point of view of a quantum and 

classical comparison since, as will be shown in a later section, the 
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region of classical phase space examined includes a 1:1 resonance, a 1:2 

resonance, and a region of overlapping higher order resonances with 

chaotic trajectories. 

Figure 111.10 shows a quantum and classical comparison of pulse 

time averaged energy absorbed for initial states 0 - 10. The agreement 

. throughout this region is extremely good except for v = 9, 10 where the 

discrepancy may be partly due to the lack of continuum states in the 

wave function expansion. In light of our results in section C.l at 1.0 

TW/cm2 laser intensity which showed moderate agreement for initial state 

v '" 0 at this frequency, this agreement is a little surprising. The 

behavior of the time averaged energy absorbed (i.e., the sharp dip 

followed by the slow rise to zero then the sharp increase) can be 

explained qualitatively for both the quantum and classical results. The 

classical results are due to a classical 1:1 resonance at lower actions 

and a region of overlapping resonances at higher actions. This will be 

discussed in detail in section C.4 where the surface of section is 

shown. The dominating features of the quantum results are overlapping 

resonances which result in many states becoming populated. The loss of 

energy for initial vibrational states 2, 3, and 4 results from bei~g 

more in resonance with stimulated emission than absorption. At 

intermediate initial states (5, 6, 7, 8), all states are further off 

At resonance, so there are less transitions out of the initial state. 

high initial states (9, 10) overtone transitions begin to become 

significant. This domination of overlapping resonances is in contrast 

with the two state resonances of sections C.l and C.3. For comparison, 

interesting model calculations have been carried out by Eberly ~. 
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al. 120 showing the time evolution of the populations of groups of states 

which are off resonance by varying amounts. 

Table 111.6 shows the time averaged transition probabilities which 

correspond to the averaged energies plotted in Fig. III. 10 • Again the 

agreement between the quantum and classical results is fairly good. For 

initial vibrational states 0 - 4, the agreement is essentially exact. 

At intermediate initial states where absorption and desorption are 

approximately equal, there are fewer transitions from the initial state 

in the quantum results. For initial states 9, 10 there is greater 

discrepancy which may be due, as stated above, to the lack of continuum 

states in the wave function expansion. 

3. Overtone spectra 

a. Time averaged energy absorbed 

For both rotating and nonrotating HF the classical and quantum time 

averaged energy absorbed are plotted vs laser frequency in Figs. 111.11 

and 111.12. For nonrotating HF both a linear and quadratic dipole 

function are used. In all the cases, the distinguishing characteristics 

between the quantum and classical results are (1) a shift of the 

classical peak by 100-200 cm- 1 toward higher frequencies, and (2) the 

classical peaks are lower and broader than the corresponding quantum 

peaks. The quantum peaks, within the resolution of our graphs, are near 

where they are expected from the v=O + v=2 resonance frequency. There 

probably are small, unresolved power shifts lOSc in the peaks which are 

not significant for our considerations here. The classical spectra, 

with the linear dipole function, peak at nearly twice the v=O + v=1 

absorption frequency. With the nonlinear dipole function the classical 
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spectrum peaks closer to the quantum result, but is still shifted by 

over 100 cm- I • It should be noted that both the quantum and classical 

results show'greater absorption with a nonlinear dipole function. The 

quantum peak becomes about twice as broad, and the classical peak 

becomes 50% higher and somewhat broader. The maximum of all the quantum 

peaks approximately equals 'the expected value froin the two state Rabi 

model24 , as we found for the v=O + v=1 resonance and two photon 

absorption in Sec. III.A. 

These results are interesting considering that we found better 

agreement between the quantum and classical results for v=O + v=1 

absorption (section C.l) and the multiphoton results at v = 3922 cm- I 

(section C.2). One would expect best agreement between quantum and 

classical results for averaged quantities since quantum effects tend to 

be averaged over. Even so, it is clear that in at least some 

circumstances, it would be misleading to look exclusively at the 

classical results even for an averaged quantity as the time averaged 

energy absorbed without accounting for possible discrepancies with the 

quantum mechanical results. More discussion of this will follow in the 

summary. 

b. Time averaged transition probabilities 

Table 111.7 shows the approximate time averaged vibrational 

transition probabilities with a linear dipole function (rotating and 

nonrotating HF) and a quadratic dipole function (nonrotating HF). For 

rotating HF, the transition probabilities in Table 111.7 are summed over 

rotational states. One can see quite dramatically that the 

quasiclassical results do not describe the transition probabilities of 
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the v=O + v=2 overtone absorption correctly. For both rotating and 

nonrotating HF the classical calculations with the linear dipole 

function show no excitation above the v = 1 level. But for all the 

quantum results there is basically a coherent two state excitation (Rabi 

oscillation)24 between the v = 0 and v = 2 levels. Even with a 

nonlinear dipole function for nonrotating HF, while there is some 

quasiclassical absorption into the v = 2 state, most of the absorption 

is still into the v = 1 state. 

c. Energy absorbed as a function of time 

It is important to consider molecular properties as a function of 

pulse time since these should be important for comparison with 

experiment. In Figs. 111.13 and 111.14 the time evolution of the 

energy absorbed is shown for nonrotating HF with a linear dipole 

function. Figures 111.15 and 111.16 show the time evolution of the 

energy absorbed for rotating HF. The quantum results show the 

characteristic sine squared shape of a Rabi oscillation. The classical 

results have a much smaller oscillation with a larger frequency which 

appears to be possibly damping out at longer times, more quickly for 

rotating HF. These results are closely analogous to the results in 

section C.l obtained about the fundamental frequency. The results for 

nonrotaitng HF with a quadratic dipole function are not shown since they 

are qualitatively the same as those with a linear dipole. The only 

significant differences are a shorter period of the oscillations of 

slightly more than a factor of 2 for the quantum results and slightly 

less than a factor of two for the classical results. 

d. Transition probabilities as a function of time 
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The time evolution of the transition probabilities for rotating HF 

are displayed in Figs. 111.17 and 111.18. The equivalent graphs for 

nonrotating HF are not shown since they give essentially no new 

information. The irtterest for rotating HF comes from the rotational 

excitation of the v=O, j=l; v=2, j=O; and v=2, j=2 states in the quantum 

results. This is quite surprising considering that these states are far 

off resonance. The classical results which have a few small 

oscillations that appear to damp out are again quite reminiscent of the 

results near the fundamental frequency (section C.I). Classically, the 

v=l, j=O state becomes most populated with some excitation into the v=O, 

j=1 and v=l, j=1 states. 

A simple numerical experiment shows that the apparent quantum 

rotational excitation is just that. For example, if a numerical 

calculation is carried out with only the v=O, j=O and v=O, j=1 states in 

the expansion, there is absorption with the correct frequency and 

magnitude that would be expected from the high frequency oscillations of 

Fig. 111.17. The dynamics displayed in Fig. 111.17 can be described as 

a high frequency oscillation between different rotational states within 

a vibrational manifold superimposed on a low frequency near resident 

oscillation between the v = Q and v = 2 levels. These can be thought of 

independently because of the differences in time scales and the near 

equivalence of the matrix elements for vibrational transitions of the 

different rotational states. In Fig. 111.19 the quantum tranition 

probabilities summed over all rotational levels for rotating HF are 

plotted as a function of pulse time. It shows an amazingly smooth 

oscillation. 
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The oscillation between the different vibrational levels, as shown 

in Fig. 111.19, can be described quite well by a Rabi two state 

model24 • Assuming the frequency is on resonance, the Rabi model would 

predict a period of 1.85 ps for the v=O,j=O+v=2,j=1 transition and 

v=() ,j=l + v=2,j=O transition, and 2.07 ps for the v=O ,j=l + v=2,j=2 

transition. The transition probability into the v = 2 level never 

reaches unity which can be due to a breakdown of the two state model, or 

a dreakdown of the Rabi model which assumes the rotating wave 

approximation24 ,ll9. The same is not true of the rotational 

transitions. For the v=O ,j=O + v=O ,j=l transition, the Rabi model 

predicts a maximum absorption of about half of the observed value and an 

oscillation frequency of about a factor of 7 too large. This is not 

surprising since one of the assumptions in the rotating wave 

approximation is that the transition is near the resonance. Since the 

rotational transitions are nowhere near resonance, the rotating wave 

approximation, and therefore the Rabi model, should not be valid. 

4. Poincare surfaces of section 

In this section we use surfaces of section to understand the nature 

of the classical solution for nonrotating HF with a linear dipole 

function. ··First we examine the surfaces of section for the overtone 

absorption of section C.3, followed by the multi photon results of 

section C.1. Many excellent reviews of nonlinear classical mechanics 

exist,98a,121,122 so much of the background is omitted for brevity. 

a. Overtone absorption 

In Fig. 111.20 we show two surfaces of section for overtone 

absorption, the first at the quantum resonance frequency v = 7757.8 cm- 1 
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and the second at the frequency of maximum classical energy absorption v 

= 7980 cm- I • At both frequencies the solutions are all regular in the 

region of phase space examined up to a time of 100 periods of the laser 

field, about 0.43 ps. It should be restated that the surface of section 

is generated by the mapping discussed in section B.4 and is not an 

actual trajectory. For illustration, there is one actual trajectory for 

two periods of the laser field, in Fig. III .20 (a) shown as a dashed 

line. With more oscillations of the field the trajectory will touch all 

of the points on the ellipse. Both surfaces of section display a large, 

isolated 1:2 classical resonance. The fixed points of the mapping are 

clearly marked, and the separatrix connects the unstable fixed points. 

The stable fixed points result from a strictly periodic trajectory where 

the molecule osci llates one period per two osci llations of the field. 

It is easy to infer the magnitude of the time averaged energy 

absorbed from these plots. Following the usualquasiclassical 

procedure, initial conditions are chosen using a fixed action and a 

range of angles between 0 and 2n. One can see from Fig. nI.20(a) that 

if a trajectory is started with zero initial ,action and any angle, the 

trajectory averaged over time will gain or lose little energy since 

after every laser period, the action remains near zero. In Fig. 111.21, 

the time averaged energy absorb~d is plotted as a function of initial 

actions for v = 7757.8 cm- 1• This shows that starting near the bottom 
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of the resonance stucture, energy is gained on the average; but staring , 

near the top of the resonance structure, energy is lost. At v = 7980 

cm- 1 the resonance structure is pushed to lower actions than at v = 

7757.8 cm -1. This explains why there is classical absorption at v = 



7980 cm- 1• The narrowness of the resonance explains why there is no 

quasiclassical absorption into the v = 2 states. (The top of the 

resonance has an action of less than 1.2.) The semiclassical nature of 

the classically forbidden overtone transition in this case may be 

interpreted in a fashion analogous to that which leads to certain local 

mode energy splittings 123 as discused by crayl24. 

b. Multiphoton absorption 

The surface of section for v c 3922 cm- 1 in Fig. 111.22 displays a 

more interesting behavior. At low actions there is a dominating, 

isolated 1:1 resonance. From the plot one can see that there is strong 

absorption from the Nv 0 initial state, and that the absorption 

populates states as high as Nv = 4. The classical dynamics at other low 

of intermediate levels can be comparably understood. The more 

interesting region of the phase space occurs at a~tions greater than 

Nv = 8. The first interesting feature of this region is a 2:3 secondary 

resonance. Clearly visible about this resonance is a chain of tertiary 

islands. These islands can be understood from the viewpoint of 

classical secular perturbation theory as described in Ref. 122. An even 

finer structure of higher order islands is on a scale too fine ~o see. 

The size of these higher order resonances depends on the magnitude of 

the perturbation (in this case the field strength). A manifestation of 

this complicated structure, even if the higher order resonances cannot 

be directly observed, is the growth of a stochastic layer around the 

separatrix of the secondary resonance which is separated from the 

regular regions by KAM structures l22 • The random points near the 

hyperbolic fixed points of the 2:3 resonance were generated by a 
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trajectory which began approximately on the separatrix~ This is 

evidence for a stochastic layer around the separatrix. 

At actions above the 2:3 resonance, the secondary resonance 

structures become large enough that they beg,in to overlap. Overlapping 

resonances can be related to the growth of global chaos l21 • Noid and 

Stine 102a have speculated on the role of overlapping resonances in the 

dissociation of a diatomic molecule with two lasers. This growth of 

global chaos can be seen surrounding regions where there are parts of 

resonance structures corresponding to 5:7 and 3:5 secondary 

resonances. Immersed in this chaotic region, parts of the primary 1:2 

resonance are clearly visible. In the chaotic region the points of the 

surface of section are generated by two dissociating trajectories and 

orte nondissociating trajectory. The surface of secti6n of the 

trajectories in the chaotic region seem to follow the vague tori of 

Shi rts and Reinhardt 125 • The points generated by a chaotic trajectory 

appears to be constrained to a particular resonance structure for 

several intersections of the mapping. Then the mapping carries the 

trajectory near the intersection of two resonances where it can move to 

the other resonance. The dissociating trajectories became associated 

with the 1:2 primary resonance where they were carried to large 

actions. It appears that there could be another unresolved resonance 

structure which is affecting the motion of the nondissociating 

trajectory. 

We also performed a few calculations with the exponential form of 

the dipole used by Davis and Wyatt 101 , and obtained similar interesting 

behavior and dissociation at higher actions. 
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D. Summary and Conclusions 

We have performed quantum and classical calculations for one and 

two photon absorption about the fundamental (v=O + v=l) frequency on 

rotating and nonrotating HF, for overtone (v=O + v=2) absorption on 

rotating and nonrotating HF , and for multiphoton absorption at a fixed 

frequency near the (v=O + v=l) fundamental with different initial states 

on nonrotaing HF. For the one and two photon calculations, it is found 

that classical mechanics does not pridict the correct rotational state 

distributions. Also, the time behavior of the classical solution is 

qualitatively different from the quantum one. Classical mechanics does 

give the correct magnitude of pulse time averaged quantities, but does 

not give t~e detailed resonance peaks for two photon absorption. 

Classical mechanics does correctly indicate more two photon absorption 

as the frequency is red shifted from the one photon resonance, but it 

predicts far too little such absorption. The quantum results as a 

function of pulse time have oscillations characteristic of two state 

resonances. The classical results as a function of pulse time have 

small, high frequency oscillations which appear to possibly damp out. 

For these transitions the laser phase has been shown to be essentially 

unimportant for the intensities examined, although it could conceivably 

be important for much higher intensities. 

At the overtone frequencies we have found a shift of about 200 cm- 1 

between quantum and classical absorption maxima for both rotating and 

nonrotating HF. Also, the maxima and widths of the peaks are 

qualitatively different. Inclusion of a quadratic term in the dipole 
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function increases both quantum and classical overtone absorption 

significantly indicating that a reasonable fit to the dipole will be 

needed .to ge.t quantitatively accurate results. All of the quantum 

overtone results can be analyzed in terms of two state resonances. The 

quasi classical vibrational transition probabilities do not show 

significant absorption into the v = 2 level as the quantum results do. 

Classically, absorption is into the v = 1 state. As for the one and two 

photon absorption near the fundamental frequency,'we found that the 

rotatlonal state distribution for the classical results were 

qualitatively different from that for the quantum results. 

Interestingly, though, we find that· pure rotational excitation was 

signifiacnt for the quantum results even though rotational absorptions 

are far from resonance. The time dependent behavior at overtone 

frequencies is quanti tat'ively the same as that near the fundamental 

frequency. 

In contrast to the generally poor quantum and classical agreement 

near the overtone frequency, there was very good agreement for the 

multiphoton absorption of nonrotating HF at a frequency v = 3922 cm- 1 

.with different initial states for the time averaged transition 

probabilities. The quantum and classical agreement is best for low 

initial states and becomes somewhat worse for higher initial states. 

The quantum results in the case are characterized by overlapping 

resonances with the corresponding population of many states. 

To better understand the classical results, we constructed surfaces 

of section corresponding to the overtone and multiphoton results. At 

the overtone frequency, the surfaces of section are dominated by an 
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isolated 1:2 resonances. We show how this resonance shifts at a 

different frequency, and how this explains the observed results. The 

surface of section at V = 3922 cm- 1 also explains that set of results. 

In this case the phase space is characterized by an isolated 1:1 

resonance, a 2:3 secondary resonance with a chaotic layer around its 

separatrix, a region of chaos, and within this region of chaos, 5:7 and 

3:5 secondary resonances and a 1:2 primary resonance which the secondary 

resonances surround. As expected, dissociating trajectories are found 

to be associated with the region of overlapping resonances. 

From our results, one can see that erroneous conclusions can be 

reached if purely classical calculations are done. Our multiphoton 

results, though, show that there is still hope that classical 

calculations may be of some use in studying these problems. Not too 

surprisingly, the classical and quantum results differ most when there 

are essentially two state quantum resonances. It would be very useful 

if some relationship could be found between the nature of the classical 

phase space and the agreement with quantum mechanics. We have found one 

example where a chaotic region of classical phase space corresponds to 

overlapping quantum resonances, and reasonably good agreement between 

the classical and quantum mechanical results. Gray124 has also 

performed some interesting semiclassical calculations on nonrotating HF 

and additional semiclassical calculations would give more insight into 

this problem. 

It is difficult to extend these conclusions to polyatomic 

systems 126 altough hopefully a good framework has been established for 

working on these systems. It is possible that future work will clearify 
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the general nature of the agreement between classical mechanics and 

quantum mechanics not only for molecules in a laser field but for any 

excited molecular system. 
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Appendix III.A: Initial and final conditions for a diatomic molecule in 

the rotating Morse oscillator approximation 

To classically determine probabilities, it is necessary to average 

over initial conditions. For an isolated diatomic molecule, one can 

change variables to action-angle variables l13 (Nv'Ov)' (J,OJ)' and . . . 
(M,OM) such that Nv = J = M = 0 , with Nv being the vibrational action, 

J the rotational action or angular momentum, and M being the projection 

of the angular momentum onto the z axis. These variables allow a 

connection with quantum mechanics to be easily made. The probability P 

of some event may be obtained by averaging over the initial angle 

vabiables 0v' OJ' OM for fixed Nv ' J, and M, 

(A.1) 

where X = 1 if the event occurs and 0 if it does not occur for the given 

initial conditions. Usually, the angular momentum is randomly oriented 

in space, so an average may be taken over M, 

- fJ pi fJ _I fJ P = dM dM dM P. 
-J -J 2J -J (A.2 ) 

To do the Monte Carlo integration l27 , the variables of integration 

are changed to E;, with 0 <; E;i <; I, such that 

2 E; -
I 

1 = M/ J A, 

2 1T E;2 °v 
, 

21TE; = OJ' 3 (A.3) 
21TE; 

4 0t-t. 



Equation (A.2) then becomes 

1 N 
P = lim N E ~ JM(~)· 

N- i v (A.4 ) 

. That is, one averages X over N random evaluations of ~ (each component 

of ~ is taken to be a pseudorandom number for a given evaluation). 

Approximate relations between the action-angle varia.bles and 

ordinary molecular coordinates have been given by Porter, Raff, and 

Miller 113 for a rotating Morse oscillator. The orbits given by them 

f or a and cjl are not st rictly correct. The corrected orbi ts are 

r(t) = re - ~ In{(-2a)[b + Ib L - 4ac sin(wNt + QN)]}' 

a(t) = arccos[1I - ),L cos(wJt + QJ + sign(Pr) JflJ )], 

( ), cot [ a( t) ] ) , 
cjl(t) QM : sign(Pa) arccps 

II - ),L (A.5 ) 

where the formulas for a, b, c, w
N

' w
J

' and fl
J 

may be found in Ref. 113 

and are not repeated here. The' errors· in the angular orbits arose from 

omission of a sign(Pr) and sign(Pa) factor in the generators Wr and Wa' 

respectively [Eqs. (8a) and (8b) of Ref .'113] • Another slight error is 

in Eqs. (JOb) and (JOc) of Ref. 113. Here, the factor r2 should be 

replaced by the expansion for r2 given in their Eq. 111.3. 

Thus, to generate the initial conditions for a diatomic we first 

pick )" Qv' QJ' and QM randomly according to Eqs. (A.3). Then, since 

the calculations are to be made in spherical coordinates, r, a, and ~ 

are calculated from Eqs. (A.5). Pr' and Pa may be obtained by either 

conservation of energy and angular momentum, or by differentiation of 

Eqs. (30) of Ref. 113. This procedure is completely equivalent to the 

more standard approach of randomly orienting the molecule and its 
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angular momentum vector, and picking only rand Pr from the action-angle 

variable formulas. Thus, the present approach offers no technical 

advantage over the ordinary approach for most applications, including 

the present one, except when the rotational variables play an important 

role, as in some semiclassical applications. 

The vibrational action Nv is calculated at a time t from the 

approximate formula of Ref. 113, 

__ Yt+I5( b N = - ~) 
v 2 a 2 r::c 

and only depends on the molecular energy and angular momentum state 

2 2/ 2 J(J+Yt) = (PS + p~ sin S). 

(N 
v 

Nv was calculated numerically 

= - Yt+_lpp dr) 
2 21T r 

(A.6 ) 

as a check on Eq. (A.6) and, for all Nv and J with J~lO, Nv from Eq. 

(A.6) is accurate to three significant figures. Thus, essentially no 

error is introduced by the use of Eq. (A.6) for Nv in the present study. 
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Appendix III.B: Effect of laser phase on the two state model 

For a two state model with states labeled A and B Eqs. (111.8) 

become (l'l = 1) 

(B .1) 

If one now replaces CA and CB by SA and SB such that 

(B.2) 

one obtains (EAB - E~ - E~) 

- exp[-i(EAB-w)t] exp(io)} 
(B.3) 

- exp[i(E
AB 

+ w)t] exp(io)} 

The rotating wave approximation involves omitting the highly 

oscillatory terms involving exp[±i(E
AB 

+ w)t] and exp(±iw). Thus, 



(B.4 ) 

Within this approximation, it can easily be shown that the effect 

of the laser phase 0 is not important. To see this, the substitution 

SB = SB exp(io) is made, so that Eq. (B.4) becomes 

SA = - 1 S'D E exp[-i(E - w)t] 
2 BABo AB ' 

i.e., SA and SB' may be obtained by solving Eq. (B.5) and the 

probabilities PA = ISAI2 and PB = ISBI2 = ISsl2 have no phase 

(B.5 ) 

dependance. Alternatively, Eq. (B.4) can be expressed as a second order 

equation in which the radiation phase does not appear. 

One should note carefully that the rotating wave approximation is 

second condition is often not stated, but is necessary if the 

oscillatory terms are to be unimportant. Consider, e.g., HF in a 

1.0 TW/cm 2 laser near the one photon resonance at 4006 cm- 1 with a state 

A = (0,0) and B = (1,1). Condition (i) is satisfied and, with Eo = 

0.00534 a.u., DAB = 0.022 a.u., DAA .. DBB .. 0, condition [11] is 0.0182 

» 0.0001, which is reasonably satisfied. 
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Table 11.1. Transition probabilities for J = O. 

Total energy (eV)b 

0.30 

0.35 

0.40 

0.45 

0.50 

0.55 

0.60 

0.65 

POO+OO 
P 00+01 
POI +01 

POO+OO 
P OO + 01 
POI +01 

POO+OO 
P OO + 01 
POI +01 

POO+OO 
P OO + 01 
P 01 +01 

POO~OO 
P OO + 01 
Po 1+0 1 

POO+OO 
POO + 01 
P 01 +01 

POO+OO 
P OO + 01 
P 01 + 01 

Number of states (DWBA)A 
16 . 18 22 . 

3.07 (~15) 
5.53(-16) 

5.46(-10) 
5.15 (-10) 

3.39(- 7) 
3.33(- 7) 

2.70 (- 5) 
3.83(- 5) 

6.82(- 4) 
1.05 (- 3) 

8.26(- 3) 
1.36(- 2) 

5.30(- 2) 
9.29(- 2) 

7.50 (- 2) 
1.45(- 1) 
2.62(- 1) 

1.66(-14)e 
3.07(-15) 
5.53(-16) 

5.82(-10) 
5 .46( -10) 
5.15(-10) 

2.74(- 7) 
3.39(- 7) 
3.24(- 7) 

1.92(- 5) 
2.70 (- 5) 
3.83(- 5) 

4.41(-'- 4) 
6.82(- 4) 
1.05 (- 3) 

4.99(- 3) 
8.' 24 (- 3) 
1.36(- 2) 

2.96(- 2) 
5.26(- 2) 
9.28(- 2) 

7.49(- 2) 
1.40 (- 1) 
2.59(- 1) 

3.0 I( - 2) 

5.52('- 2) 
1.0 2( - 1) 
1.83(- 1) 

1.50(-14) 
2. 76( -15) 
5.12(-16) 

5.22(-10) 
4.87(-10) 
4.55(-10) 

2.63(- 7) 
3.31(- 7) 
4.17(- 7) 

1.81(- 5) 
2.58(- 5) 
3.68(- 5) 

4.54(- 4) 
7.14(-4) 
1.0 6( - 4) 

4.83(- 3) 
8.11(- 3) 
1.30(- 2) 

2.49(- 2) 
4.19(- 2) 
7.13(- 2) 

4.34 (- 2) 
8.02 (- 2) 
1.50 (- 1) 

aThe particular basis sets used were 16 states: 4,4,4,4; 18 states; 
5,5,4,4; 22 states: 5,5,4,4,4 where each number is the number of 
rotational states within a paritcular vibrational level. Each 
successive number represents the next vibrational level. For example, 
5,5,4,4 means four vibrational levels; v = 0,1 have five rotational 
states, v = 2,3 have four rotational states. The even - odd decoupling 
of rotational states is used, so if four rotational levels are 
specified, the states are all of either even or odd symmetry as 
described in section B.2.d. This notation is used throughout the paper. 
bThe zero of energy is the bottom of the reactant diatom potential well. 
cFrom Ref. 16. 
dThe probabilities given represent examples of each of the combinations 
of even - odd symmetry decoupled results. 
eThe number in parenthesis is the power of ten that the preceding number 
should be multiplied by. 
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Table 11.2. Integral cross sections at several energies. a 

E = 0.4 eV E = 0.5 eV E = 0.6 eV 

DWBA - CS Egb DWBA - CC DWBA - CS Egb DWBA - CS Egb 

QOO + 01 
0.878(-6) 0.667(-6) 0.139(-2) 0.137(-2) 0.124 (-2) 0.958(-1) 0.780(-1) 

QOO + 02 
0.160(-6) o .114 (-6) 0.644(-3) 0.532(-3) 0.473(-3) 0.496(-1) 0.437(-1) 

QOO + 03 
0.108(-8) o • 137 (-8) 0.899(-4) 0.484(-4) o .553( -4) 0.962(-2) 0.983(-2) 

QOO 
0.352(-5) o .252( -5) 0.594(-2) 0.570 (-2) 0.501(-2) 0.420 0.352 

Q 01 0.162(-5) O. 120 ( -5 ) 0.350(-2) 0.312(-2) 0.306(-2) 0.255 0.228 

Q02 
0.239(-6) 0.186(-6) 0.113(-:2) 0.844 (-3) 0.80 6( -3) o .872(-1) 0.843(-1) 

Q 0 3 0.246(-8) 0.333(-8) 0.149(-3) o .717 (-4) o. 908( -4) 0.140(-1) 0.166(-1) 

aCross sections are summed over final angular momentum projection quantum numbers and averaged over initial 

angular momentum projection quantum numbers. The number in parenthesis is the power of ten that the 

preceding number should be multiplied by. 

b The exact quantum results are from Ref. 16. 
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Table 111.3. Convergence of collinear exact H + H2 reactive scattering 

transition probabilities, v=O + v'=O, with respect to basis size. a 

Total 

Energy Number of channels 

(eV) 1 2 3 4 5 6 

0.3128 4.10 (-9) 8.30 (-9) 9.65(-9) 9.134(-9) 1. 32( -8) 1.45(-8) 

0.3628 1.46(-5) 3.31(-5) 3.86(-5) 4.0 1( -5) 4.81(-5) 4.67(-5) 

0.4028 7.23(-4) 1.91(-3) 2.26(-3) 2.36(-3) 2.62(-3) 2.61(-3) 

0.4334 6.55(-3) 2.0 2( -2) 2.43(-2) 2.52(-2) 2.73(-2) 2.69(-2) 

0.4546 2.26(-2) 7.73(-2) 9.28(-2) 9.0 (-2) 1.02 (-1} 1.01(-1) 

0.4826 8.56(-2) 3.0 2(-1) 3.50 (- 1) 3.68(-1) J.70 (-1) 3.70 (-1) 

0.5000 1.64( -1) 5.22(-1) 5.78(-1) 5.97(-1) 6.01(-1) 6.01(-1) 

0.6000 8.34 (-1) 9.97(-1) 9.97(-1)- 1.00 1.00 1.00 

0.7000 9.91(-1) 9.93(-1) 9.92(-1) 9.91(-1) 9.91(-1) 9.90(-1) 

0.8000 b 9.96(-1) 9.68(-1) 9.47(-1) 9.50(-1) 9.51(-1) 9 .49( - 1) 

0.8706 9.78(-1) 8.56(-1) 2.72(-1) 1.78(-1) 1.92(-1) 1.66(-1) 

0.8976 9.72(-1) 4.95(-1) 6.28(-1) 6.78(-1) 6.56(-1) '6.70 (-1) 

1.2026 8.27(-1) 3.52(-1) 2.08(-1) 2.33(-1) 2.07 (-1) 2.28(-1) 

1.3966c 7 .07( - 1) 1.73(-1) 1.42(-1) 1.36(-1) d 1.32( - 1) 

1.6466 5.44(-1) 3.37(-2) 8.0 8( -2) 7.136(-2) d 7.39(-2) 

aThe number in parenthesis is the power of ten that the preceding number 

should be multiplied by. 

bThe second channel has become open. 

c The third channel has become open. 

dThere were some numerical problems with these calculations which are 

still being investigated. 
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Table 11.4. Convergence of collinear exact H + H2 reactive scattering 

transition probabilities, v=O + v'=O, with respect to the number of grid 

points for the integration to obtain the S matrix. a 

Total 

Energy 

(eV) 

0.4546 

0.6000 

0.8706 

1.3966 

41 

1.0 9(-1) 

9.99(-1) 

1.61(-1) 

1.34 (-1) 

45 

1.02 (-1) 

9.99(-1) 

1.62(-1) 

1.33(-1) 

Number of Grid Points 

51 

1.01(-1) 

9.99(-1) 

1.64 (-1) 

1.32(-1) 

56 

1.01(-1) 

1.00 

1.66(-1) 

1.32(-1) 

61 

1.67(-1) 

a All these calculations have 6 channels in the basis. The number in 

parenthesis is the power of ten that the preceding number should be 

multiplied by. 
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Table 11.5. Comparison of our exact quantum scattering reaction 

probabilities, v=O ~v'=O with previous calculations. a 

Total Our Previous 

Energy Calculationb Calculations 

(eV) 

0.3128 1.45 (-8) 1.07( -8)e 

0.3628 4.67(-5) 4.37(-5)e 

0.4028 2.61(-3) 2.46(-3)e 

0.4334 2.69(-2) 2.65(-2)f 2.7 (-2)g 

0.4546 1.01(-1) 1.0 1( -Of 

0.4826 3.70 (-1) 3.67(-1)h 3.72(-1)i 3.66(-I)j 3.71(-1)f 

0.5000 6.01(-1) 6.01(_1)k 

0.6000 1.00 9.99(-1)k 

o .7000 9.90(-1) 9.91(-Ok 

o .8000 c 9.49(-1) 9.50 (-1) k 

0.8706 1.66(-1) 1.83(-1)h 1.60(-1)i 1.89(-Oj 

0.8976 6.70 (-1) 6.62(-I)h 
. i 
6.68(-1) 6.69(-I)j 6.66(-1)1 

1.2026 2.28(-1) 2.29(-Oh 2.34 (_1)1 2.00 (-I)j 2.28(-1)1 

1.3966d 1.32(-1) 1.3H-l)h 1.49( _1)i 

1.6466 7.39(-2) 8.0 (_2)h 6.94(-2)i 

a The number in parenthesis is the power of ten that the preceding number 

should be multiplied by. 

bAll calculations have 6 states in the basis and are converged to 1 - 2% 

in the grid size. 

cThe second channel becomes open. 

dThe third channel becomes open. 

eHubbard, Shi, Miller34 list these results (which agree within 1 - 2% of 

their DWBA results) but do not reference them. 

fReference 79. gReference 72. hReference 73. 

iReference 77. j Reference 69. kReference 71. 

lReference 74. 
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Table 111.1. Relevant energy levels for HF, according to 

the rotating Morse oscillator approximation. 

EO 
vj 

v j a.u. cm- 1 

0 0 0.0093309 2048 

0 1 0.0095187 2089 

0 2 0.0098941 2171 

0 0.0274001 60 14 

1 1 0.0275819 6054 

2 0.0279454 6133 

2 0 0.0446793 9806 

2 1 0.0448551 9845 

2 2 0.0452065 9922 
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Table 111.2. Approximate time averaged probabilities for vibrational 

transitions of HF in a 1.0 TW/em2 laser. 

Nonrotating Rotating 

v( em -1) Po PI P2 Po PI P2 

3850 0.88(QM) 0.08 0.04 0.99 0.0 I 0.00 

I.OO(CL) 0.00 0.00 

3879 0.47 0.08 0.45 0.53 0.03 0.44 

0.88 0.12 0.00 0.99 0.01 0.00 

3900 0.83 0.11 0.06 0.96 0.03 o .0 1 

0.73 0.19 0.08 0.94 0.04 0.02 

3937 0.69 0.28 0.03 0.47 0.07 0.46 

0.69 0.24 0.06 0.67 0.27 0.06 

3966 0.51 0.47 0.02 0.87 o .12 0.01 

0.63 0.36 0.01 0.58 0.40 0.02 

4006 0.69 0.30 0.01 0.50 0.49 0.01 

0.68 0.32 0.00 0.66 0.34 0.00 

4085 0.93 0.07 0.00 0.95 0.05 0.00 

0.90 0.10 0.00 0.88 0.12 0.00 
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Table 111.3. Approximate time averaged vibrational 

transition probabilities for rotating HF in a 2.5 

TW/cm2 laser. a 

V(cm- 1) Po PI P2 

3879 o .5l(QM) 0.07 0.42 

0.88(CL) 0.07 0.05 

3900 0.90 0.05 0.05 

0.67 0.17 0.16 

3937 0.48 0.10 0.42 

0.50 0.31 0.19 

3966 0.77 0.18 0.05 

0.52 0.39 0.09 

4006 0.52 0.45 0.03 

0.61 0.37 0.02 

4085 0.89 0.11 0.00 

0.78 0.20 0.00 

~he classical results shown for v = 3879 and 3937 

cm- 1 were actually run at 3870 and 3927 em-I, 

respectively. The probabilities will not vary much 

since the classical peak is broad. It was displayed 

in the table this way to avoid confusion since the 

overall trends are still clear. 
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Table III.4. Quantum mechanical transition probabili ties and energy 

absorbed as a function of pulse time for laser phases of 0 and n/2 at 

v = 4006 cm- l and I = 1.0 TW/cm2 • 

Poo Pll <E(t)gM(a.u.) 

t(ps) <5 = 0 6=n/2 <5 = 0 <5=n/2 <5 = 0 <5=n/2 

0.0 1.00 1.00 0.00 0.00 0.0000 0.0000 

0.4 O.~ 0.32 0.63 0.66 0.0 125 0.0126 

0.8 0.13 0.14 0.81 0.83 0.0156 0.0158 

1.2 0.94 0.95 0.05 0.05 0.00 10 0.0009 

1.6 0.51 0.53 0.44 0.45 0.00 84 0.0086 

2.0 0.03 0.03 0.92 0.92 0.0177 o .0 179 

2.4 0.81 0.81 0.17 0.17 0.0034 0.00 33 

2.8 0.73 o .73 0.24 0.24 0.0047 0.0048 

3.2 0.01 0.01 0.95 0.94 0.0180 0.0182 

3.6 0.62 0.62 0.36 0.36 0.0068 0.0069 

4.0 0.88 0.90 0.09 0.09 0.0018 0.0017 

4.4 0.08 0.09 0.87 0.88 0.0167 0.0169 
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Table 111.5. Quantum mechanical transition probabilities and energy 

absorbed as a function of pulse times for laser phases of a and w/2 at 

v = 3937 cm- 1 and I = 1.0 TW/cm2 • 

POO P22 <E(t»gM(a.u.) 

t(ps) 0=0 o=w/2 o = a o=w/2 0=0 o=w/2 

0.0 1.00 1.00 0.00 0.00 0.0000 0.0000 

0.4 0.93 0.93 0.05 0.05 () .0021 0.0019 

0.8 0.78 0.80 0.19 0.19 0.0072 0.0071 

1.2 0.57 0.58 0.37 0.38 o .0 142 0.0144 

1.6 0.36 0.37 0.57 0.57 0.0218 0.0219 

2.0 0.18 () • 18 0.71 0.74 0.0282 0.0284 

2.4 0.05 0.05 0.83 0.81 0.0320 0.0324 

2.8 0.00 0.00 0.83 0.86 0.0333 0.0338 

3.2 0.03 0.03 () .80 0.80 0.0322 0.0324 

3.6 0.14 0.13 0.69 0.71 0.0283 0.0287 

4.0 0.27 0.29 0.56 0.57 0.0231 0.0233 

4.4 0.47 0.47 0.40 0.40 o .0 169 0.0170 
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Table IIt.6. Cla~sical and syantum time averaged vibrational 
probabi 11 ties at v = 3922 cm (in percent). 

Nv Initial 0 1 2 3 4 5 6 7 8 9 10 

Final 0 42(CL) 21 16 16 5 
39(QM) 22 19 16 3 

1 22 36 24 12 8 
21 39 21 14 4 

2 16 25 31 16 11 
18 21 31 19 10 2 

3 17 12 16 28 17 13 
17 14 17 24 22 7 1 

4 4 6 12 17 31 21 9 
3 4 11 21 34 22 4 

5 2 11 21 37 22 6 
2 7 22 44 20 3 

6 8 23 40 24 5 
4 22 52 18 3 

7 6 24 39 23 6 
3 19 55 16 3 2 

8 5 22 39 26 6 
2 18 60 14 3 

9 8 28 33 19 
3 16 59 7 

10 6 17 23 
1 2 11 30 

11 4 10 
1 5 8 

1.2 2 5 
2 10 

13 1 4 
6 

14 4 
2 21 

15 2 
1 3 

16 1 
2 

17 1 .. 
7 

Dissociate(CL) 7 24 



Table 111.7. Classical and quantum time averaged 

vibrational transition probabilities in the overtone 

frequency range (in percent). 

Nonrotating HF 

linear dipole 

(QM) 7200 81 0 

7757.8 50 0 

7800 82 0 

(CL) 7900 90 10 

7990 76 24 

8080 91 9 

nonlinear dipole 

(QM) 7680 82 0 

7757.8 51 0 

7840 80 0 

(CL) 7750 90 8 

7900 66 25 

8100 78 22 

Rotating HF 

linear dipole 

(QM) 7780 73 0 

7800 52 0 

7820 81 0 

(CL) 7950 85 15 

7987.5 69 31 

8050 88 12 
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Fig. 11.1. Transition probability from v = 0, j = 0 to v' = 0, j' = 0 

as a function of vibration-rotation basis set at E = 0.65 eV, J = O. 

The symbols on the plot indicate the number of vibrational states; (0) 

four vibrational states, (0) five, (A) six, (~) seven, and (0) eight. 

This clearly shows the convergence problem at higher energies as the 

number of vibrational states is increased. 
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Fig. 11.2. Transition probabilities v - 0, j ~ 0 + v' = 0 summed over 

final rotational states with J = 0 as a function of total energy. The 

solid line indicates the exact quantum results, and the dots are the 

DWBA results. The DWBA results are calculated using 18 vibraional -

rotational states, 5,5,4,4. See Table 11.1 for more explanation of basis 

sets. 
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Fig. 11.3. Th~ transition probahilities multiplied by (2J+1) as a 

function of J for total energy E = 0.5 eVe The solid line indicates the 

exact quantum results. The DWBA-CC and DWBA-CS results are plotted 

using the indica~ed dots. For these results a basis of 4,4,3,3 (this 

notaiton is explained under Table 11.1) is used with all of the allowed 

projection quantum number 0 states. Accounting for even and odd 

decoupling, a maximum of 114 states was used. 
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Fig. 11.4. The transition probabilities multiplied by (2J+1) as a 

function of J for total energies E = 0.4 eV and E 0.6 eVe The solid 

lines indicate the exact quantum results, and the DWBA-CS results are 

shown as dots. As indicated, the E = 0.4 eV results are multiplied by 

4 10 before beinb plotted. For the DWBA results 14 basis functions, 

4,4,3,3 are used. See Table 11.1 for an explanation of basis sets. 
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Fig. 11.5. Differential cross sections as a function of scattering 

angle 8
R 

= 180 - e at total energy E = O.S eV. The solid 11 ne is the 

exact quantum results. The DWBA-CC and DWBA-CS results are plotted 

using the indicated dots. See Fig. 11.3 for a description of the basis. 
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= 180 - e for total energies 0.4 and 0.6 eV. The solid lines 

indicate the exact quantum results, and the dots are the DWBA-CS 

results. As indIcated, the E = 0.4 results are multiplied by 5 x 10
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before being plotted. See Fig. 4 for a description of the basis. 
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Fig. III.l(a). Classical and quantum mechanical time averaged energy 

absorption for nonrotating HF in a 1.0 TW/cm2 laser. 
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Fig. III.1(b). Classical and quantum mechanical time averaged energy 

absorption for rotating HF in a 1.0 TW/cm2 laser. 
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Fig. 111.2. Classcial and quantum mechanical time averaged energy 

. absorption for rotating HF in a 2.5 TW/cm2 laser. 

136 



0.020~----~----~----~----~~----~--~ 

/-', Quantum 
/ \ 

I \ 
I \ 

\ 
\ 
\ --w 

V 0.005 

o~----~----~~--~~------~----~----~ o 0.5 1.0 1.5 

t (ps) 

Fig. 111.3. Time dependent energy absorption for nonrotating HF with 

v = 3966cm- 1 and 1 = 1.0 TW/cm2 • 

137 



0.020,----..,.----r----r----r----.----, 

.0 

/ 

/ 
/ 

/ 

/ 

~---~ 

/ 

/ 
/ 

---"", 
". " /' , 

/ /' Quantum ",,-

/ "-

O~~-~----~---~----~~-~----~ o 0.3 0.6 0.9 
t (ps) 

Fig. 111.4. Time dependent energy absorption for rotating HF with 

v = 4006cm- 1 and I = 1.0 TW/cm2 • 
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Fig. 111.5. Quantum mechanical time dependent energy absorption for 

rotating HF with v - 3937 cm- 1 and I = 1.0 TW/cm2 • Note that the 

jaggedness here and in Figs. 111.7 and 111.9 are due to poor resolution 

of the high frequency oscillations. 
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Fig. 111.6. Classical time dependent energy absorption for rotating HF 

with v = 3937 cm- 1 and I = 1.0 TW/cm2 • 
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Fig. 111.7. Classical and quantum mechanical probabilities Pvj for HF 

with v = 4006 cm- 1 and I = 1.0 TH/cm2 • 
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Fig. III.9. Quantum mechanical probabilities Paa and P22 for HF with 

v = 3937 cm- 1 and I :a:: 1.0 TW/cm2 • 
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Fig. 111.10. Quantum and classical time averaged energy absorbed as a 

function of initial vibrational state for nonrotating HF at 

v = 3922 cm -1 • 
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Fig. III.ll(a). Quantum and classical time averaged energy absorbed as 

a function of frequency for nonrotating HF in the overtone frequency 

range with a linear dipole. 
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Fig. 111.12. Quantum and classical time averaged energy absorbed as a 

function of frequency for rotating HF in the overtone frequency range. 
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Fig. 111.14. Classical energy absorbed as a function of pulse time for 

nonrotating HF at"" 7990 em-I. 
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Fig. 111.15. Quantum energy absorbed as a function of pulse time for 

rotating HF at v = 7800 em-I. 

150 



0.020r------......---------,--------

~ 0.015 
:J 
d -

A --
w 
V 

0.005 

O~--------~~-----------L----------~ o 0.5 1.0 1.5 
t (ps) 

Fig. 111.16. Classical energy absorbed as a function of pulse time for 

rotating HF at v = 7987.5 em-I. 
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Fig. 111.17. Quantum transition probabilities as afunetion of pulse 

time for rotating HF at V = 7800 em-I. 
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Fig. 111.18. Classical transition probabilities as a function of pulse 

time for rotating HF at v = 7987.5 em-I. 
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Fig. 111.19. Quantum tansition probabilities summed over rotational 

states as a function of pulse time for rotating HF at v = 7800 -1 cm 
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Fig. III.20(a). poincare surface of section at v = 7757.8 cm-
1 

for 

nonrotating HF, (0) denote elliptic fixed points and (e) denote 

hyperbolic fixed points; the dashed line is an actual trajectory. 
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Fig. III.20(b). Poincare surface of section at v = 7980 cm-
1 

for 

nonrotating HF, (0) denote elliptic fixed points and (.) denote 

hyperbolic fixed points. 
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Fig. 111.21. Classical time averaged energy absorbed as a function of 

the initial action for nonrotating HF at v = 7757.8 em-I. 
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cm-1; (0) denote eliptic fixed points and (0) denote hyperbolic fixed 

points. The dashed lines indicate separatrices. 
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