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Abstract

Isolated Photon Cross Sections and Nuclear Modification Factor in
√
sNN = 5.02 TeV pp

and p–Pb with ALICE

by

Dhruv Dixit

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Barbara Jacak, Chair

Prompt photons, produced via QCD Compton scattering or quark and anti-quark annihila-
tion at leading order, are unique probes to study QCD processes since they do not interact
strongly and therefore allow to control the dynamics of the initial hard parton scattering.
Isolated photon production in pp collisions is one of the most clear tests of perturbative
QCD processes and parton distribution functions. Photon measurement in p–A collisions
provides the opportunity to measure possible modifications of the nucleon structure func-
tion in nuclei. ALICE has measured isolated photons at low pT, thus extending previous
measurements down to small x. In this thesis, the cross section of isolated photons for the
range 12 GeV/c < pT < 60 GeV/c is presented in pp and p–Pb collisions at

√
sNN = 5.02

TeV along with photon nuclear modification factor (RpPb).
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Chapter 1

Introduction

What is physics? When searching for the definition of physics in a dictionary, on the in-
ternet, or asking someone, one will find answers that are similar to the quote below from
Encyclopedia Britannica.

Physics, science that deals with the structure of matter and the interactions be-
tween the fundamental constituents of the observable universe. In the broadest
sense, physics is concerned with all aspects of nature on both the macroscopic and
submicroscopic levels.

The quote above showcases the grand scale of what is encompassed within the field of physics.
There are physicists studying massive structures in the universe like stars, galaxies, and black
holes. There are others who study matter on the smallest of scales such that they need a
”microscope” that weighs approximately ten thousand tons and is the size of a five story
building. In order to ”see” particles, what is needed? Light. Photons. In this thesis, we will
embark on a journey to measure the light produced as a result of the interactions of the most
elementary particles. The rest of the introduction presents topics and concepts regarding
the interaction of elementary particles. This is followed by a description of the experimental
apparatus, the analysis procedure to make our photon measurement, presentation of the
results, and a conclusion discussing on the results. Let us start with the most elementary
particles and the physics which governs them.

1.1 The Standard model

The Standard Model is a theory of particle physics that describes the behavior of subatomic
particles and the forces that govern their interactions. It is based on the principles of
quantum mechanics and the theory of relativity. Three of the four fundamental forces of
nature are described by the standard model: the strong force, the weak force, and the
electromagnetic force [1]. It does not include gravity, which is described by the theory of
general relativity. In the Standard Model, particles are divided into two basic categories:
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(a) Elementary particles of the Standard Model
and their interactions. The blue lines indicate
which particles can interact with which bosons.
Image from ref [2]

(b) The properties of the elementary particles.
Image from ref [3]

fermions and bosons. Fermions are particles which have 1/2 integer spin, and they make up
matter, such as electrons and quarks. Bosons are particles which have integer spin and carry
forces between fermions, such as photons (which carry the electromagnetic force) and gluons
(which carry the strong force). The Standard Model describes the behavior of fermions in
terms of their properties, such as their mass, spin, and electric charge. The numerical values
for these properties can been seen in figure 1.1b. Each fermion has its own antiparticle which
has the same mass, spin, and isospin as the particle, but with opposite charge. For example,
a positron is identical to an electron but carries a positive charge. Fermions are divided into
two categories: quarks and leptons. Quarks are the building blocks of protons and neutrons,
and there are six types of quarks: up, down, charm, strange, top, and bottom. As seen in
figure 1.1a, quarks interact with guons, photons, weak bosons, and the Higgs boson. Leptons
are particles that do not interact strongly with other particles, and there are six types of
leptons: electrons, muons, taus, and their corresponding neutrinos.

Interactions between particles are described in terms of the exchange of bosons. The
electromagnetic force is carried by photons, which are massless bosons that travel at the
speed of light. The weak force is carried by three massive bosons: the W+, W−, and Z
bosons. The strong force is carried by eight massless gluons, which interact with quarks to
hold them together in protons and neutrons. Quarks and gluons together are collectively
called partons. Generally, particles comprised of quarks and gluons are called hadrons.
Hadrons are divided into two classes: baryons, hadrons with three quarks such as protons
and neutrons, and mesons, hadrons with two quarks or quark-antiquark such as pions(u+d̄),
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J/ψ(c+c̄).
The Standard Model is a quantum field theory, which means that it describes particles and

their interactions in terms of fields that pervade space and time. These fields are represented
by mathematical objects called quantum fields, which are used to calculate the probabilities
of different particle interactions. There have been predictions from the Standard Model
which have been confirmed by many experiments, including the discovery of the W [4, 5]
and Z [6] bosons at CERN in 1983 and the discovery of the Higgs boson [7, 8] at CERN in
2012. However, the Standard Model is not a complete theory of particle physics, as it does
not includes gravity, explain the nature of dark matter and dark energy, or explain the quark
or neutrino masses, but despite that it is the most successful theory of particle physics to
date.

1.2 Quantum chromodynamics (QCD)

The strong force is one of the four fundamental forces of nature. It is a fundamental force
because it cannot be explained in terms of other forces, such as the electromagnetic force
or the weak force. Strong interactions bind quarks and gluons together to form protons
and neutrons, which in turn make up atomic nuclei. Within a nucleus, protons with an
electric charge of +1 are expected to repel each other, but due to the strong interactions
from exchanging pions and other neutral mesons the protons overcome the electromagnetic
repulsion and stay bound in the nucleus. The strong force is a very short-range force,
acting only over distances of about one femtometer, which is approximately the size of a
nucleon. At one femtometer, if magnitude of the strong force was 1, the magnitudes of the
electromagnetic force, weak force, and gravity would be 10−3, 10−8, and 10−37, respectively.
At longer distances, the strong force becomes weaker and is eventually overwhelmed by the
electromagnetic force and gravity.

1.2.1 Quarks and gluons

The strong force is mediated by gluons, which are massless and carry a color charge. All
particles which carry the color charge (quarks and gluons) can participate in strong inter-
actions. In order to form a stable particle, quarks must combine to form a color-neutral
state. The color charge comes in three colors: red, blue, and green, and their color oppo-
sites, or anticolors: antired, antiblue, and antigreen. In order to form a color-neutral state,
either the color and anticolor combine to be cancelled or all three colors (or anticolors) have
to be present in equal amount. Examples of color-neutral states are: (blue)+(antiblue),
(red)+(blue)+(green), or (antired)+(antiblue)+(antigreen).

Gluons themselves carry a color charge, which allows them to interact with other gluons
and with quarks. The strong force is a self-interacting force, which means that the force
between two quarks is mediated by the exchange of multiple gluons. While quarks will
have one of any color (or anticolor if it is an antiquark), gluons carry a color-anticolor
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(rb̄+ br̄)/
√
2 (rḡ + gr̄)/

√
2 (bḡ + gb̄)/

√
2

−i(rb̄− br̄)/
√
2 −i(rḡ − gr̄)/

√
2 −i(bḡ − gb̄)/

√
2

(rr̄ − gḡ)/
√
2 (rr̄ + gḡ − 2bb̄)/

√
6 (rr̄ + gḡ + bb̄)/

√
3

Table 1.1: The eight types of gluons

together. There would give nine gluons if the colors and anticolors are paired up in all
possible combinations; however, red-antired, blue-antiblue, and green-antigreen are color
neutral states, color neutral gluons don’t exist, so these three are not possible. In quantum
physics, there is superposition, mixing of particles with the same quantum states, which
results in gluons which have a linear combination of two different color-anticolor pairs. For
unlike color-anticolor pairs, there are six states given by the first two rows of table 1.1.
Same color-anticolor pairs cannot be added together but they can be subtracted as in row
3, column 1. The example here uses red and green, but this can be done for any color pair.
The only other linearly independent combination left given by (rr̄−gḡ)

√
2. Note that choice

of the two colors used in row 3, column 1 dictates the third used in (rr̄ + gḡ − 2bb̄)
√
6 in

order for them to be independent of each other. The final linearly independent combination
available will be the color singlet state - (rr̄+gḡ+bb̄)

√
3; however, this state is not physically

possible. There is no chargeless gluon which behave like a photon.
QCD has two interesting properties which were discovered experimentally, and predicted

by theory. The first is asymptotic freedom [9, 10] - at very high energies or short distances,
the strong force becomes weaker and particles can interact more freely. This phenomenon
differs from the behavior of electromagnetism and the weak force. The reason for asymptotic
freedom lies in the way that gluons interact with each other. As discussed previously, gluons
carry color charge, which is a property of the strong force analogous to electric charge in
electromagnetism. Unlike photons, which carry no electric charge and do not interact with
each other, gluons can interact with each other through their color charge. This interaction
causes the strong force to become weaker at short distances, because the gluons effectively
screen each other’s interactions. The second interesting QCD property is confinement -
quarks and gluons cannot exist in isolation, but must exist in bound, color neutral states.
While confinement is phenomenologically well-established, and consistent with everything
observed so far experimentally, there is no analytical proof1. Both of these properties can
be seen in the measurements of αs, the QCD coupling constant which describes the strength
of the strong interaction as a function of Q2, the energy scale. The relationship between

1In fact, it is one of the seven Millennium Prize Problems defined by the Clay Mathematics Institute,
with a $1,000,000 USD prize for its solution.
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αs and Q is shown in figure 1.2. At low Q, corresponding to large distances, αs appear to

Figure 1.2: Various measurements of αs as a function of Q along with a fit function. Image
from ref [11]

asymptotically approach infinity. If two partons were pulled apart, the αs will continue to
increase with the distance until it is energetically more favorable for a quark-antiquark to
be produced out of vacuum. On the other end, as Q increases and the distance between the
partons shrinks, the strength of the strong force become weaker. This phenomena is exactly
what was predicted to be asymptotic freedom. The coupling constant can be written as a
function of the energy scale as

αs(Q
2) =

4π

(11− 2
3
Nf ) ln

Q2

ΛQCD

(1.1)

where Nf is the number of quarks, and ΛQCD is a constant which roughly indicates the scale
at which the perturbatively defined coupling would diverge [11].
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So far, our QCD discussion has been focused on intuitively understanding the strong
interaction and exchange of color between quarks and gluons. Now, we bring in the math-
ematical foundation to have a more rigorous understanding of QCD. The starting point of
understanding the behaviour of any system is by using a Lagrangian function. The QCD
Lagrangian is the mathematical expression that describes the behavior of quarks and gluons
(equation 1.2).

LQCD =

nf=6∑
q

ψ̄q,a(iγ
µ∂µ − gsγ

µtca,bAc
µ −mqδa,b)ψq,b −

1

4
FA
µνF

Aµν (1.2)

The Lagrangian contains the quark-field spinors (ψq,a), which are four element column ma-
trices which describe spin 1/2 particles with indices for nf = 6 quark flavor (q) and nc = 3
quark colors (a). The gluon fields are described by Ac

µ, where c is the 8 gluon colors [1].
There also needs be a term which can describe the strong interaction performed by me-
diating gluons, essentially table 1.1, but now in matrix form: tca,b, which are eight 3 × 3
matrices (known as the Gell-Mann matrices) which generate the SU(3) group. The set of all
unitary matrices with a determinant of 1 forms the SU(3) group under the group operation
of matrix multiplication. SU(3) is the chosen group for QCD because gauge transformations
are preserved, i.e. the color charge due to the gluon interactions is conserved. gs is the
QCD coupling constant. The coupling constant is sometimes written as αs =

gs
4π
, where αs

is the same coupling constant as mentioned previously in equation 1.1. γµ are the Dirac
γ-matrices. FA

µν is the gluon field tensor with the full form

FA
µν = ∂µAA

ν − ∂νAA
µ − gsfABCAB

µAC
ν , (1.3)

where fABC are the structure constants of the SU(3) group. Since SU(3) is a non-ableian
group, the commutative property does not hold. The structure constants arise from the
commutation relation between the Gell-Mann matrices and are defined as [tA, tB] = ifABCt

C .
Since gluons can interact with each other, there are additional vertices in the Feynman

diagram. The vertex on the left in figure 1.3a is the quark-gluon vertex, analogous to a
lepton-photon vertex for QED. Since gluons self-interact via their color, there are now three
gluon and 4 gluon vertices as well. Similar to QED, gluons can also have loops in the Feynman
diagram. Some examples of gluon loops are shown in figure 1.3b. Leading order calculations
use Feynman diagrams without any loops, while next-to-leading order calculations start
including loop diagrams as well. The more loops are in diagrams the higher the order.
Gluon self-interaction lets the gluon densities within nucleons grow exponentially large at
higher energies, potentially giving rise to new states of matter.

The existence and nature of strong interactions has been confirmed by many experiments,
including scattering experiments and studies of nuclear decay. QCD is a very complex theory,
and it is still an active area of research in particle physics with many open questions. One
of the most active fields in studying QCD using heavy ion collisions to investigate hot and
cold nuclear matter.



CHAPTER 1. INTRODUCTION 7

(a) QCD Feynman diagram vertices. Image from ref [12]

(b) QCD Feynman diagram gluon loops. Image from ref [1]

1.2.2 Methods for QCD calculations

QCD observables can be calculated using both perturbative and non-perturbative methods
depending on the energy scale. QCD Feynman diagrams where the a gluon can be replaced
with a photon can be calculated simply using QED Feynman rules, while including the color
factors for quarks and gluons. For example, comparing the QED fermion-photon vertex
(−ieγµ) to the QCD fermion-gluon vertex (−gsγµtc) shows that only changes are a different
coupling constant and the Gell-Mann matrices (tA) which act on the color part of the quark
wave function. The comparison also holds for the propagators. The QCD gluon propagator
(− igµν

q2
δca) is similar to the QED photon propagator (− igµν

q2
) with an added delta-function.

The delta-function ensures that the gluon emitted at vertex µ is the same as the gluon
absorbed at vertex ν [1]. Since gluons can interact with themselves, there are QCD Feynman
diagrams where the gluon cannot be treated as a photon with a color factor correction. In
these cases, perturbative QCD is used.

In pertubative QCD (pQCD), the strong coupling constant (αs) is renormalized using
some renormalization energy scale µR. The renomalization group equation, also called beta-
function, is used to encode the dependence of αs on µR as seen in equation 1.4.

µ2
R

dαs

dµ2
R

= β(αs) = −(b0α
2
s + b1α

3
s + ...) (1.4)

The beta function is expanded in terms of αs and the coefficients bi are called loop corrections
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of the beta function such that b0 is the 1-loop coefficient, b1 is the 2-loop coefficient, and
so on. The negative sign of the beta function gives rise to asymptotic freedom. At next-
to-leading order (NLO), the beta-function is −b0α2

s, and substituting in the value of b0 =
(11nc − 2nf )/(12π), where nf is the number of quark flavours and nc is the number color
charges, results in equation 1.5 [11].

µ2
R

dαs

dµ2
R

= [(11nc − 2nf )/(12π)]α
2
s (1.5)

Solving the equation 1.5 for αs and evaluating αs at µR = Q2 results exactly into equation 1.1.
As mentioned previously, ΛQCD defines where energy scale at which perturbation cannot be
used since αs becomes to large and renormalization group equation diverges. Experimentally,
ΛQCD has been measured to be around 200 MeV [13]. To conclude, as seen in figure 1.2, as
Q increases, αs decreases, and at small values of αs the strong interactions are weak making
pQCD calculations are possible.

Unfortunately, pQCD is not applicable at all energies or in all collision systems. Cross
sections are prominent observable for QCD. Fully inclusive cross sections, (e.g. e+e− →)
hadrons can be calculated using pQCD, but pQCD breaks down for many deep inelastic
scattering (DIS) (e.g. ep → e +X)cross sections with initial state hadrons [11]. This holds
true even for high energy proton+proton collisions at the Relativistic Heavy Ion Collider
(RHIC) and the Large Hadron Collider (LHC). In fact, most pp collisions are soft, i.e. the
momentum transfer of the colliding partons is small. The soft collisions arise from the
exchange of a low energy gluon even if the collision centre-of-mass energy is large (in the
GeV or TeV ranges). A non-pertubative method called lattice QCD is needed to calculate
QCD observables.

In lattice QCD, Euclidean space-time is discretized into a lattice as seen in figure 1.4.
The points represent the vertices of the lattice, where quark fields are placed. The lattice
spacing, a, is the distance between the vertices, where gluon fields are placed. Calculations
can be performed for a continuum instead of a discrete lattice by taking the limit a → 0.
Lattice QCD calculations are executed by numerically computing path integrals between
the vertices of the lattice. Unlike pQCD, where the gauge must be fixed, lattice QCD is
gauge invariant. Gauge transformation of quarks and antiquarks are q(x) → q(x)V (x) and
q̄(x) → q̄(x)V †(x), where V (x) is an element of SU(3), and x is space-time position on the
lattice vertex. Two quarks, located at two adjacent vertices, can be connected using the
gluon fields such as q̄(x)Uµ(x)q(x+aµ̂), where û is the unit vector in same µ direction as the
gluon field as seen in figure 1.4. The gluon fields are responsible for connecting any quark
vertex, located at x, with an adjacent quark, located at x+ aµ̂. The full action around the
square in figure 1.4 is given by

Sg = β
∑
x,µ,ν

[1− 1

3
ReTr[Uµ(x)Uν(x+ aµ̂)U †

µ(x+ aν̂)U †
ν(x)]], (1.6)

where Uµ and Uν are the gluon fields in the µ and ν directions, and β is lattice coupling [11].
Replacing the sum for an integral leads back to continuum QCD. Like pQCD, Lattice QCD
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Figure 1.4: A slice of the lattice comprised of discretized space-time with lattice spacing a.
Quark fields are placed on the vertices, while the gluon fields (Ui, where i = µ or ν) are
placed between the vertices. Image from ref [11]

also has its limitations. Besides requiring large amounts of computational resources and
efficiency algorithms, Lattice QCD is also limited by the discretization uncertainty due to
the non-zero values of a.

1.3 Hot nuclear matter

Hot nuclear matter refers to a state of nuclear matter that is at extremely high temperatures
and/or densities. This can occur in various situations, such as in the early universe, and in
heavy ion collisions at particle colliders. At high temperatures and densities, the individual
nucleons that make up atomic nuclei can no longer be treated as individual particles, but
instead become part of a collective system known as a quark-gluon plasma (QGP) [14]. In
the extremely high density and pressure environment created during relativistic heavy ion
collisions, the quarks and gluons are no longer bound within hadrons, but in a deconfined
state. This makes the properties of the QGP very different from those of ordinary nuclear
matter. As seen in figure 1.5a, QGP can be created as a result of high temperatures or
high baryon densities. Hot QGP is created as a result of the high temperatures produced in
heavy-ion collisions. The cores of neutron are predicted to contain QGP, but this QGP is
supposed to be a result of high density, instead of high temperatures.

Quark-gluon-plasma existed roughly one microsecond (10−6 s) after the Big Bang. As
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(a) A cartoon illustrating the QCD phase dia-
gram. Image from ref [14].

(b) The history of the universe: from the big
bang to now. Image from ref [15]

seen in figure 1.5b, between 10−6 s to 10−4 s after the Big Bang, as the universe expanded
and the soup of quarks and gluons cooled, it condensed into the hadronic states seen today
as seen in figure 1.5a.

1.3.1 Heavy-ion collisions

In order to study QGP, heavy ions are accelerated and collided at very high energies. At the
RHIC and the LHC, gold and lead ions are collided respectively. Figure 1.6 shows the process
of ions colliding, leading to the production of QGP. Due to Lorentz contraction, instead of
colliding spheres, the ions are flattened into thin disks with a diameter of 14 fm, as seen at
the time of -5 fm/c [16]. Each dish is comprised of many quarks, antiquarks, and gluons
with three more quarks compared to antiquarks per nucleon. The distribution of the partons
is not uniform across each disk. These spatial variations occur due to the fluctuations in
the instantaneous parton distributions within in each nucleon in the nuclei. As the color
fields of the two discs collide, color charge is exchanged between the discs, and color fields
are generated longitudinally, in the direction of the heavy-ion beams. While the discs are
receding, the longitudinal color fields fill the space between the discs, reducing the energy in
the discs. While most of the partons interactions involve little momentum transfer, a small
fraction of the incident partons have hard interactions with large momentum transfers. These
hard interactions produce high pT particles, such as the photons measured in this thesis.
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The collision of two highly Lorentz contracted nuclei results in the maximum energy
density. The system is predicted to achieve equilibrium around 1 fm/c after the collision
has occurred. At the thermal equilibrium temperature of QGP ( 300 MeV), lattice QCD
calculates an energy density of 12.7 GeV/fm3 (≈ 12 T 4), approximately 20 times larger
than the energy density of 500 MeV/fm3 inside a hadron. Long with the increase in energy
density, there is also an increase in the entropy. Before the collision, the initial state only
has the two discs resulting in negligible entropy, but in the final state, after the collision,
there can be ≈30,000 particles [16]. As seen in right cartoon of figure 1.6, there is staggering
difference in the number free particles at time of -5 fm/c and time of 50 fm/c.

As the discs recede from each other, the QGP expands and cools hydrodynamically as a
relativistic fluid. The longitudinal color fields are still present and more quarks and gluons are
being created. This results in new QGP forming in the wake of the discs as seen in figure 1.6.
The right figure also shows the evolution of QGP in space-time indicating that the hottest
QGP is at high rapidity (y). Due to the small specific viscosity (η/s ≈ 0.08 − 0.20) [17] of
QGP, the expansion and cooling process is isentropic. Once the QGP cools to 155 MeV, the
QGP under goes a phase transition to hadrons. Once inelastic scattering of the hadrons has
stopped, the QGP is said to have under gone chemical freeze-out. The hadrons still scatter
elastically until the temperature drops to 95 MeV, where thermal freeze out occurs [16]. After
the thermal freeze out, the momentum of the hadrons is fixed and hadrons move freely.

Figure 1.6: The production of quark gluon plasma in space-time plane with the color indi-
cating the temperature of the plasma (left). The process of Lorentz contracted heavy-ion
discs colliding to create QGP at different times (right). Hadrons are represented by the blue
and grey spheres, while the QGP is represented by red spheres. Images from ref [16]. The y
in this figure is rapidity, the measure of relativistic velocity.
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1.3.1.1 Centrality

So far, the images in figure 1.6 used to describe the heavy-ion collisions indicate that two
Lorentz contracted discs with colliding head-on. This is not always case. There will be
collisions where two discs will collide only partially. In order to determine the initial geometry
of the collision, centrality will be introduced.

Figure 1.7a shows two colliding nuclei from transverse and longitudinal views. For heavy-
ion collider experiments, such as ALICE, the choice of target and projectile is arbitrary. The
impact parameter (⃗b) is the distance between the center of the masses between the two nuclei

in the plane transverse to the direction of the beam. From the definition of b⃗, it follows that
if the center of masses of the nuclei are closer to each other in the transverse direction,
then the magnitude of b⃗ would be smaller. Since the b⃗ cannot be measured experimentally,
it has be calculated from Monte Carlo simulation using a procedure called Glauber model
calculation [18].

(a) The schematic of the Glauber model geom-
etry of a heavy-ion collision with transverse (a)
and longitudinal (b) perspectives.

(b) A cartoon correlating the final state observ-
able Nch with the impact parameter (⃗b) and
number of participating nucleons (Npart).

Figure 1.7: Images from ref [18]
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The Glauber model calculates the number of participating nucleons (Npart) and the num-

ber of binary collisions (Ncoll) as a function of b⃗. Looking at the beam-line view in figure 1.7a,
the overlap region is the area of target A intersected by the area of projectile B. The number
of nucleons from A which will collide with nucleons from B are the number of participating
nucleons. For example, in the overlap region, if A had five nucleons, and B had 9 nucleons,
then NA

part = 5, and NB
part = 9. Since the nuclei will pass through each other, all 5 nucleons

from A will collide with all 9 nucleons from B resulting in 45 (9× 5) binary collisions - the
Ncoll. The Glauber model calculation generates many configurations of figure 1.7a with differ-
ent b⃗, resulting in distributions of Npart and Ncoll. There is an assumption that a monotonic
relation exists between the number of the produced particles (multiplicity) and Npart [18].
This assumption is validated experimentally, as there is a history measuring multiplicity of
proton-ion collisions using different ions (varying number of nucleons in the nuclei) which is
proportional to calculations of Npart to a good approximation [16]. The multiplicity distri-
bution is then divided into percentile classes which determine the centrality of a collision as
seen in figure 1.7b2. To summarize, centrality is used to estimate the impact parameter and
provides a picture of the initial geometry of a heavy-ion collisions. The initial geometry of
the collision gives rise to final state momentum anisotropies in the QGP.

1.3.2 Anisotropic collective flow

Strong correlations have been observed between particles widely separated in rapidity with
momenta in different direction. Azimuthal correlations have been extensively studied as a
function of the centrality, particle type, rapidity, pT, and fluctuations in the initial geometry
of each collision. Azimuthal correlations are measured using the azimuthal angle (φ) which
is centered around the beam axis (z-axis), and defined in spherical coordinates as: φ =
arccos z√

x2+y2+z2
. Using the coordinate system shown in figure 1.8 panel (a), φ is the angle

between z-axis and the magenta line from the origin. These azimuthal correlations can be
well explained using relativistic hydrodynamics.

The collective behavior of QGP was very surprising. The initial expectations were that
QGP was predicted to be a weakly coupled gas at equilibrium. It was possible that the in-
teractions between partons were so weak that a thermal equilibrium would never be reached
due to asymptotic freedom and the high energies probed at RHIC and LHC. Additionally,
QCD is strongly coupled at the energy scales within an order of magnitude of the confine-
ment/deconfinement scale. After the experiments at RHIC, it has been realized that this
QCD temperature range describes a strongly coupled relativistic liquid, and a not weakly
coupled gas of free particles [20, 21]. There must have been weak coupling at early times in

2The figure defines hard cut offs for the centrality bins (such as 0%-5% or 20%-30%) and labels the bins
as central, semicentral, etc, but in reality, the centrality bins and labels are not that rigid. Some papers will
define central 0%-5%, others define is as 0%-10%. There is even more variance in centrality percentiles for
semicentral
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Figure 1.8: Panel (a) presents schematically the collision zone between two incoming nuclei.
Panel (b) illustrates initial-state anisotropy in the collision zone converting into final-state
elliptic flow, and panel (c) measured as anisotropy in particle momentum. Image from ref [19]

the collisions, but the duration of the weak coupling in the initial moments of a RHIC or
LHC collision is an open question.

The anisotrophy of the particles in heavy-ion collisions shows that QGP is a strongly
coupled liquid, not a weakly coupled gas. As mentioned previosuly in section 1.3.1, the
distribution of partons in the nucleons and nucleons in the nuclei is not uniform. This leads
to initial state anisotrophies. If the QGP was a gas of weakly interacting partons, then
scatterings would be rare, expansion of QGP would be assocaited with random motion of
the partons, and the azimuthal distribution of particles in the final state ends up close to
isotropic. But, if the QGP was a strongly coupled liquid3, then hydrodynamics would con-
vert the initial state anisotrophies, which leads to pressure gradients, into the final state
momentum anisotrophies. For perfectly circular collisions (a central collision), the anisotro-
phies would strictly arise from the non-uniform distributions of partons within the nuclei.
However, for peripheral collisions, the overlap region of the two nuclei is asymmetric as seen
figure 1.8 panel (a), where an elliptically shaped overlap region is produced. The asymmetry
of the overlap region leads to pressure gradients which cause more particles to flow in the
direction of the reaction plane (green grid). The reaction plane is defined by two vectors:

the impact parameter (⃗b) and beam direction (z⃗). Panels (b) and (c) of figure 1.8 illustrate
how the initial state asymmetry of the overlap region in position space is converted into final
state asymmetry in momentum space via the pressure gradients. To quantify the azimuthal
momentum anisotropy, a Fourier transformation is performed on the angular distribution of
final state hadrons. The Fourier transformation results in anisotrophic flow coefficients v̄n,

3spoiler - it is
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Figure 1.9: Panel (a) shows the collision and isotropy (red curve) and anisotophy (blue
curve) in case of a weakly interacting gas or a liquid being formed. Panel (b) shows ALICE
measured of vn with n = 2,3 and 4 from top to bottom. Panel (c) shows comparisons of
ATLAS’s v2 measured event-by-event. Image from ref [16]

defined as,
dN̄

dφ
=
N̄

2ϕ
(1 + 2

∞∑
n=1

v̄n cosn(φ− Ψ̄n)), (1.7)

where φ is the azimuthal angle, defined previously, centered around the beam axis and in the
transverse plane as seen panel (a) of figure 1.9. N̄ is the average number of particles in the
event4. Ψ̄n are the event plane angles with respect to the beam direction. The event plane is
an estimate of the reaction plane since the reaction plane cannot be measured experimentally
as it defined using the impact parameter. Panel (b) of figure 1.9 shows the measurements of
the flow coefficients v2, v3, and v4 as a function of centrality. As the collisions become less
central, there is an increasing v2, indicating a hydrodynamical evolution. The amplitude of
elliptic flow grows with as centrality percentiles increase because the overlap region of the
incoming nuclei becomes more asymmetric. The higher Fourier components of the angular
distribution arise from fluctuations in the initial positions of the nucleons inside the nuclei as
seen in figure 1.10 [14]. The impact of the initial state is also seen in figure 1.9, panel (c) which
shows the event-by-event distribution of v2 for semicentral collisions. These measurements
serve as an excellent way to constrain the initial conditions of the hydrodynamical models.

Shear viscosity (η) determines how easily momentum can be exchanged between distant
particles in a fluid. Larger shear viscosity implies that gradients in the fluid velocity will
dissipate into heat faster. The specific viscosity (η/s), defined as the ratio of the shear
viscosity to entropy density, measures the effects of the shear viscosity on the fluid. Smaller
values of specific viscosity corresponds to the fluid have more ”liquidness”. This ratio is
dimensionless in Planck units where h̄ and kB are set to 1. The magnitude of the flow

4An event is the results after a collision or interaction occurs between particles
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Figure 1.10: The image is a cartoon illustrating elliptic flow (v2) and triangular flow (v3).
Image from ref [14]

coefficients, vn should be sensitive to the viscosity of the plasma. Specific viscosity controls
how rapidly gradients introduced in the initial conditions are dissipated into heat. This
means that the comparisons of hydrodynamic calculations to data using different values for
the specific viscosity in hydrodynamics (figure 1.9 panels b and c) can be used to constrain the
value of specific viscosity. Lattice QCD calculations can be used to calculate initial condition
values for parameters of the QCD equation of state such as pressure, energy density, and
entropy density as seen in figure 1.11.

Simulation can be used along with the initial conditions to calculate the specific viscosity
of QGP. The specific viscosity of QCD is estimated to be 0.08-0.20 [17], which is very close
to the theoretical limit of η/s = 1/4π. Due to the very low specific viscosity, the quark-
gluon-plasma is called the perfect liquid.

1.4 Cold nuclear matter effects

In heavy-ion collisions, the final state is effected by medium related effects due to the presence
of QGP as well as initial state effects from the structure of the collision. These effects arising
from the structure of the initial state of the collision are called cold nuclear matter effects.
Understanding and separating cold nuclear matter effects from final state effects will lead to
a better understanding of QGP effects.
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Figure 1.11: ) Lattice QCD calculations (colored bands) of the pressure P , energy density ϵ,
and entropy density s of hot QCD matter in thermal equilibrium at temperature T. There is
a continuous crossover from hadron gas (colored lines) to QGP at higher temperatures. This
crossover phase transition is expected in the low bayron density region of the QCD phase
diagram as seen in figure 1.5a by the dashed red lines. Image from ref [16]

1.4.1 Deep inelastic scattering

Before studying initial state effects in a large, messy, system such as Pb–Pb, the initial
state effects can be better studied in a small, clean system such a electron-proton collisions:
e + p → e + X. The leading order Feynman diagram of deep inelastic scattering is seen
in figure 1.12. The differential cross section can be written in terms of the a few invariant
kinematic variables:

• Q2 = −q2

• x ≡ Q2

2p2·q - this is also known as Bjorken x, the fraction of the proton momentum
carried by the quark struck by the electron
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Figure 1.12: The kinematic quantities for deep inelastic scattering. The quantities p1 and
p3 are the four-momenta of the incoming and outgoing electron, p2 is the four-momentum
of the proton, and W is the mass of the recoiling system X. The exchanged particle is a
photon which transfers four-momentum q2 = (p1 − p3)

2 to the proton. Image from ref [1]

• y ≡ p2·q
p2·p1 - this is the inelasticity, the fractional energy lost by the electron in the proton

rest frame, i.e. 1− E3

E1

• v ≡ p2·q
mp

- this is the energy lost by the electron in the proton rest frame, i.e. E1 − E3

• W 2 = p24 = (p2 + q)2 - this is the invariant mass of the hadronic system X

For a fixed center-of-mass energy (
√
s), the kinematics of the inelastic scattering can be

defined using two independent variables of the four invariant variables: Q2, x, y, v, since
x = Q2

2mpv
, Q2 = (s−m∗p2)xy, and y = ( 2mp

s−m2
p
)v, where s = (p1+p2)

2. Since y is proportional

to v, they are not independent to each other and cannot be chosen as the pair to define the
kinematics of the inelastic scattering. Since two independent variables are required, the cross
section can be expressed in terms of these two variables. The cross section for ep → eX
inelastic scattering, mediated by one virtual photon is given by,

d2σ

dxdQ2
=

4πα2

Q4
[(1− y −

m2
py

2

Q2
)
F2(x,Q

2)

x
+ y2F1(x,Q

2)], (1.8)

where α is the electromagnetic coupling and F1(x,Q
2) and F2(x,Q

2) are known as proton
structure functions. The structure functions encode the interaction between the photon and
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the proton. Structure functions are not calculable in pQCD. The cross section can be slightly
simplified if the scattering has Q2 >> m2

py
2 into

d2σ

dxdQ2
=

4πα2

Q4
[(1− y)

F2(x,Q
2)

x
+ y2F1(x,Q

2)] (1.9)

The first studies of the structure functions were performed at the Stanford Linear Ac-
celerator Center using electron scattering inelastically off a liquid hydrogen target, and the
differential cross section was measured over various ranges of electron energy [1]. The ex-
perimental results revealed that two interesting features. The first feature was that both
F1(x,Q

2) and F2(x,Q
2) were almost independent of Q2,

F1(x,Q
2) → F1(x)andF2(x,Q

2) → F2(s) (1.10)

The lack of Q2 dependence indicates that electron is scattering of another a point-like particle
in the proton. The dependence of the structure functions only on the momentum fraction
is also referred to as Bjorken scaling. The second feature was that F1 and F2 are not
independent of each other, but related as F2(x) = 2xF1(x). The reasoning for this relation
is explained using the idea that inelastic e+ p scattering is actually elastic e+ q scattering.
The electron is probing the electric and magnetic contribution of the quark to the scattering
mediated by a virtual photon.

Since the e+ p inelastic scattering can now be treated as a QED scattering of two point-
like particles, the Feynman rules can used to compute the matrix element describing the
transition from initial state to final state of the electron and quark scattering (e+q → e+q).

Mfi =
Qqe

2

q2
[ū(p3)γ

µu(p1)]gµν [ū(p4)γ
µu(p2)] (1.11)

⟨|Mfi|2⟩ = 2Q2
qe

4(
s2 + u2

t2
), (1.12)

where s = p1+ p2, t = p1− p3 and u = p1− p4 are the Mandelstam variables. The transition
matrix can be related to the cross section using

dσ

dΩ∗ =
1

64π2

p∗f
p∗i

|Mfi|2, (1.13)

where p∗i and p∗f are initial and final state momenta in the center-of-mass frame. Combing
equations 1.11-1.13 along with a variable change from Ω∗ → dq2 → dQ2 results in

dσ

dQ2
=

2πα2Q2
q

Q4
[(1− y) +

y2

2
], (1.14)

which resembles cross section expressed using structure functions (equation 1.9). While
equation 1.9 describes the cross section as an electron probing the electric and magnetic
distributions within a proton, equation 1.14 describes the cross section in terms of the elastic
scattering of an electron and a quark.



CHAPTER 1. INTRODUCTION 20

Figure 1.13: Examples of different quark PDFs: (i) a single point-like particle, (ii), three
quarks, each having 1/3 of the proton’s momentum, (iii) three quarks exchanging momentum
via gluons, (iv) same as (iii), but with higher order interactions. Image from ref [1]

1.4.2 Parton distribution functions (PDFs)

1.4.2.1 Proton PDFs

In a relativistic nucleon, the quarks interact with each other via the exchange of gluon,
creating more quarks and gluons. Thus, there is a distribution of quarks and gluons within
the nucleon. These distributions are modelled using Parton Distribution Functions (PDFs).
For example, the PDF of the down quark in a proton can be expressed as dp(x)δx, which
represents the number of down quarks within the proton with momentum fractions in the
range x to x + δx. The quark and gluon PDFs are not calculated from first principles,
but can be determined by analysing experimental DIS and hard scattering processes results.
Figure 1.13 shows four example of potential quark PDFs within a proton. In the case (i),
the PDF is simply a Dirac delta function centered at 1. Case (ii) is similar, but the PDF
would be a delta function at 1/3, but normalized for three quarks. Case (iii) would be similar
to case (ii) with a delta function at 1/3, but with smearing. Case (iv) starts to resemble
the NLO quark PDFs which are currently used to describe the quark distributions within a
proton.

The ep DIS cross section has been described using structure functions (equation 1.9)
and using the parton model, the idea that a proton is a composite particle comprised of
quarks and gluons, by treating the DIS cross section as an elastic e+ q → e+ q cross section
(equation 1.14). The final method to describe a DIS cross section will be using the parton
distribution functions. Starting with equation 1.14, which is only a single differential cross
section, the elastic scattering of an electron and a quark with a particular quark flavor i,
charge Qi, and momentum fraction in the range x to x+ δx is given by,

d2σ

dQ2
=

4πα2

Q4
[(1− y) +

y2

2
]×Q2

i q
p
i (x)δx, (1.15)

where qPi is the PDF for the quark with flavor i. The double differential cross section is
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obtained simply by dividing by δx and summing over all six the quark flavors, resulting in

d2σ

dxdQ2
=

4πα2

Q4
[(1− y) +

y2

2
]

6∑
i

Q2
i q

p
i (x). (1.16)

Comparing equation 1.9 with equation 1.16, the structure functions can now be defined in
terms of the PDFs.

F2(x,Q
2) = 2xF1(x,Q

2) = x

6∑
i

Q2
i q

p
i (x) (1.17)

Looking at the right side of the equation 1.17, there is no Q2 dependence for the PDF. Using
the parton model and PDFs to describe the structure functions naturally predicts Bjorken
scaling because no strong Q2 dependence is expected for an elastic collision of point-like
particles. Since PDFs are not calculable from first principles, the relation between the
structure functions and PDFs helps extract PDF information from DIS experiments.

1.4.2.2 Nuclear shadowing

Nuclear effects in DIS were thought to be negligible. Quarks were expected to be insensitive
to the nuclear environment and the nucleus was viewed as collection of quasi-free nucle-
ons [22]. In 1983, the European Muon Collaboration measured and published the structure
functions of iron and deuterium which showed that the structure functions are modified in
a larger nucleus [23]. The phenomenon quickly became a hot topic and has been extensively
studied since then. To see if the structure function was sensitive to nuclear effects, a struc-
ture function of a nuclei was compared with that of a single nucleon scaled by the number
of nucleons in the nuclei (A) as seen in equation 1.18.

RA
F2(x,Q

2) =
FA
2 (x,Q

2)

AF nucleon
2 (x,Q2)

, (1.18)

In fact, ratios of the structure function F2(x,Q
2) were measured over a large in range in x

as seen by the sketch in figure 1.14. The structure function measured for a bound nucleon
is different from the structure function measured of a free nucleon. The quark is somehow
sensitive to the binding of its nucleon. The ratio of F2 is divided into four regions with the
range of the region determined by the value of x when the ratio intersects unity. There are
four regions:

• x > 0.8 - this region is known as Fermi motion because the behavior of RA
F2 is attributed

to the Fermi motion of nucleons in the nucleus

• 0.3 < x < 0.8 - this is the EMC effect region named after European Muon Collaboration
which experimentally discovered the phenomena

• 0.1 < x < 0.3 - this region is known as ”anti-shadowing” and there is enhancement a
few percents above unity
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Figure 1.14: A sketch depicting the behavior of the nuclear structure function ratio as a
function of x, for a fixed Q2. The magnitude of the deviation from unity is not to scale.
Image from ref [24]

• x < 0.1 - this region is known as ”shadowing” and the ratio here is less than unity

The following sentences will discuss the shadowing effect. The other three effects are not
being discussed here since the kinematic reach (in terms of x) of the LHC collisions is in
the shadowing region [24]. Further details can be found on the other three effects in the
references [22, 25] Initially, shadowing and antishadowing were predicted to occur due to
the overlap of parton in different nucleons. In the parton model, shadowing is attributed
to small-x gluons from different nucleons overlapping in the longitudinal direction. The
shadowing region begins when the gluons exceed a longitudinal size larger than the nucleon-
nucleon distance, and continues to smaller x until it reaches a saturation value (not shown
in the sketch in figure 1.15). Experimentally, it has been found that shadowing depends on
the A, the number of nucleons in the nucleus as seen in figure 1.15. The mechanisms behind
nuclear effects on the structure functions are still open question.

1.4.2.3 Nuclear PDFs

Since the structure functions of a bound nucleon are different from those of a free nucleon,
the same must be true for PDFs based on 1.17. The nucleus cannot be treated as simple
ensemble of Z protons and (A-Z) neutrons. Understanding parton distributions for nucleons
bound within a nuclei uses nuclear parton distribution functions (nPDFs). Similar to proton
PDFs, nPDFS have been determined by global fits to experimental data for hard processes
such as deep inelastic scattering on nuclei and nuclear collision experiments. There are
many generators for calculating PDFs and nuclear PDFs such as EPS09 [26], HKN07 [27],
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(a) .Ratios of deep inelastic cross section on targets of (a) carbon and nitrogen,
and (b) calcium, compared to deuteron.

(b) Ratios of deep inelastic cross section on targets of tin, xenon, and silver,
compared to deuteron.

Figure 1.15: Images from ref [25]
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nCTEQ15 [28]. The following general discussion on nPDFs will try to remain as general
as possible regarding any equations, but if any specifics equations are needed, EPPS16 [29]
will be used. The different nPDFs used in this thesis and difference between them will
be discussed in chapter 4. The nPDF calculations are performed at NLO using pQCD.
The nPDFs are also a function of A, the number of nucleons in the nucleus. The nPDFs
are obtained via fits to experimental measurements such as deep inelastic scattering data,
di-lepton and pion production from proton-nucleus collisions, and jet5 and heavy flavor6

production data. Most nPDFs relate a bound proton PDF to one free proton PDF using
the nuclear modification factor, i.e.

f
p/A
i (x,Q2) = RA

i (x,Q
2)fp

i (x,Q
2) (1.19)

where f
p/A
i is the bound proton PDF for mass number A, fp

i is the free proton PDF, and
RA

i is the nuclear modification factor, which quantifies the difference between nuclear effects
in a nucleus of mass number A compared to an ensemble of A free nucleons. For EPPS16,
RA

i is defined as piecewise function,

RA
i (x,Q

2
0) =


lra0 + a1(x− xa)

2 x ≤ xa

b0 + b1x
α + b2x

2α + b3x
3α xa ≤ x ≤< xe

c0 + (c1c2x)(1x)
−β xe ≤ x ≤ 1

(1.20)

where Q2
0 is the parameterization scale, and α = 10xa. The coefficients ai, bi, ci, are deter-

mined using the small-x limit (x → 0), the antishadowing maximum at x = xa and the

EMC minimum at x = xe. The bound neutron PDFs (f
n/A
i (x,Q2)) for each quark fla-

vor are obtained from the bound proton PDFs. For Q2 > Q2
0 the PDFs are obtained by

solving the Dokshitzer–Gribov–Lipatov–Altarelli–Parisi (DGLAP) evolution equations. The
DGLAP equations describe the variation in PDFs at varying energy scales (Q2), i.e. how
the number of partons increase or decrease with time within the nucleon as result of (x,Q2).
The structure function ratio of bound proton and neutron is parameterizied using different
experimental results. Figure 1.16 shows an illustration of the EPPS16 fitting function along
with values of the bounds of the piecewise function RA

i . It also shows the nuclear modifi-
cation factors of u, d valence quarks, u, d, s sea quarks and the gluon. For all x < 0.05,
the EPPS central values are all below unity, similar to the fitting function in the shadowing
region. Both nCTEQ15 and EPPS15 seem to follow the same trend. The sea up and down
quarks and the gluon nuclear modification factor have the smaller uncertainties compared
to the valence quarks.

5a jet is a spray of hadrons created when one parton scatters or radiates other partons and then all the
partons hadronize

6heavy flavor refers to the three heavier quarks: charm, bottom, and top
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Figure 1.16: Top: An illustration of the EPPS16 fitting function RA
i . Bottom: Comparisons

of nuclear modification factors for u, d, s quarks and gluon between EPPS16 and nCTEQ15
at Q2 = 10GeV . Image from ref [29]
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Figure 1.17: The various sources of photon production in heavy ion collisions The collisions
occurs around the z-axis and colors describe the state of the medium at time t. Image from
ref [30]

1.5 Photons

In high energy heavy ion collisions, photons can be produced in multiple ways at different
stages of the collision. Since photons do not have color charge, they are a unique probe to
study the initial state hard scattering as they can reach the detector without interacting
in a QCD medium. There is, however, a large background of photons in addition to those
produced in the initial hard scattering as seen in figure 1.17. The photons are classified in
may different ways:

• prompt photons: these photons are produced at the start of the collisions from hard
processes which large momentum transfers

• pre-equilibrium photons: these photons are semi-hard, produced in the initial stages
of the QGP

• thermal photons: these are soft photons produced by the radiating QGP

• hadron has photons: these photons are emitted while the hadrons are interacting with
QGP

• decay photons: these photons are a result of hadrons, such as π0, decaying into photons
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Figure 1.18: Leading order Feynman diagrams for direct photon production: (a) and (c) are
Compton scattering, (b) and (d) are quark-antiquark annihilation. Image from ref [31]

The signal photons for this thesis are ”direct photons” and ”fragmentation photons”.
At leading order in perturbative QCD, the direct photons are produced in hard scattering
processes such as quark-gluon Compton scattering (qg → qγ)( 1.18a,c) or quark-antiquark
annihilation (qq̄ → gγ)( 1.18b,d), whereas the fragmentation photons are the product of the
collinear fragmentation of a parton (qq̄(gg) → γ +X) .

Since there is parton opposite to the photon, that parton will fragment and start to
hadronize which will result in spray of hadrons called a jet. Within the jet, there are
likely to be neutral pions which will decay into two photons. Such decay photons are the
background to the signal photons. Neutral pions produced in soft processes will also decay
into double photons, adding to the background for this measurement. At LHC energies,
Compton scattering and gluon fusion (gg → qq̄γ) dominate due to the high-gluon density
in the proton at small values of Bjorken-x, as seen in figure 1.19 (a, c). At small values
of Bjorken-x, the gluon density within the nucleon increases very rapidly which means that
QCD Compton scattering will be the dominate leading order photon production process.

Direct and fragmentation photons have no physical meaning beyond the leading order
description and cannot be factorized; the sum of their cross sections is the physical observable.
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Figure 1.19: Parton distribution functions for unpolarized protons (a), polarized protons (b),
and lead nucleic (c). Image from[32]

These photons serve as a control since they are not expected to interact with the medium.
Hadrons will interact with the medium and any modification in hadron observables such as
energy, pT, angular distributions, etc can be identified by comparing the same observable
with photons. For example, the photon cross section can be compared to the jet cross
section to understand how the jets are affected by the QGP. The comparison between p–
Pb and Pb–Pb data disentangles effects due to the quark-gluon plasma and “cold–nuclear
matter” effects such as modification of parton distribution functions in nuclei, as well as
elastic, inelastic and coherent multiple parton scattering processes inside a large nucleus.
This is because final-state effects associated with the quark-gluon plasma are expected to be
absent or suppressed in p–Pb collisions7.

7This is statement is not 100% true. Recently, there has been measurements of QGP signatures, such
as azimuthal anisotropy and J/ψ suppression, in small systems such as pp and p–Pb [33]. However, the
presence of QGP in small systems is an open question and a hotly debated topic.
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Chapter 2

ALICE: A Large Ion Collider
Experiment

2.1 The Large Hadron Collider

The European Organization for Nuclear Research (CERN) is located at the border between
France and Switzerland, near the Swiss city of Geneva. Founded in 1954, CERN has ex-
panded our understanding of nature with many scientific breakthroughs in the fields of
particle and nuclear physics such as the discovery of the W and Z bosons, and the Higgs
boson [7, 8] just to name a few. CERN has built multiple research facilities and accelerators
in order to advance the frontiers of the Standard Model such as the Large Electron-Positron
collider and Super Proton–Antiproton Synchrotron which operated in the past, and the Large
Hadron Collider which is currently operational.

The Large Hadron Collider (LHC) is largest and highest energy particle accelerator in
the world. It is located in a tunnel 175 m underground mostly in France at the French-
Swiss border. The tunnel has a circumference of 27 km, with a cross-sectional diameter
of 3.8 m. Inside the tunnel, there are two beam pipes in which the proton or ion1 beams
travel in opposite direction and intersect that one of the four intersection points. The LHC
uses more than 10,000 superconducting magnets to accelerate, shape, and focus the beams.
There are more than 1200 dipole magnets and almost 400 quadrupole magnets which are
kept at temperatures around 1.9 K. To maximize the chances for collisions, the LHC collides
particles in bunches. In order to keep the particles bunched together, there are eight radio
frequency cavities per beam. There are 2802 bunches per proton beam [34], and 733 bunches
per ion beam [35]. The proton and ion beams are accelerated to a maximum energy of 6.5
TeV and 2.56 TeV/nucleon, respectively.

Before the particle beams enter the LHC, the particles are accelerated through a series
of accelerators which gradually ramp up the energy of the beams as shown in figure 2.1.

1The LHC has collided lead (208Pb82+) and xenon (129Xe54+) ions, but in this thesis, ion(s) will be used
to indicate lead ions
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Figure 2.1: CERN accelerator complex. Image from ref [36].

The journey of the protons begins from a bottle of hydrogen gas where the hydrogen atoms
are converted into H− ions, stripped of their electrons by passing through a carbon foil, and
accelerated to an energy of 50 MeV in the linear accelerator, Linac2. Next, the protons
travel from Linac2 to the Proton Synchrotron Booster (Booster) where they reach an energy
of 1.4 GeV, then to the Proton Synchrotron (PS) which accelerates the protons to 25 GeV.
The penultimate accelerator in the chain is the Super Proton Synchrotron (SPS) which
accelerates the protons to 450 GeV, and leads to the proton injection into the LHC. The
ions have the same destination, but a different origin from the protons. Metallic lead is
evaporated into a gas and moved into a plasma chamber. Some of the electrons are stripped
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due to the interactions of the lead gas and the plasma. The lead ions accelerated to a
starting energy of 4.2 MeV/nucleon in the linear accelerator, Linac3. The Low Energy Ion
Ring (LIER) takes the ions from the Linac3 and accelerates them to the 72 MeV/nucleon.
On the way from the Linac3 to the LIER, the lead ions pass through a stripper foil which
removes more electrons, and the remaining electrons are removed in the PS. Now, the ions
experience the same accelerator chain as the protons; they reach 5.9 GeV/nucleon in the PS,
and 177 GeV/nucleon in the SPS before being injected into the LHC.

The proton and ion beams moving opposite directions in two separate rings inside the
LHC. The two beams are kept separate while they move around the LHC, only to intersect
and collide at specific points on the LHC called interaction points (IP). The LHC has eight
interaction points as seen in figure 2.2. Four interaction points are currently used by the
four large detectors. The four large detectors at each interaction are ATLAS [38] at IP1,
ALICE [39] at IP2, CMS [40] at IP5, and LHCb [41] at IP8. Each of these detectors are
operated by large, international collaborations, with same name as the detector, consisting
of more than 100 different countries and 1000 scientists, engineers, and staff.

The operation of the LHC is separated in long term period knows as LHC Runs, and
in-between the LHC Runs, there are Long Shutdown during with both the LHC as well as
the different detectors upgrade, repair, and prepare the hardware for the upcoming LHC
Run. LHC Run 1 started in 2009 and ended in 2013, followed up the Long Shutdown 1
which lasted for two year, until the start of LHC Run 2 in 2015. LHC Run 2 ended in 2018,
followed by Long Shutdown 2 (2018-2022). The third operational run, LHC Run 3, just
started this past year with higher proton energies and luminosity. The data used in this
thesis are from LHC Run 1 and LHC Run 2.

2.2 The ALICE experiment

ALICE (A Large Ion Collider Experiment) is one of the four large detectors at the LHC, and
it is operating at IP2. It is a general-purpose detector with a focus on understanding quan-
tum chromodynamics (QCD), the physics of strong interactions, using heavy-ion collisions.
ALICE is optimized to study quark-gluon-plasma (QGP), the strongly interacting matter
created during heavy-ion collisions. The detector is designed with subsystems specialized
for measuring different observables. A list and location of all the different subsystems of the
ALICE detector is shown in figure 2.3. The scale of the detector can be estimated based
on reference humans shown in the figure. The detector weighs approximately ten thousand
tons with overall dimensions of 16× 16× 26m3 [39].

The ALICE coordinate system is defined by setting the z-axis parallel to the beam pipe,
the x-axis points towards the center of the circle created by the LHC rings, and y-axis points
up, perpendicular to both the x-axis and z-axis, towards the sky. Since ALICE has a barrel
design, it is more natural to use an altered spherical coordinates, where the radial axis (r)
and azimuthal angle (φ) are the standard transformations of the Cartesian coordinates x
and y, but instead of polar angle (ϑ), pseudorapidity is used instead. Pseudorapidity (η) is
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Figure 2.2: LHC interaction points. Image from ref [37].
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Figure 2.3: ALICE schematics with the subsystems labeled. Image from ref [42].

defined as a function of the polar angle as seen in equation 2.1.

η = −ln(tan
θ

2
) (2.1)

The orientation of the axis in Cartesian and spherical coordinates with respect to the
ALICE detector is shown in figure 2.4a, while a cartoon indicating the position of a particle
based on its pseudorapidity is shown in figure 2.4b.

The ALICE detector can be separated into three regions: forward, backward, and central
barrel [45]. The L3 magnet, reused from L3 experiment at LEP, generates a 0.5 T magnetic
field, and surrounds the entire ALICE central barrel. Particles traversing the central barrel
will encounter the two layers of the silicon pixel (SPD), drift (SDD), and strip (SSD) each.
All six silicon layers together form the Inner Tracking System (ITS). Next, the particles pass
through the Time-Projection Chamber (TPC). The ITS and the TPC combined are respon-
sible for particle tracking and momentum resolution. After the TPC, the particles encounter
the Time-Of-Flight detector (TOF), the High Momentum Particle Identification Detector
(HMPID), and the Transition Radiation Detector (TRD), which are the three particle iden-
tification subsystems. The final subsystems in the central barrel are the electromagnetic
calorimeters: PHOS, EMCal, and DCal. Except for the calorimeters and the HMPID, the
ALICE central barrel subsystems has full coverage in azimuth, and the entire central barrel
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(a) Orientation of the Cartesian and spherical
coordinates. Image from ref [43].

(b) Visual representation pseudorapidity(η).
Pseudorapidity closer to zero indicates direction
transverse to the beam pipe, while larger pseudo-
rapidity indicates direction parallel to the beam
pipe. Image from ref [44].

Figure 2.4: Cartesian and spherical coordinates, and pseudorapidity orientations

covers a range of |η| < 0.9 in pseudorapidity. The forward and backward subsystems include
the Zero Degree Calorimeter (ZDC), Photon Multiplicity Detector (PMD), Forward Multi-
plicity Detector (FMD), a muon spectrometer which contains the Muon Chambers (MCH)
and Muon Triggers (MTR), and the triggering detectors TZero (TO) and VZero (V0) which
cover a pseudorapidity range of |η| > 0.9.

While ALICE was designed as general-purpose detector, it is the only dedicated heavy-ion
detector at the LHC. Due to the focus on measuring observables from heavy-ion collisions,
ALICE needed to be able to detect and identify a wide range of particles produced in heavy-
ion collisions. One of the primary design considerations for ALICE was its ability to handle
the high particle multiplicities, the number of particles produced per unit of pseudorapidity,
of heavy-ion collisions. Initial estimates of multiplicity density from charged particles at
mid-rapidity in central Pb–Pb ranged from dN/dη of 2000 to 8000. The interaction rate of
Pb–Pb collisions provided by the LHC was 3-4 kHz[45] for LHC Run 1 and 8 kHz[46] for
LHC Run 2, both of which are below the ALICE threshold of avoiding pileup. Handling
the high multiplicity central Pb–Pb events required detectors with a high granularity. The
subsections 2.2.2-2.2.5 provide more details on the specific subsystems used for the isolated
photon cross-section measurements: V0 for triggering, ITS and TPC for charged particle
tracking used to isolate the photons, and EMCal and DCal for photon reconstruction and
transverse energy measurement.
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2.2.1 Triggering in ALICE

The ALICE detector, designed to cope with the high multiplicity conditions of Pb–Pb col-
lisions, requires a complex trigger system. A trigger system allows ALICE to detect when
an interesting collision occurred, serves as the starting point for data collection, filtering out
pileup events, and accommodating the readout times of different subsystems. ALICE Central
Trigger Processor (CTP) is one of the most complex among all the LHC experiments [47].
It is located in the ALICE experimental cavern and its layout is shown in figure 2.5. The

Figure 2.5: Layout of the ALICE CTP in the experimental cavern. Image from ref [47].

CTP is designed to handle 24 subsystems, which can be partitioned into up to six different
groups known as trigger clusters. Each trigger cluster is independent of the others and can
be triggered individually. Due to the different levels of latency from different detectors, there
is a three level hierarchical hardware trigger structure in place: L0, L1, and L2. The L0
triggers are the fastest, with a latency of 1.2 µs. The purpose of the L0 trigger is to start the
busy signal for all detectors in the affected trigger cluster and send a signal to all detectors
with fast sample-and-hold electronics. The next trigger level, L1, has a latency of 6.5 µs.
Most of the detector hardware trigger signals are included in the L1; however, the decisions
to send the data to the data acquisition and the software trigger High Level Trigger (HLT)
only occurs after the L2 signal. L2 has latency of 88 µs, which is due to the long drift time
of the TPC [48]. There are 24 L0 trigger inputs, 24 L1 trigger inputs, and 12 L2 trigger
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inputs. All the inputs can be combined with AND logic, but a few can be combined with
other logic functions. The varied ways in which the trigger inputs are combined allows the
CTP to be robust in the different collision environments and beam species combinations.

In order to protect the detector from recording events which have significant levels of
overlap from other interactions before or after the event selected by the trigger, a system of
past-future protection is implemented as a way to combat pile-up. The past-future refers
to time interval before and after the interaction. The past-future protection select events
which either have no pileup in a given time interval before and after the interaction, or with
a number of pile-up interactions up to a programmable limit. The past-future protection
operates independently for each trigger cluster and is performed at all three trigger levels.
Further details regarding ALICE CTP, the design of the past-future protection circuit, as
well as block diagrams of the other circuits such as generation of L0 triggers, etc can be
found in references [47] and [48].

The triggers mentioned so far have been hardware triggers, but ALICE also has HLT
software trigger which comes into play during the data acquisition after the L2 trigger. The
HLT is comprised of a computing farm of up to 1000 multiprocessor PCs which perform a
detailed online analysis to mostly complete event. Besides event selection, the HLT works
to reduce the event size by either compressing the event information or limiting the data
processed during readout. A description of the HLT operation can be found in reference [49],
and the performance of the HLT can be found be in reference [50].

2.2.2 VZERO (V0)

The V0 detector is one of the main L0 triggering detectors of ALICE, and is used to measure
the energy of charged particles produced in the collisions of heavy ions. It is located at the
forward and backward regions of the ALICE detector, as seen by the red regions in figure 2.6,
and consists of two arrays of scintillators, V0A and V0C, on opposite sides of the interaction
point. The V0A, positioned opposite to the muon spectrometer, and V0C, in front of the
hadronic absorber, are located at distances of 3.3 meters and -0.9 meters from the interaction
point, respectively [45]. This geometry allows the V0 detector to cover a wide range of
pseudorapidities. The V0A scintillators cover the pseudo-rapidity range 2.8< η <5.1, while
the V0C scintillators cover the range -3.7< η <-1.7. Both the V0 arrays have full coverage
in azimuth. Each array contains 32 scintillators, providing a total of 64 scintillators for the
detector. The 32 scintillators per array are distributed in four rings with 8 scintillator in
each inner two rings and 16 scintillators in each outer two rings, as shown in the photo of
the V0C array in figure 2.7a. Each ring is partitioned into eight 45◦ sectors, one of which
can be seen glowing under ultraviolet light in figure 2.7b.

The scintillators are made of BC-404 plastic scintillating material and are designed to
detect charged particles by measuring the light produced when particles pass through the
material. The scintillating material is 2.5 and 2.0 cm thick in the V0A and V0C, respectively.
The V0 detector works by measuring the time of flight of particles passing through the
scintillator material. The light produced by the particles is detected by photomultiplier
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Figure 2.6: The V0 highlighted in red within a schematic of the ALICE central barrel.

(a) The V0C array. Image from ref [51]

(b) One of the 8 sectors from the V0A array il-
luminated under ultraviolet light. Image from
ref [52].
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Figure 2.8: Schematic design of the V0A (left) and V0C (right). Image from ref [39].

tubes (PM), which are connected to the scintillator material with 1 mm diameter BCF9929A
Wave-Length Shifting (WLS) fibres as seen in figure 2.8. The photomultiplier tubes convert
the light into an electrical signal. The time difference between the signals from the two
scintillators in each array is used to determine the direction of the particle and its energy.
Pre-adjusted time windows in coincidence with the time signals from the scintillators are
used for minimum bias, beam-gas and multiplicity triggers. A signal in both the V0A and
the V0C, also known as V0AND, is used to define the minimum bias, a trigger with least
amount of trigger conditions i.e. smallest bias, trigger condition for ALICE.

Besides the minimum bias trigger, the V0 is also used for centrality determination in
Pb–Pb. It can be used to identify events with a small impact parameter, which correspond
to central collisions. Due to the monotone relationship between the number of registered
particles in the V0 arrays and the number of primary emitted particles, the V0 can be used
to indicate the centrality of the collision via the multiplicity recorded in the event. Cuts
on the number of fired scintillators and on the total charge can be applied to achieve rough
centrality triggers. The centrality of the collision can then be determined by comparing the
measured multiplicity with the multiplicity expected for a fully overlapping collision. This is
done by using a Monte Carlo Glauber model [18], which simulates the collision process and
predicts the multiplicity as a function of the impact parameter between the colliding nuclei.
The measured multiplicity is compared with the model prediction, and the best fit percentile
class is taken as the centrality of the collision as described previously in section 1.3.1.1.

The V0 detector is capable of detecting particles with energies in the range of a few
hundred MeV to several GeV. It can identify particles such as protons, pions, kaons, and
other mesons, as well as nuclei such as deuterons and tritons. The comprehensive technical
report of the V0 detector can be read in reference [53].
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2.2.3 Inner Tracking System (ITS)

The ALICE Inner Tracking System (ITS) is a silicon microstrip detector that is designed
to track the trajectory of charged particles produced in heavy-ion collisions at the Large
Hadron Collider (LHC). Its main tasks are to identify the position of the primary vertex
with a resolution better than 100 µm, secondary vertex reconstruction from B and D meson
decays, track and identify particles with momentum below 200 MeV/c, and improve the
momentum and tracking resolution of the TPC as well as cover the TPC’s dead regions,
which lack readout due to size and design constraints. The ITS is located very close to the
interaction point, coaxial to the beam pipe, from 4 cm to 43 cm radially from the beam pipe.
The inner and outer radius were determined based on the constraints given by the position
of the beam pipe and the TPC, respectively. The ITS has full coverage in azimuth, with a
coverage of |η| < 0.9 in pseudorapidity, but the first layer has a larger coverage (|η| < 1.98)
so that there is continuous coverage of the charge multiplicity from the central region to the
FMD [39].

Figure 2.9 shows the position of the ITS (fig 2.9a in the ALICE detector schematics along
with the three different sub-detectors which compose the ITS: the Silicon Pixel Detector
(SPD, fig 2.9b), the Silicon Drift Detector (SDD, fig 2.9c), the Silicon Strip Detector (SSD,
fig 2.9d). The first two layers are the SPD, followed by the SDD, with the SSD for the
outer two layers. The ordering was determined based on high particle multiplicity in heavy
ion collisions. Table 2.1 details the values of the spatial precision, track resolution, cell size,
distance from the beam pipe, and the total number of cells for the different layers of the ITS.
The four inner most layers have better spatial precision and track resolution compared to
the SSD. Since momentum resolution for low pT particle is dominated by multiple scattering
effects, the material budget is kept to a minimum. The SDD and SSD need a minimum
thickness of 300 µm for acceptable signal-to-noise ratio. There is overlap between the layers
to fully cover the solid angle, thus the detectors effective thickness is 0.4% of the radiation
length (0.004X0). Each sub-detector is designed to provide different levels of precision in
tracking the charged particles produced in the collisions, and together they form a high-
precision tracking system that can measure the positions and momenta of charged particles
with very high accuracy. The four outer layers have analogue readout, as result, they are
also used for particle identification using dE/dx measurement for highly ionizing particles at
low-momentum as seen in figure 2.10. Thus, the ITS can act as a standalone low-momentum
particle spectrometer.

2.2.3.1 SPD

The SPD is composed of two barrel-shaped layers of silicon pixels arranged parallel to the
beam pipe. The SPD covers the radial range from 16.4 cm to 23.9 cm and has a total of
240 modules, each containing 260 × 160 pixels that are 50 µm (rφ) × 425 µm (z)in size.
The pixels are arranged in a grid pattern and are separated by a 25 µm gap. Longer sensor
cells are used near the readout chips to ensure coverage between readout chips. The sensor
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(a) The ITS with all six layers
(b) SPD: the silicon pixel detector layers of the
ITS

(c) SDD: the silicon drift detector layers of the
ITS

(d) SSD: The silicon strip detector layers of the
ITS

Figure 2.9: The entire ITS and three different style of silicon detector layers highlighted in
red within a schematic of the ALICE central barrel region near the beam pipe. Images from
ref [54].

matrix has an active area of 12.8 mm (rφ) × 70.7 mm (Z). Each front-end chip reads out a
sub-matrix of 256 (rφ) × 32 (z) detector cells.

The SPD is designed to provide high resolution tracking of the charged particles, with
a spatial resolution of about 12 µm in the transverse plane and 100 µm in the longitudinal
direction. The transverse resolution is set by the position accuracy in the plane perpendicular
to the beam axis, while the longitudinal resolution is the position accuracy along the beam
axis. The spatial resolution of the SPD is achieved by the small size of the pixels and the
very thin readout electronics. The thickness of the sensor is 200 µm, while the thickness of
the readout chip is 150 µm.
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Figure 2.10: Particle identification in the ITS using dE/dx. Image from ref [55].

Parameter SPD SDD SSD
Spatial precision rφ (µm) 12 35 20
Spatial precision z (µm) 100 25 830
Track resolution rφ (µm) 100 200 300
Track resolution z (µm) 850 600 2400
Cell size (µm2) 50×425 202×294 95×40000
Distance from the beam pipe (cm) 3.9-7.6 15.0-23.9 38.0-43.0
Total number of cells (M) 9.84 23 2.6

Table 2.1: Summary of various parameters for the different silicon detectors
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Figure 2.11: An SPD layer around the beam pipe. Image from ref [56].

The SPD is operated at an average temperature of 25-30◦ C to reduce the rate of
radiation-induced damage to the silicon sensors. The cooling system for the SPD is pro-
vided by perfluorobutane that circulates through a network of pipes that run through the
detector. The SPD is also used for triggering and event selection in the ALICE experiment.
Each pixel chip provides a Fast-OR digital pulse when one or more of the pixels in the matrix
are hit. The Fast-OR signal reach the CTP within ∼800 ns of the interaction in order to
meet the latency requirements of the L0-trigger.

2.2.3.2 SDD

The SDD is composed of two barrel-shaped layers of silicon drift detectors arranged parallel
to the beam pipe. There is a bias voltage of -2.4 kV applied to cells to obtain a the drift
velocity is 8.1 µm/ns. The front-end electronics samples the signal of each collection anode
at a frequency of 40.08 MHz and are readout by 512 electronic channels. The size of the cell
is 294 × 202 µm2, corresponding to 89.1 × 103 cells per detector. The precision along the
drift direction (rφ) is 35 µm, and along the anode axis (z) is better than 30 µm over 94%
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Figure 2.12: A module of the SDD. Image from ref [57].
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(a) The SSD. Image from ref [59]
(b) The SSD front-end chip chip. Image from
ref [60].

of the detector surface and reaches 60 µm close to the anodes, where a fraction of clusters
affects only one anode. The average values are 35 µm and 25 µm respectively. The detection
efficiency is larger than 99.5% for amplitude thresholds as high as 10 times the electronic
noise. A SDD module (figure 2.12) has one silicon drift detector and two front-end hybrids on
it. The SDDs modules are then mounted on structures called ladders. The SDD is operated
at an average temperature of 25◦ C. The cooling system for the SDD is provided by super
thermoconductive carbon fiber thin plates. The thin plates are mounted on the front-end
electronics; they serve as a heat bridge to the cooling tubes, and provide an efficiently heat
sink [58].
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2.2.3.3 SSD

The SSD is composed of two barrel-shaped layers of silicon strip detectors arranged parallel
to the beam pipe. It is primarily used to match tracks from the ITS to the TPC.It is also used
for low momentum particle identification using dE/dx measurement. The detector design
was optimized to have minimal material budget in order to reduce the effects of multiple
scattering. An SSD module is comprised of one sensor is connected to two hybrid integrated
circuits with six front end chips [61]. The sensors on the module are 300 µm thick and they
have 768 strips on each side. In order to keep the material budget low, the support structure,
made of Carbon Fibre Composite, is also used as the thermal bridge. CFC stiffener is 300
µm thick, and connects the front-end chips to cooling tubes using aluminum clamps [58].
The SSD modules are assembled on ladders similar to those supporting the SDD. The size
of these ladders is one module wide while being 25 modules long in the direction of beam.
There are a total of 72 ladders, which combined carry 1698 modules, and are supported by
CFC support cones. The ladders on each layer have shift in their position such that the
radius of each ladder is slightly different in order conver full azimuth. Additional cooling
of the modules is done by water running through two, 40 µm wall thickness, phynox tubes
along each ladder.

The SDD modules are connected to the Front-End ReadOut Module (FEROM) using
endcap modules which are placed at both ends of each ladder. The SDD modules’ front-
end chips send 2.6 million analog samples to the FEROM, which digitizes them in order to
keeping up with the trigger rate in ALICE. The signals from all 1698 modules are digitized
in parallel. The spatial resolution of the SSD is better than 20 µm in the rφ direction and
is 820 µm in z. Due to the use of CFC, only half of the material budget comes from the
support, while the other half is sensors on the SSD modules.

2.2.4 Time Projection Chamber (TPC)

The TPC is the main tracking detector in ALICE. It was designed and optimized to provide
charged-particle momentum measurements with good two-track separation, particle identi-
fication, and vertex determination. The TPC has full azimuthal and |η| < 0.9 coverage for
tracks with full radial track length, matching that of the ITS. A large pT range is covered
from about 0.1 GeV/c up to 100 GeV/c with good momentum resolution. The spatial res-
olution in rφ is 1100 to 800 µm and in z 1250 to 1100 µm. Figure 2.16b shows the TPC
highlighted in red within a schematic of the ALICE detector.

The TPC is a cylindrical detector that surrounds the interaction region and covers the
radial range from 85 cm to 250 cm, with a length of 500 cm in the beam direction. It is
the largest of the ALICE detectors, with a length of 5.6 meters and a diameter of 5 meters.
The detector is made of a large cylindrical field cage, with drift volume of 90 m3, filled
with 90% Ne and 10%CO2 mixture, divided in two halves by the central cathode [62]. The
drift gas was optimised for drift speed, low diffusion, low radiation length and hence low
multiple scattering, small space-charge effect, and ageing and stability properties. However,
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Figure 2.14: A schematic of the ALICE detector with the TPC highlighted in red. Images
from ref [54].

the drift speed in Ne-CO2 is very sensitive to temperature, requiring the TPC to maintain
its temperature with ∆T ≤ 0.1 K. The TPC drift length is 2 × 2500 mm, drift field is 400
V/cm, drift speed is 2.7 cm/ms, and the maximum drift time is 92 ms. The cathode is kept
at a voltage of -100 kV.

The TPC is a gaseous detector that relies on the ionization of a gas for the detection
of charged particles. When a charged particle travels through gas, it create a trail of free
electrons and ions. The longitudinal electric field in the TPC causes the electrons and ions
to drift towards the anode and cathode respectively. Thin wires with an applied voltage
serve as anodes, while the cathode is plane in the center of the TPC. Due to the applied
voltage, there is strong magnetic field near the anode. The electrons accelerated in the
magnetic field will give rise to secondary ionization and a subsequent chain reaction known
as avalanche multiplication. At the endcap of the TPC are the anode wires. The electrons
projected onto the endcaps give information about the (r, φ) coordinates of the charged
particle trajectory. The drift velocity and the drift time of the electrons can be used to
determine the z coordinate of the charge particle trajectory. The ions have a slower drift
velocity compared to the electrons and take longer to reach the cathode, making the detector
readout slow.

The energy deposited at the electrodes is proportional to the number of ionisation, which
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Figure 2.15: The dE/dx of the TPC. Plot from ref [62]

is proportional to the energy deposited per unit length, dE/dx. The dE/dx measurement
for the TPC is shown in figure 2.15. A clear separation between different particle species at
low momentum is apparent. The separation at high momenta is worse than the separation
at low momentac [62]. The dE/dx resolution for isolated tracks in the TPC is 5.0%, while
the multiplicity resolution of the TPC at dN/dη = 8000 is 6.8% [63].

(a) Cross section of the TPC (b) Schematic of the TPC field cage

Figure 2.16: Schematics of the TPC. Images from ref [62].

Figure 2.16 shows a cross section view of the TPC and components of the TPC field
cage. Multi-wire proportional chambers with readout pads are mounted at both ends of the
barrel. Electrons from ionizatoin caused by the incoming charged particles drift at constant
velocity to the readout end plates, containing a total of 560,000 readout channels. The
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Figure 2.17: A schematic of the ALICE detector with the EMCal and the DCal highlighted
in red. Image from ref [54]

readout chambers cover the two end plates of the TPC cylinder with an overall active area
of 32.5 m2. The radial range of the active area is from 84.8 cm to 132 cm and from 134.6 cm
to 246.6 cm for the inner and outer chamber, respectively. In order to have the necessary
dE/dx, position and track resolution, the readout pads come in three different sizes: 4 ×
7.5 mm2 in the inner chamber and 6 × 10 mm2 and 6 × 15 mm2 in the outer chamber.

The TPC requires a temperature variation of less 0.1 K uniformly across the entire drift
volume. The thermal gradient inside the ALICE magnet is about 5 K, so multiple systems
are used in order to keep the TPC cool. The first system is an elaborate set of heat screens:
heat screens connecting the outer radius to the TRD, heat screens at the inner radius to
screen heat from the ITS, heat screens in the readout chambers to protect the front-end
electronics, and heat screens at the front-end electronics to shield from heat outside the
TPC. There are also two cooling systems: one for the front-end electronics, and the second
for cooling the potential dividers, which help create the uniform electrostatic field inside the
TPC field cage.
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2.2.5 ElectroMagnetic Calorimeter (EMCal)

ALICE has three separate electromagnetic calorimeters: ElectroMagnetic Calorimeter (EM-
Cal) , PHOton Spectrometer (PHOS), and Dijet Calorimeter (DCal). The EMCal and DCal
have the same design. The EMCal was installed half in 2009 and half in 2011, while the
DCal was install in 2014 [64]. All the photons used for the isolated photon cross-section
measurement are only from the EMCal acceptance because for the p–Pb data taking period
in 2013, there was no DCal present. In order to prevent unnecessary sources of systematic
uncertainties, the photons in the DCal acceptance are not used from 2017 pp data set. The
PHOS has a different design requiring high granularity and high energy and position resolu-
tion, which comes at the cost of more expensive detector technology and limited acceptance.
The EMCal was designed to measure electrons from heavy-flavor hadron decays, the elec-
tromagnetic component of jets, and direct photons and neutral mesons. The EMCal is the
main detector photon reconstruction and photon energy measurement. Details on photon
reconstrunction are in section 3.5.

The EMCal has a larger acceptance, and less strict requirements regarding energy and
position resolution than PHOS. In this thesis, all references to EMCal only refer to the
EMCal installed 2008 and 2014, not any other electromagnetic calorimeter. The EMCal
is the primary subsystem for photon reconstruction and photon energy measurement. The
acceptance of the EMCal is |η| < 0.7 and 1.40 < φ < 3.26 as seen in the figure 2.18.

Figure 2.18: The acceptance of all the ALICE calorimeters in the η − φ plane in terms of
the different super modules (SM). The EMCal is on the left, while the DCal+PHOS is on
the right. Image from ref [64].
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2.2.5.1 Design

The ALICE EMCal is a sampling calorimeter. A sampling calorimeter is a type of parti-
cle detector that measures the energy of particles by sampling the electromagnetic shower
resulting from their interactions with a high Z material. The basic design of a sampling
calorimeter consists of alternating layers of absorber (a high Z material), which interacts
with the particle and converts its energy into a cascade of secondary particles, and active
material, which detects the resulting particle shower and produces a signal that is propor-
tional to the energy of the original particle. These particles then traverse through the active
material, and produce a detectable signal. The signal is proportional to the energy deposited
by the original particle in the absorber material. By measuring the energy of the particle
shower in the active material and knowing the thickness and composition of the absorber
material, the energy of the original particle can be reconstructed. This is typically done
by summing up the energy deposits in the different layers of the sampling calorimeter. For
the EMCal, the absorber layer is lead (Pb) and the active material is Polystyrene scintilla-
tor (Scint). The EMCal has a longitudinal pitch of 1.44 mm Pb and 1.76 mm scintillator
with longitudinal wavelength-shifting fiber which run through the layers of Pb-Scint provid-
ing light collection [39]. This layout of absorber-active material threaded with wavelength
-shifting fiber is called Shashlik.

The smallest unit of the EMCal is the tower (used interchangeably with cell). There are
12,288 towers in the EMCal. The towers are approximately projective in η−φ plane, meaning
that they provide uniform coverage of the solid angle around the collision point. The size
of each tower is δη × ∆φ ≃ 0.0143 × 0.0143, while the physics volume is 6.0 × 6.0 × 20.6
cm3 [64]. The tower consists of 77 layers of scintallator and 76 layers of lead. The scintallator
layer both starts and ends the array in the tower. Four towers, in a 2 × 2 arrangement,
create a module. The various components of modules including support material, cooling,
readout and electronics are shown in figure 2.19. The modules are organized in an array of
12 modules in φ called EMCal strips (2 towers × 24 towers). Twenty-four EMCal strips in η
create a super module (SM). In terms of the building block, a full size EMCal super module is
24 modules (48 towers) in η and 12 modules (24 towers) in φ. The effective radiation length
(X0) is 12.3 mm, and the length of a module covers 20.1 radiation lengths. The effective
Molière radius RM is 3.20 cm. The sampling fraction, the ratio of the energy deposited in
the active (dense) layer of the calorimeter to the total energy deposited by the particle in
the calorimeter, is 1/10.5 [64]. The EMCal has two different size super modules (given in the
orientation η × φ : full super modules (24 × 12 modules) and one-third super modules (24
× 4). Each full super module consists of 288 modules, while each one-third super module
consists of 94 modules. As seen in figure 2.18, there are 10 full size super modules (numbered
SM 0-9 inclusive), and two 1/3 size super modules (numbered SM 11 and 12). The front of
the super modules are located 4.5 m away radially from the beam pipe.
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Figure 2.19: A picture of an EMCal module along with a schematic. Image from [64].

2.2.5.2 Electronics and Readout

At the end of the tower, the wavelength shifting fibers are consolidated into groups of 36
fibers and connect to avalanche photo diodes (APD). The APDs are used as the photosensors,
operated at moderate gain for low noise and at high gain to maximize the energy and
timing resolution. The APDs are connected to a Charge Sensitive Preamplifier (CSP),
which amplifies the electrical signal generated by the APDs. The amplitude of the signal is
proportional to the number of integrated electrons from the APD, and thus proportional to
the energy deposited in the tower. The CSPs of 2 × 8 adjacent towers are connected to an
adaptor called the T-Card, and signals from the two adjacent T-Card are then sent to the
Front-End Electronic (FEE) card at the end of the SM. One T-card covers 2 × 8 towers,
while one FEE card covers 4 × 8 towers. The high gain and low gain ranges of the FEE-card
are 15.3 MeV to 15.6 GeV and 248 MeV to 250 GeV, respectively [64].
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Figure 2.20: Comparing the dimensions of the different components of the EMCal in η −ϖ
for one super module.

2.2.5.3 Triggering

The EMCal trigger system, designed into specific hardware boards, provides both L0 and L1
triggers to the ALICE CTP. The analog trigger signals of 2 × 2 groups of adjacent towers
are summed in the FEE cards. Summed signals from twelve FEE cards (each FEE card
sums the signal from 2 × 2 towers, 96 total sums) is sent to the Trigger Region Unit (TRU).
Each TRU covers one-third super module. For the p–Pb data, the orientation of the TRU
covered 4 × 3 FEE-cards in the η × φ plane in the super module. For the pp data, the
orientation was changed and the one-third super module was covered as 12 × 1 FEE-cards
in η × φ plane. The sums from the twelve FEE-cards are digitized at 40 MHz, the LHC
clock frequency. The 2 × 2 digitized sums are integrated using time samples, followed by a
pedestal subtraction, and combined into 4 × 4 sums knows trigger patches. These trigger
patches are created in the TRU, and an algorithm is used to find the peak of the signal.
The signal peak is compared to a pre-defined threshold to determine if there is a high energy
shower in a particular TRU, and that a high energy particle was detected in that super
module. A logical OR is performed between all the TRUs in the Summary Trigger Unit
(STU), and a signal sent to the ALICE CTP for an L0 trigger if SRU determines that there
is at least one TRU where the summed signal peak was above the L0 threshold. The L0
signal from the STU to the CTP is sent within 800 ns after the collision occurs [64].

If the L0 trigger signal is accepted by the CTP, the process of going from the 2 × 2
digitized sums to the trigger patches is performed again, but this time in the STU for the
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EMCal as whole instead of at the TRU for a section of a super module. This process
helps determine if there is high energy shower anywhere within the EMCal acceptance which
would pass the EMCal L1-γ trigger (the L1 electron/photon trigger) thresholds. For the L1-
jet trigger, trigger patches are 16 × 16 towers and 32 × 32 towers large. For event selection,
the EMCal L1 trigger, for both γ and jet, can have up two thresholds: high and low. An L1
trigger signal will be sent to the CTP if signal peak threshold in the STU is larger than L1
trigger threshold (high or low).

2.2.5.4 Calibration

Calibration of the EMCal is an essential step to ensure accurate measurement of the energy
deposited by these particles. There are different types of calibrations performed on the
EMCal in order to obtain accurate measurements as summarised below.

Cell energy calibration

The goal of the cell (same as towers) energy calibration is to calculate a calibration coefficients
for each cell such that all cells report the same energy when given the same input. The cell
energy calibration for the ALICE EMCal is performed using π0 → γγ decay. The invariant
mass distribution of π0 candidates is measured using two decay photons, one of which has a
cluster centroid located in the cell being calibrated. The cluster centroid is the central cell in
the cluster based on the shape of the electromagnetic shower. The shower shape is defined
and further discussed in section 3.6. The distribution of the π0 invariant mass is fitted with
the sum of a Gaussian and a second-order polynomial. The Gaussian is used to describe
the pion mass peak, and the polynomial is used to fit the combinatorial background. The
calibration coefficient, ci is calculated as the ratio of the pion PDG massMPDG

π0 and the pion
mass obtained from the mean of the Gaussian fit to the invariant mass distribution (µfit

i ):
ci = (MPDG

π0 /µfit
i )n, where n is chosen to be 1.5 [64]. Both decay photons were required to be

within the same super module to avoid effects from the misalignment in the EMCal super
modules in the z direction. The cluster seed cell must have minimum energy of 100 MeV
and the rest of the cells must have 50 MeV, at least. The shower shape of the cluster was
required to be < 0.5 in order to selected circular cluster which did not have an associated
track. The clusters must have a time difference less than 20 ns between them and be within
20 ns of the collision. Finally, the cluster energy was 0.7 GeV< Ecluster <10 GeV for the
calibration. Because reconstructing the pions mass peak requires both decay photons to be
present in the EMCal, cells at the edge of the super module cannot be calibrated this way
since part of the electromagnetic shower is lost.

Bad channel map

There are some cells in the calorimeter which have a discontinuous energy response, are noisy,
or give improper spectra. These cells are identified as bad cells and need to be masked. The
behaviour of the bad cells can be seen in the right plot of figure 2.22 where the energy
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Figure 2.21: Diagram showing the shower shape of a cluster in the EMCal, long with the
major and minor axis of the ellipse drawn around the shower shape using equation 3.4. The
colors indicate the energy deposited in the cell, with darker cells indicating larger energy
deposition. Image from [64]

distribution for all cells has spikes not seen in the good cells. Two variables, the mean
energy per cell and the number of hits recorded by a cell, are used to identify the bad cells.
Certain cells might give a bad response only in certainty energy ranges so the two variables
are evaluated independent of each other over various energy slices. The assumption that the
number of hits per channel should only differ statically is used to weed out noisy, hot, cold,
dead, or otherwise improper channels.

Cell time calibration

The cell time calibration corrects for physical differences which can shift the cell time for
each cell such as cable length, electronic response time, and time shifts due to clock phase
difference. The cell time information is corrected by taking an average of the cell over a long
period, which can be as long one data taking period or a whole year.

Cell temperature calibration

The temperature calibration is necessary because the gain of the APD is linearly dependent
on the temperature. Since the temperature can fluctuate during the runs, a correction to
the gain is applied offline. There are LEDs and temperature sensors installed near the APDs
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Figure 2.22: Right: Cell energy spectra for all cells compared to good cells. Left: Map of
good, bad, and dead cells in the EMCal and DCal. Image from [64].

at various locations. The LED pulses are monitored throughout the runs as a function of
time for the different EMCal strips. The average temperature from the temperature sensors
was used to calibrate the data. The light yield from the LEDs is compared to the LED
monitoring signal and a linear fit is performed for the ratio as seen for an example cell in
figure 2.23a. For most cells, like the one in figure 2.23b, the slope parameter did not vary
as function of time unless the gain of the APDs had changed. The most frequent value of
the slope was around -1.8%/◦C within the range -2.5%/◦C to -1.2%/◦C. For cells with slopes
were below -7%/◦C or greater than -1.2%/◦C, the average slope of all cells for that year was
set as the calibration coefficient.

Further technical or performance details regarding the ALICE EMCal can be found in
the EMCal performance paper [64].
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(a) The ratio of LED signal to the LED mon-
itoring signal long with a linear fit. The full
2018 data sample is shown in gray. The green
open circles indicate the maximum temperature
for each temperature slice. The black points are
dominant cluster in the temperature slice while
the blue points show the shift after the offset is
correction. The fit only performed for the black
and blue points combined. Red points are out-
liers which were excluded from the fitting proce-
dure.

(b) Comparison of the calibration coefficients for
different years.

Figure 2.23: Images from [64]
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Chapter 3

Analysis

3.1 Analysis summary

We use the data collected by the ALICE detector during 2013 for p–Pb collisions at
√
sNN

= 5.02 TeV, and during 2017 for pp collisions at
√
sNN = 5.02 TeV. The EMCal triggers

are used to select events with a high-momentum calorimeter cluster. The EMCal trigger
thresholds where set to pT = 7 and 11 GeV/c for the p–Pb collisions and 5 GeV/c for the pp
collisions. Photons with pT of 12–40 GeV/c, equivalent to xT = 2pT/

√
sNN of 0.006–0.012,

were analyzed.
The recipe for the photon production cross section is given by equation 3.1,

d2σ

dpTdη
=

Nev × P

Lint × ϵisoγ

× d2N

NevdpTdη
(3.1)

where d2N
NevdpTdη

is the event normalized differential photon spectrum. The dη is rapidity

acceptance normalization defined as 2π
∆φ∆η

, where ∆φ × ∆η is acceptance of the EMCal.
Numerically, ∆φ = 1.86 rad and ∆η = 1.4 rad as seen in figure 2.18. The spectra are
corrected using the isolated photon efficiency ϵisoγ and purity (P ). Lint is the integrated
luminosity in the measurement, and Nev (sec 3.4) is the number of events analyzed. The
efficiency (sec 3.9)is a measure how many photons produced in the collision are detected
by the EMCal. The purity (sec 3.8) measure the percent of true signal within our ”signal”
sample. The integrated luminosity (sec 3.10) relates the number of events provided by the
LHC to the number of events triggered by the EMCal.

The difference between the electromagnetic shower profiles of single photons and decay
photon pairs (γdecay) is used to distinguish between signal photons (direct and fragmentation
photons) and background photons (decay photons from neutral hadrons). Clusters passing
the isolation and shower shape selections are named isolated γ candidates or “γiso candi-
dates”. The main background for γiso candidates arises from multi-jet events where one jet
contains a π0 or η meson that carries most of the jet energy. These mesons can decay into
collinear photon pairs which are are close enough to deposit most of their energy in the same
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cell, and thus appear to be a single photon cluster. These mesons can also decay asymmet-
rically such that most of the meson energy is one of the photons and the other photon is
missed by the detector. Such γdecay’s are misidentified as single photons in the EMCal due
to the EMCal cell granularity (∆η ×∆ϕ ≈ 14.3×14.3 mrad2).

The signal purity in the γiso selection is measured using the “template-fit method”, in
which the measured shower-shape distribution is fit with the sum of signal and background
templates with the relative normalization as the single free parameter. The background
template is data-driven, calculated with an anti-isolated side-band requirement. The anti-
isolated side-band is the region where there are many particles around the photon, i.e. the
photon is not isolated.

A Monte Carlo simulation based correction is applied to account for biases arising from
signal shape - isolation criterion correlations. The signal template is obtained from photon-
jet simulation. The parton opposite to the photon will fragment into a jet. This simulation
mimics a photon-jet event in data. The purity of our γiso selection is measured to be around
20% at 12 GeV/c and increases to about 55% at 20 GeV/c and above. The purity measure-
ments used in this analysis follow directly from [65].

One of the novel aspects of this analysis is the use of ITS standalone tracking for isola-
tion cuts on the photon. The performance of the ITS-standalone tracking has been validated
by measuring the charged particle spectrum and comparing it with published ALICE mea-
surements at the same center-of-mass energy [65]. The ITS tracks are used to construct a
charged particle isolation variable; omission of neutral particles from the isolation criterion
reduces correlations between isolation and shower-shape variables, albeit at the expense of
a slightly lower purity.

The template fit was checked independent of simulations, by fitting a purely data driven
background outside of the signal region. This check shows that we are not sensitive to the
detailed simulation of the shower-shape distributions [65].

The integrated luminosity is calculated using the trigger rejection factors in pp and p–
Pb collisions. The trigger rejection factors are obtained from the ratio of the photon spectra
created using photons from EMCal triggered events and comparing them to photons spectra
created using the minimum bias trigger. The trigger rejection factors are multiplied by the
number of events selected for that trigger and divided by the minimum bias cross section
measured using van Der Meer scans [66] and [67]. This process is described in greater detail
in section 3.10.

Finally, all the ingredients come together to give us the isolated photon cross sections in
pp and p–Pb. We scale the pp cross section by the number of nucleons in a lead nucleus and
take a ratio to obtain the nuclear modification factor - RpPb.

RpPb ≡ 1

APb

(d2σpPb/dpTdη)

(d2σpp/dpTdη)
(3.2)

where APb is 208, the number of nucleons in a Pb nucleus, and the cross sections are the
defined in equation 3.1.
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3.2 Datasets

ALICE data collection is done in large time windows called periods, which are named with
the last two digits of year along with a single letter, and can last from a few weeks to a
couple of months. Within the periods, the smallest unit of data collection are runs. Each
run is given a unique number. Runs can be as short as a few seconds or last multiple hours.
An example would be Run 195872 from 13d, where 195872 is the run number and 13d is
the period. The ALICE Data Preparation Group (DPG) determines good runs based on the
status of the subsystems used during the data collection. There are five categories, shown in
table 3.1, which require different subsystems to be in good condition while data taking. The
DPG also process the raw data and performs event reconstruction for all the runs, in which
all the tracks, vertices, cluster, etc. are identified, their observables (momentum, energy,
position, etc.) are calculated and stored. The various iterations of data reconstruction are
called passes.

Name Detector requirement
Tracklet SSD, SPD, SDD, V0

CentralBarrelTracking SSD, SPD, SDD, V0, TPC
CentralBarrelTracking calo SSD, SPD, SDD, V0, TPC, EMC

CentralBarrelTracking hadronPID SSD SPD SDD V0 TPC TOF T0
CentralBarrelTracking electronPID SSD SPD SDD V0 TPC TOF TRD T0

Table 3.1: ALICE Data Preperation Group run list classifications

The data sets used in this analysis are shown in Table 3.2. We use the high-luminosity
runs of the 2013 p–Pb run (13d,e,f) and the 2017 pp run (17q) that were collected with
EMCal triggers. Additionally, we also use the minimum bias triggered p–Pb runs from 13c
which are used to calculate the trigger rejection factor for p–Pb.

Photon events were selected by the ALICE EMCal trigger. The EMCal issues triggers
at two different levels, Level 0 (L0 trigger) and Level 1 (L1 trigger). The events that pass
L0 trigger selection are further processed at L1 trigger. The L0 trigger decision, issued at
most 1.2 µs after the collision, is based on the analog charge sum of 2 × 2 adjacent cells
evaluated with a sliding window algorithm within each physical Trigger Region Unit (TRU)
spanning 4 × 24 cells in coincidence with a minimum bias trigger. The L1 trigger decision,
which must be taken within 6.2 µs after the collision, can incorporate additional information
from different TRUs, as well as other triggers or detectors [48]. Additionally, the L1 extends
the 2×2 sliding window search across neighboring TRUs, resulting in a ≈ 30% larger trigger
area than the L0 trigger [68]. In 2013 for p–Pb collisions, one L0 and two L1 triggers with
different thresholds were used. The L0 trigger threshold was 3 GeV, while the L1 trigger
thresholds were 11GeV and 7 GeV, well above the L0 trigger efficiency turn-on region. The
pp collisions used an L0 and single L1 threshold, of 2.5 GeV and 4 GeV, respectively. Details
of the trigger strings used for trigger selection in this analysis are mentioned in section 3.4.
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Table 3.2: Datasets used in this analysis. The runs listed in the table corresponds to those
that are in the good run list appropriate for analysis using the EMCal and ITS detectors.

Name Config. Run Number list Pass
13c p–Pb 195529, 195531, 195566, 195567, 195568, pass4

195592, 195593, 195596, 195633, 195635, 195644,
195673, 195675, 195677.

13d p–Pb 195872, 195871, 195867, 195831, 195829, pass4
195787, 195783, 195767, 195760, 195724.

13e p–Pb 196310, 196309, 196308, 196214, 196208, pass4
196201, 196200, 196199, 196197, 196194,
196187, 196185, 196107, 196091, 196090,
196089, 196085, 195958, 195955, 195935.

13f Pb–p 197342, 197341, 197302, 197300, 197299, pass4
197298, 197297, 197296, 197260, 197258,
197256, 197255, 197254, 197248, 197247,
197189, 197153, 197152, 197138, 197092,
197091, 197027, 197015, 197012, 197011,
197003, 196974, 196973, 196972, 196967,
196965, 196721, 196720, 196714, 196706,
196703, 196702, 196701, 196648, 196646,

196608, 196535, 196528.
13f new Pb–p 196433, 196474, 196475, 196477, 196722. pass4

196772, 196773, 196774, 196869, 196870,
196874, 196876, 197139, 197142, 197143,
197144, 197145, 197147, 197148, 197149,
197150, 197348, 197349, 197351, 197386

197387, 197388.

17q pp 282440, 282437, 282415, 282411, 282402, muon calo pass1
282399, 282398, 282393, 282392, 282391,

282367, 282366, 282365 pass1 wSDD

The average number of inelastic collisions per bunch crossing, µ, is 0.020–0.060 for the
2013 p–Pb data set and in the range 0.015–0.045 for the 2017 pp dataset 1.

1This information can be found in http://aliqaevs.web.cern.ch/aliqaevs/data/2013/LHC13d/

pass4/global_properties.pdf and http://aliqaevs.web.cern.ch/aliqaevs/data/2017/LHC17q/

cpass1_pass1/global_properties.pdf

http://aliqaevs.web.cern.ch/aliqaevs/data/2013/LHC13d/pass4/global_properties.pdf
http://aliqaevs.web.cern.ch/aliqaevs/data/2013/LHC13d/pass4/global_properties.pdf
http://aliqaevs.web.cern.ch/aliqaevs/data/2017/LHC17q/cpass1_pass1/global_properties.pdf
http://aliqaevs.web.cern.ch/aliqaevs/data/2017/LHC17q/cpass1_pass1/global_properties.pdf
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Table 3.3: EMCal triggers used in this analysis.

Dataset Trigger Strings
p–Pb CEMC7EG1-B-NOPF-CENTNOTRD, CEMC7EG2-B-NOPF-CENTNOTRD,
pp CEMC7EG2-B-NOPF-CALO

3.3 Monte Carlo simulations

Monte Carlo (MC) simulations were used to obtain the signal shower-shape distributions for
the template fits (section 3.8)

The simulations of hard processes with isolated photon production in inelastic pp col-
lisions were based on the Pythia event generator [69]. In Pythia, the signal events are
included via 2 → 2 matrix elements with gq → γq and qq̄ → γg hard scatterings, defined at
leading order, followed by the leading-logarithm approximation of the partonic shower. The
soft underlying events in pp collisions as well as fragmentation are included with the default
Pythia models.

For the simulation of p–Pb events, the pp samples were embedded into p–Pb inelastic
events generated with DPMJET [70]. An appropriate rapidity boost of ∆y = +0.465 in
the direction of the proton beam is added into the simulated events in order to mimic a
p–Pb environment.

The simulation events were divided several different transverse momentum bins called
phardT -bins so that there are adequate statistics for rarer hard collisions producing particles
at higher pT. However, in order to compare to data, the phardT -bins have to be weighted to
provide a realistic description of photon production. The weights are calculated using

wphardT
=

σhard
Ntrials ×Nev

, (3.3)

where σhard is the average hard process cross section, Ntrials is the number of trials needed
to produce the hard process, and Nev is the number of generated events [71]. Table 3.4
shows the MC simulations used in this analysis. Each sample is simulated with the detector
configuration appropriate for the runs used in this analysis.

Table 3.4: Monte Carlo simulations used in this analysis.

Name Configuration
17g6a1 p–Pb, 5 TeV, Pythia8 Gamma-Jet +DPMJET anchored to 13d/e/f
17g6a3 p–Pb, 5 TeV, Pythia8 Jet-Jet +DPMJET anchored to 13d/e/f
18b10a calo pp 5 TeV, Pythia8 Gamma-Jet anchored to 17p/q
18l2a pp 5 TeV, Pythia8 Jet-Jet anchored to 17p/q

There are two types of simulation: γ-jet and dijet. In the γ-jet simulation, there are
signal photon produced from the leading order hard processes mentioned in section 1.5:
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QCD Compton scattering and quark-antiquark annihilation. In dijet simulation, back-to-
back jets are produced with leading order processes such as two quark scattering mediated
by a gluon or a Z boson. Since the final state is two jets, the photons in that simulation are
going to be decay photons of the π0 within the jets.

3.4 Event selection

We use the following event selection criteria to ensure good event quality and uniform ac-
ceptance:

• Runs passing the quality assurance for EMCal and ITS in the Runs Conditions Table
as well as approved by ALICE DPG (the selected runs are listed in Table 3.2).

• Selected at least one of the EMCal triggers (detailed below in sub section 3.4.1)

• Valid vertex (|z| ≠ 0.0) and |z| < 10 cm

• Pileup rejection using information provided by the SPD.

3.4.1 Trigger Selection

The analysis was performed on ntuples which are resident on disk in Berkeley. The ntuples
are a ”tree” structure where all event information is stored on its ”branches”. Additionally,
in the ntuples, the information is stored on an event-by-event (collisions-by-collision) basis.
This is advantageous because we can keep track of the events and prevent any cross-event
correlations. The ntuples stores the trigger information into trigger bits, two array of size
50:

trigger mask[0] = esd event → GetTriggerMask(), and

trigger mask[1] = esd event → GetTriggerMaskNext50()

These trigger bits are set to ones and zeros based which triggers were fired for the event. The
trigger logbook identifies the trigger ID of each trigger string. For example, the EG2 triggered
events recorded by the CALO trigger cluster during the 17q period has the following trigger
string: CEMC7EG2-B-NOPF-CALO. As seen here, the trigger string has four components,
seperated by hyphens. The first part refers to the triggering detector and specific trigger
for that detector. For example, CEMC7EG2 corresponds to one of the L1 trigger in the
EMCal called EG2. The next component of the trigger refers to the type of collisions which
occurred: beam-gas (A), beam-beam (B), or gas-gas(C). The last two parts refer to the past
future protection (NOPF) and the trigger cluster (CALO is one such trigger cluster), both
of which were previously discussed in section 2.2.1.

Each data taking run in ALICE uses multiples trigger strings. These strings were assigned
a trigger ID. For each run, trigger ID is unique for each trigger string. While within one
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period, the trigger strings and their corresponding trigger IDs are same for most runs, this
not always case. There are some periods where the trigger strings have different trigger
IDs in different runs.In order to check if the appropriate trigger was fired, bitwise AND
comparisons between the trigger ID and the trigger mask were performed. For example, the
trigger string CEMC7EG2-B-NOPF-CALO had the trigger ID 27. In that, the bitwise AND
selection would be

trigger mask[0] & (1 << 27)] ̸= 0

If result of the left-hand side was not 0, then the event was selected using CEMC7EG2-B-
NOPF-CALO trigger. Note: if the trigger ID was greater than 50, then we compared with
trigger mask[1]. In ALICE, the triggers have an abbreviated form starting with ”k”. For
example, the minimum bias trigger is called kINT7 which refers to an AND logic operation
between the V0A and the V0C, also called V0AND. However, not all triggers with an INT7,
the notation for a V0AND, are minimum bias triggers. The mapping of the k-names are
obtained from an internal ALICE file which stores the k-names and maps them to the
appropriate trigger string combinations. For example, for 17p/q, we have,

oadb pp 17pq(AliV Event :: kINT7,

“ + CINT7−B −NOPF [CENT | FAST ]”,
“B”, triggerCount);

which means that an event with CINT7-B-NOPF-CENT or CINT7-B-NOPF-FAST will be
selected when using a kINT7 flag. The following triggers strings are used in the analysis:

• CINT7-B-NOPF-ALLNOTRD (MB): p–Pbminimum bias trigger used for 13cdef

• CEMC7EG1-B-NOPF-CENTNOTRD (EG1): p–PbEMCal L1 high threshold trigger
(11 Gev) used for 13def

• CEMC7EG2-B-NOPF-CENTNOTRD (EG2): p–PbEMCal L1 low threshold trigger
(7 Gev) used for 13def

• CINT7-B-NOPF-CENT and CINT7-B-NOPF-FAST (MB): pp minimum bias trigger
used for 17q runs 282367, 282366, 282365.

• CEMC7EG2-B-NOPF-CALO (EG2calo): pp EMCal L1 trigger (4 GeV) used for all
17q runs.

In this analysis, the photon spectra are created separately for each trigger, i.e. a cluster
spectrum is filled with only clusters from events passing a particular EG trigger. However,
there exist events where multiple triggers of interest have fired. In order to avoid double
counting the same clusters for different cluster spectra if multiple triggers fire for the same
event, the event is only counted for the lowest threshold trigger. For example, if an event
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recorded for both EG1 and EG2, it would only be selected as an EG2 event since EG2 has
a lower threshold.

The total number of events that pass the selection criteria in each sample is shown in
Table 3.5.

Table 3.5: Number of events that passed our full event selection for each of data taking
period used in this analysis. The numbers are also shown separately for MB, EG1 and EG2,
and EG2calo triggers.

Dataset Ntotal NMB NEG1 NEG2

13c 46,711,817 40,532,292
13d 16,103,992 819,062 280,764 106,349
13e 22,062,025 1,036,053 359,198 174,411
13f 57,457,480 2,041,251 821,225 389,011
13f new 37,477,765 1,346,773 485,726 251,862
p–Pb Total 133,101,262 5,243,139 1,946,913 921,633

Dataset Ntotal NMB NEG2

17q pass1 wsDD 61,928,961 41,994,137 2,740,605
17q muon calo pass1 33,520,820 6,456,795
pp Total 95,449,781 41,994,137 9,197,400

3.5 Calorimeter cluster reconstruction

3.5.1 Definition

EMCal clusters are formed by a clustering algorithm that combines signals from adjacent
cells. We use calorimeter clusters defined with the “V1” clustering algorithm. The “V1”
algorithm starts from a “seed” cell, found by performing a search for a cell which is a
local-maximum, and adds “neighbor” cells to the cluster if they are above a given energy
threshold. The cluster definition is exclusive, so once a cell is assigned to a cluster, it is not
considered for other clusters. The minimum energy for the seed cell was set to 500 MeV, and
the minimum energy for the neighbor cell was set to 100 MeV; these values are several times
larger than the standard deviation of the electronic noise. The typical cluster was formed
using around 10 cells. The distribution of the number of cells in a cluster is in figure 3.1 for
p–Pband figure 3.2 for pp.
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3.5.2 Corrections

We apply several corrections at the cell level, implemented within the “EMCal Correction
Framework,”2 before the clustering algorithm is run over the data and simulations. The
following corrections are applied:

• “CellEnergy”
This performs an energy calibration of cells, with coefficients obtained with π0 → γγ
mass measurements. This calibration is applied for data.

• “CellBadChannel”
This removes cells that have been declared hot or dead for a given run period. This
calibration is applied for data and simulations.

• “CellTimeCalib”
This correction applies constant offsets to the cell time measurements to minimize the
spread among cells. This calibration is applied for data.

• “CellEmulateCrosstalk”.
This correction, described in detail in Ref [72], modifies the simulated cell energies to
emulate the cell cross-talk that has been observed in data. This is applied to all the
simulations described in Table 3.4.

• “ClusterNonLinearity”
This performs a correction for cluster energy for cells which give a non-linear response.
This calibration is applied for data and simulations.

For more details on the corrections, beyond those mentioned in section 2.2.5, please refer to
the EMCal performance paper [64].

3.5.3 Selection

The following selection is applied on the calibrated clusters. The cluster selection is identical
to the cluster selection used in [73], with the addition of a azimuthal angle cut in order to
exclusively select photons in EMCal.

• Cluster pseudorapidity: |η| < 0.67

• Cluster azimuthal angle: 1.396 < ϕ < 3.2
The acceptance cuts ensures that each photon was seen in the EMCal acceptance.

• Number of cells cut: Ncell ≥ 2
This requirement removes clusters that are likely dominated by noise.

2http://alidoc.cern.ch/AliPhysics/master/_r_e_a_d_m_eemc_corrections.html

http://alidoc.cern.ch/AliPhysics/master/_r_e_a_d_m_eemc_corrections.html
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• Exoticity: Ecross/Emax > 5%
We remove “exotic” or “spiky” clusters likely coming from slow neutrons or highly-
ionizing particles hitting the avalanche photo-diode of a cell by a requirement on the
ratio of the summed energy around the leading cell to the energy in the leading cell.

• Cluster time: |t| < 20 [ns]
We require a cluster time measurement of |t| < 20 ns to remove out-of-bunch pileup.

• Number of local maxima: NLM < 3
This cuts suppresses background and improves the MC simulation description of the
background [74].

• Distance seed-cell to bad-channel≥ 1 cells.

• Shower Shape: 0.1 < σ2
long < 0.3

The shower shape cut helps separate single photon clusters form merged photon cluster

• Isolation: ISO < 1.5 GeV/c
The isolation cut removes all photons which have more 1.5 GeV/c energy around them
in a R = 0.4 cone around them.

All cluster spectra presented in this analysis only contain photons which have passed
through all the cuts listed above, except for the trigger rejection factor calculation where the
isolation cut was not applied. Figures 3.1 and 3.2 show the distribution of the variables used
in the cluster selection and the effect of sequential selection (“cut flow”) for the p–Pb and
pp data respectively.
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Figure 3.1: Distribution of variables used in the cluster selection of p–Pb data. The red
vertical lines represent the cuts used. The cluster cuts get applied sequentially, i.e. the
clusters cut with a given variable do not appear in the next.
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Figure 3.2: Distribution of variables used in the cluster selection in pp data. The red vertical
lines represent the cuts used. The cluster cuts get applied sequentially, i.e. the clusters cut
with a given variable do not appear in the next.
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3.6 Photon Identification

Above π0 pT ≈ 6 GeV/c, photons from π0 decays start merging into a single cluster in the
EMCal. To identify clusters produced by single photons and reject clusters produced by
two photons from a meson decay, we use variables that encode the shape of the calorimeter
shower. Single photons have a circular shower, while merged photons produce an elliptical
shower in the calorimeter. The shape of the electormagnetic shower as seen in the cells of
the EMCal was shown previously in section 2.21.

We use the σ2
long shower shape variable in order to determine if the shower is circular

or elliptical as seen in figure 3.3 with a left cartoon having a circular shower shape for a
single photon and the right cartoon having a more elliptical shower shape for decay photons.
The shower shape variable is defined as the weighted root-mean-square of the shower energy
along the major ellipse axis, defined according to Ref. [64] as:

σ2
long =

sηη + sφφ
2

+

√
(sηη − sφφ)2

4
+ s2ηφ, (3.4)

where sφφ, sηη, sηφ are the elements of the covariance matrix which represents the energy
distribution along the η and φ directions. The matrix elements are calculated using

sab =
∑
i

wiaibi
wtot

−
∑
i

wiai
wtot

∑
i

wibi
wtot

(3.5)

where ai and bi are the cell indices in (η, φ) coordinates 2.21. The (wi) are weights which
depend on the cell energies logarithmically, i.e wi = Maximum(0, wmax + ln (Ecell,i/E).
wtot and E are both defined as sums of the wi and Ecell,i, respectively (wtot =

∑
iwi and

E =
∑

iEcell,i). Following a previous work [75], the cutoff (wmax) was chosen such that that

Figure 3.3: Two shower shape distributions - single photon (left) and decay photons (right)
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Figure 3.4: Shower shape parameter σ2
long vs cluster pTas measured by ALICE for 7 TeV

pp data. The solid black lines indicate bounds of the shower shape used in this thesis:
0.1 < σ2

long < 0.3. Image from [74]

cells that contain less than e−4.5 = 1.1% of the total cluster energy would not be considered
in the σ2

long calculation.
We have determined that clusters within in the narrow, peaked region of of the σ2

long

distribution are single photons, and thus, we require a shower shape selection of 0.1 <
σ2
long < 0.3. Figure 3.4 shows the distribution of the shower shape variable vs pTas measured

by ALICE during a 2019 photon measurement at
√
s = 7 TeV. The horizontal solid black

lines represent upper and lower bounds of the shower shape cut used in this thesis: 0.1 <
σ2
long < 0.3.
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3.7 Isolation

Direct photons are produced surrounded by small hadronic activity because the parton and
the subsequent hadron should be on the opposite of the photon, while fragmentation photons
are found within a jet at leading order in perturbative QCD. Direct and fragmentation com-
ponents have no physical meaning beyond leading order, and cannot be factorized; the sum
of their cross sections is the physical observable. However, in order to limit fragmentation
photons and select photons produced in the initial hard scattering, we use an isolation re-
quirement. The isolation requirement also suppresses the background from decays of neutral
mesons.

We constructs an isolation variable only using charged particle tracks in order to avoid
biases due to the correlation between the isolation cuts and the π0 decay opening angle. This
allows us to use the full EMCal acceptance, albeit at the expense of a worse purity. It will
be shown below that correcting for the purity results in a spectrum in full agreement with
that arising from a charged+neutral isolation cut.

The isolation variable for this analysis is defined as the scalar sum of the transverse
momentum of charged particles within an angular radius around the cluster direction, R =√

(∆φ)2 + (∆η)2 = 0.4 (with ∆φ measured in radians). A cartoon showing the cone around
the photon is shown in figure 3.5. The arrows at the vertex of the cone are tracks whose
pT will be summed to obtain the raw isolation defined by equation 3.6.

ISOraw =
∑

track ∈ ∆R<0.4

ptrackT (3.6)

The charged particles used as input for the isolation calculation are with 0.15 < pT < 10
GeV/c, |η| < 0.8 and pass the selection described in the tracking section of [65].

The isolation variable defined in Equation 3.6 (ISOraw in figure 3.7) is susceptible to back-
ground from the charged particles from the underlying event, which is defined and explained
in more detail in the following section (sec 3.7.1). In order to remove underlying event effects,
we apply an underlying event subtraction on an event-by-event bases. The underlying event
(UE) estimate and subtraction is performed in the same manner as in [65]. A summary of
the process along with performance figures is provided in the follow subsections.

3.7.1 Underlying Event estimation

The UE is defined as the particles not associated with the hard-scattering of the collision. We
utilize the Fastjet jet area/median method to disciminate between the soft and hard com-
ponents of an event [76], which uses the median of the distribution of transverse momentum
densities of all jets in an event.

The estimation of the UE density uses non-leading jets J ′ reconstructed by the kT-
algorithm, which clusters the softest particles first, with distance parameter R = 0.4. The
transverse momentum density of each jet is the momentum of the jet divided by the area of
the jet. The area of the jet is calculated using the sum of the Voronoi cells of each particle
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Figure 3.5: The isolation cone of radius R around the photon γ. The tracks within the cone
are summed up according to equation 3.6.

within the jet. A Voronoi cell is the region for each particle, that consists of all points in the
same plane that are closer to that particle than to any other. The estimated UE density is
defined as:

ρ = med

{∑
i∈J ′

k
pT,i∑

i∈J ′
k
Ai

}
(3.7)

where pT,i is the transverse momentum, and Ai the Voronoi area, the area of a Voronoi cell 3

of the particle i within the jet (J ′
k) reconstructed for purpose of UE estimation.

Figure 3.6 shows the median charged-particle density, ρ, distribution obtained in pp and
p-Pb data in minimum bias events and in events that pass the selection in Section 3.4 and
thus have a high-pT cluster. The distribution in minimum-bias events decreases approxi-
mately exponentially. The distribution in photon-triggered events is different and follows an
asymmetric Gaussian distribution that peaks at approximately 1.0 GeV/c and 2.5 GeV/c
for pp and p–Pb collisions, respectively.

The mean and standard deviation for each distribution is shown in Table 3.6. The
difference in UE-density in p–Pb, compared to pp, is expected due to the increased number
of nucleon-nucleon collisions.

The average ρ for photon-triggered events reported in Table 3.6 is consistent with an
independent estimate used in a previous isolated photon cross section measurement in p–Pb,
based on the “η-band” method, that uses the same dataset and cluster selection [71].

3The method used is the following fastjet::VoronoiAreaSpec http://www.fastjet.fr/repo/doxygen-2.
4.5/classfastjet_1_1VoronoiAreaSpec.html

http://www.fastjet.fr/repo/doxygen-2.4.5/classfastjet_1_1VoronoiAreaSpec.html
http://www.fastjet.fr/repo/doxygen-2.4.5/classfastjet_1_1VoronoiAreaSpec.html
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Figure 3.6: Distribution of the median charged-particle transverse momentum density, ρ, in
pp and p–Pb data, for a minimum-bias selection (left panel) and in photon-triggered events
(right panel).

Table 3.6: Median transverse momentum density mean and standard deviation in minimum-
bias and and photon-triggered events in pp and p–Pb data. The statistical uncertainty in
these numbers is negligible.

pp minbias pp γ−trigger p–Pb minbias p–Pb γ-trigger
⟨ρ⟩ 0.49 GeV/c 1.51 GeV/c 1.56 GeV/c 3.19 GeV/c
σρ 0.47 GeV/c 0.85 GeV/c 1.32 GeV/c 1.60 GeV/c

3.7.2 UE correction to isolation variable

For each event and cluster, we subtract the underlying event using the measured charged-
particle density ρ that is calculated event-by-event as described in Section 3.7.1:

ISO = ISOraw − ρ× π(0.4)2. (3.8)

with ISOraw given in equation 3.6. The average subtraction for an isolation cone of R = 0.4
is about 1.6 GeV/c and 0.8 GeV/c for p–Pb and pp collisions, with a standard deviation of
0.9 GeV/c and 0.4 GeV/c, respectively.

Figure 3.7 shows the isolation distribution before and after underlying event subtraction
for p–Pb and pp collisions. The distributions have a positive tail that decreases exponentially,
as this observable effectively measures multi-jet production. The difference between the
p–Pb and pp distribution at low ISO values is due to larger number of nucleon-nucleon
collisions in p–Pb collisions. The underlying event subtraction slightly modifies the isolation
distribution, and a negative tail arises from a over-subtraction of the underlying event due
to region-to-region fluctuations. The over-subtraction is a small effect as seen by rapidly
falling tails in both pp and p–Pb.
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Figure 3.7: Cluster isolation before and after underlying event subtraction in p–Pb (left
panel) and pp (right panel) collisions.

Figure 3.8 shows the distribution of cluster isolation energy after UE subtraction for
photon-jet and dijet simulations of p–Pb data (see Table 3.4). The dijet simulation shows
a prominent exponential tail at large ISO values, and the photon-jet simulation shows a
Gaussian-like shape with a tail. In both cases, the negative tail falls rather sharply as
expected due to the same reasons mentioned previously; region-to-region fluctuations in the
UE do not come from the hard processes.
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Figure 3.8: Isolation distribution of clusters that pass our selection in p–Pb photon-jet and
dijet simulations, and corresponding cumulative distribution. Two vertical lines at ISO =
1.5 GeV/c (green) and ISO = 5.0 GeV/c are shown in the right panel for reference.

Since the purity measurement uses a two variable template fit, we define a sideband, which
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is the region in the isolation distribution where we do not expect many signal photons. This
region is dominated by background photons, so it used to define the background template.
For the background template, we require ISO > 5 GeV/c; photons produced in the dijet
simulation dominate this region compared to photons produced in the gamma-jet simulation,
as seen in figure 3.8. The cumulative distributions (Figure 3.8, right panel) show that a ISO <
1.5 GeV/c selection keeps about 90% of the signal and rejects about 60% of the background.
The relatively loose photon isolation criteria reduces the dependence of the results on the
details of the simulation of the detector noise, tracking resolution, and the underlying event.

3.8 Purity Measurement

The main background present in our γiso selection is photons from neutral meson decay.
In high pT jets, these decays can become collinear and deposit their energy in a single
EMCal cluster. While the cluster and isolation cuts help reduce the bulk of neutral meson
background, multi-jet events that produce a π0 or η that carries most of the jet energy
can pass the selection. The π0 production cross-section is much larger than the prompt
photon cross-section, so even if such pions are relatively rare, they are not rare compared
to photons [77]. Consequently, we have contamination in our signal for the pT range of
interest. In this section, we show measurements of the purity of our γiso-candidate sample
(photons which pass all our cluster selection criteria), done with a template-fit method. The
purity measurement and procedure from [65] are summarized here and the reference should
be consulted for more details.

3.8.1 Template fit method

The purity of the isolated photon sample is determined with a two-component template
fit. The distribution of the measured shower shape variable for γiso-candidate sample is fit
to a linear combination of the signal distribution and the background distribution, often
denoted as signal template and background template. The shape of the signal distribution
is determined by a photon-jet simulation (see Table 3.4) and the shape of the background
distribution is determined from data by looking at the shower shape distribution in the an-
tiisolated sideband region. Then, a correction is computed from a dijet simulation which
should be simulating only background. The correction is applied as a weight on the back-
ground distribution. This will be explained in more details below.

The shape of the background distribution is estimated by using the sideband technique.
Described above, the sideband region selects of clusters from isolated decay photons with
clusters that are in the anti-isolated region but pass all other selection criteria. The signal
and sideband regions defined using the isolation variable are illustrated in Figure 3.9.

For simplicity, the same sideband regions are used for pp and p–Pb data. The lower
bound of the sideband region is defined as ISO = 5 GeV/c, while the upper bound is chosen
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Figure 3.9: Isolation variable distribution of clusters with pT between 12 and 16 GeV/c in
p–Pb data (left panel) and pp data (right panel). The green shaded are represents the signal
region (ISO < 1.5 GeV/c); the red represent the sideband (5 < ISO < 10 GeV/c) used to
estimate the background template.

such that the sideband is as narrow as possible while still containing a comparable number
of photons to those in the signal region.

Figure 3.10 summarizes the signal and background templates used in the template fit.
The background shape in the σ2

long variable shows a peak in the single-shower region and
a “bump”, both due to photons from π0 decays. We can see that collinear decay photons
still contaminate the single photon region even after the cluster cuts, hence the necessity of
purity determination and correction.

The background template is corrected for the correlation between shower shape and
isolation energy using weights obtained from a isolated and anti-isolated cluster ratio. These
weights are then applied to the anti-isolated clusters in data using equation 3.9. If the MC
correctly replicates the data, the Weights function properly corrects the anti-isolated decay
photon σ2

longdistribution to the isolated decay photon σ2
long distribution, which is our main

background.

Weights(σ2
long) =

IsoMC(σ
2
long)

Anti-isoMC(σ2
long)

Bkgcorrected(σ2
long) = Non-isodata(σ

2
long)×Weights(σ2

long) (3.9)

The purity calculated with the corrected background template is 8–13% lower than the
purity calculated with the uncorrected background template; an example of both cases is
shown in Figure 3.11. We can see that using the corrected background template greatly
improves the quality of the fit. The evaluation of the systematic uncertainty associated with
this correction is described in Section 3.8.2.
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Figure 3.10: Normalized signal (blue) and background (yellow) distributions used as in-
put for the template fit. These distributions correspond to clusters with pT in the 15–20
GeV/c range.

The distribution of isolated clusters is fit with a linear combination of the signal and
background templates, with the number of signal cluster as the only free parameter in the
fit because the overall normalization, N , is fixed to the total number of isolated clusters:

Nobserved = Nsig × S + (N −Nsig)×B, (3.10)

where S and B are the normalized signal template and background template.
Figures 3.12 show template fit results for p–Pb and pp data as well as a distribution of

the residuals for each fit. In all cases we see no systematic pattern in the residuals, and the
reduced χ2 ranges around 1. The purity measurements are presented in graphical form in
Figure 3.13.

Since the shape of the purity distribution is sharply rising in the first three bins, there
are bin edge effects. For example, two photon which have pT of 20 ± ϵ will have difference
of almost 20% in terms of their purity correction based one being in the 15-20 GeV/c bin
and the other in the 20-25 GeV/c bin. However, the purity correction of the two photons
should be similar since they are very close to each in pT. These are bin edge effects. To
obtain smooth values of purity as a function of pT, an error function is fitted to the purity
for each system. When applying a purity correction, each cluster pT is used as the input for
error function, and resulting value is used as a weight while filling the cluster spectra. The
error function fits to the purity are shown in figure 3.14 for both pp and p–Pb.
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Figure 3.11: An example of the template fit with and without the background template
correction in p–Pb for clusters with 12 < pT < 15 GeV/c. The goodness of fit is better after
the correction and the purity is significantly lower.
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Figure 3.12: Template fit results in pp and p–Pb data. The stacked histograms (yellow for
background, blue for signal) are the predicted counts given the best-fit value of the number
of signal photons, Nsig. The hatched gray area represents the interval considered for the
purity estimate. The bottom panels show the normalized residuals of the fit, considering the
statistical uncertainty on the isolated cluster data and the background template added in
quadrature.
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Figure 3.13: Purity of isolated-photon selection as a function of cluster pT. The error bar
represents statistical uncertainty only. The error band represents the systematic uncertainty
only.

Figure 3.14: Purity of isolated-photon selection as a function of cluster pT and the error
function fit to the purity for pp (left) and p–Pb (right),
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3.8.2 Systematic uncertainties of the purity measurement

There are two assumptions underlying the template fit procedure:

1. The signal template from simulations correctly represents the signal shape in real data

2. The shape of the corrected background estimated from the anti-isolated sideband re-
flects the shape of the background in the signal region

The dominant sources of systematic uncertainty on this measurement are as follows:
the signal template, the sideband region selection, and the background template correction.
The effects varying the cluster cuts on the purity are neglected as a source of systematic
uncertainty as they are small compared to the dominant sources mentioned previously.

3.8.2.1 Signal template

The systematic uncertainty on the purity due to the signal template is estimated by using
a data-driven template fit. The fit range is restricted to the background-dominated region
(0.4–1.5 for σ2

long), and only the background template is used to fit the isolated data. Since
the background template alone is used to fit the data, any changes in the purity will be
due to the lack of the signal template, giving an estimate of the magnitude of the signal
template’s impact on the photon purity. This leaves the normalization as the only free
parameter. The background normalization is fitted, and the difference between the integral
of the isolated data and the integral of the background in the signal region is taken to be
the signal. The results obtained with this method in pp and p–Pb (figure 3.15) have some
systematic patterns and are observed in the residuals, which are attributed to the lack of
MC-correction on the background template. As a conservative estimate, the full difference
between the nominal results is taken as a systematic uncertainty in the signal template.

The effect of the cross-talk emulation was studied by calculating the purity with and
without the cross-talk. The cross-talk emulation was Monte Carlo simulation correction
because cross-talk has been observed in the EMCal super modules, but was not initally
present in the simulations. The effect was compared to the purely data-driven template fit
as described previously, and the uncertainty due to the cross-talk has been absorbed into the
signal template uncertainty and propagated to the cross-section via the purity uncertainties.

We perform an additional check by smearing the signal template using a random number
from a Gaussian with a fixed width and multiplying each cluster’s σ2

long by the random
number. This was done for various widths up to 10% and uncertainty was found to be
smaller than the background-only fit. (See the appendix of [65] for more details).
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Figure 3.15: Template fit results of background-only template method for pp and p–Pb data.
The yellow histograms are the predicted counts given the best-fit value of the total number of
clusters in the background dominated region. The hatched gray area represents the interval
considered for the purity estimate. The bottom panels show the normalized residuals of the
fit, considering the statistical uncertainty on the isolated data and the background template
added in quadrature.
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3.8.2.2 Sideband variation in the background template

In order to estimate the effect of varying the sideband in the background template on the
purity, we use 2 GeV/c overlapping regions in the cluster isolation distribution to estimate
various background shower-shape distributions. All the distributions are fitted using the
template fit and χ2/dof and purity are calculated for each fit. The χ2/dof and purity are
then plotted as a function of the anti-isolation region as shown in Figure 3.16. We look
at the χ2/dof to determine the best anti-isolation regions which result in good fits; thus,
we select the 5-10 GeV/c region in our sideband definition for the purity calculation. The
systematic uncertainty due to choice of the sideband range is determined by using the max
variation of purities calculated in the 5-10 GeV/c region and dividing by

√
12, the 1 σ for

a uniform distribution. This is because for a uniform distribution the standard deviation
is (b − a)/

√
12 where b is minimum value and a is the maximum value in the distribution.

This results in an uncertainty on the purity of 0.7–5.8%, depending on the collision system
and cluster pT range. This is not a percent uncertainty, but the value actual value of the
uncertainty because the units of purity are percents.

3.8.2.3 Background template correction

The underlying assumption for the backgound template correction is that the correlation
between isolation and shower shape can corrected using the weights from the dijet simulation
as described in equation 3.9. In order to check the validity of the dijet simulation, we use
a double ratio technique based on ABCD method [71]. The double ratio, as described
in equation 3.11 is ratio of the isolation to anti-isolation ratio in data compared to the
simulation. Since there are prompt photons in the single photon region of the shower shape
distribution ( 0.0 < σ2

long < 0.3), the double ratio should deviate from unity. However, in
the merged photon region, where the background dominates, the double ratio should be flat.
We fit the double ratio in the merged photon region using a linear function fit.

Double ratio =
Isodata/Anti-isodata
IsoMC/Anti-isoMC

(3.11)

Fits to the double ratio are shown in Figures 3.17 and 3.18, for pp and p–Pb data
respectively. In order to remove co-variance effects between the slope and intercept, the fits
had to intercept the weighted average of the double ratio value within the fit range at the
center of the fit range, making it a single-parameter linear fit with only the slope as a free
parameter. This allowed us to propagate the fit uncertainty on the slope to an uncertainty
on the purity.

These linear fits to the double ratio were done in two fit ranges: 0.5–1.5 and 0.5–1.75 for
σ2
long. In all cases, we found that the slopes were consistent with 0 within the fit uncertainties

and thus concluded that that the dijet MC was consistent with the data. Additionally, the
double ratio fits with the different fit ranges gave purities consistent with each other. In
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Figure 3.16: Template fit results (purity and χ2/dof) as a function of anti-isolation region
for clusters with 15 < pT < 20 GeV/c in pp (top) and p–Pb (bottom). The green band
shows the selected sideband region. The blue and red bands show the full extent of the
purity within the selected sideband region.
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Figure 3.17: Linear fits for the double ratio (as described in Equation 3.11) for the σ2
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variable in pp data. Included are the value and uncertainty of the fitted slope (in red).
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order to minimize the amount of extrapolation, we fit the largest reasonable ranges for each
of the variables (0.5 < σ2

long < 1.75).
The uncertainty on that double ratio fit was propagated to the purity uncertainty by

changing the weights (3.9) applied to the background template relative to the error in the
slope of the double ratio fit. The purity uncertainty due to the systematic uncertainty on
the background correction was taken as the half the difference between the purity resulting
from propagating the error on the double ratio fit by +σ and −σ. The resulting systematic
uncertainty values are 1.2−3.4% (absolute) depending on cluster pT and collision system.

3.8.3 Summary of systematic uncertainties of purity
measurement

Tables 3.7 and 3.8 give the full estimates of the systematic uncertainties in both collision
systems. Different source of systematic uncertainty dominates across pT ranges or collision
systems.

Table 3.7: Summary of the systematic uncertainties on the purity as measured with σ2
long

in p–Pb collisions. All values are in absolute percentage. “Stat.” refers to the statistical
uncertainty; “Signal” refers to the signal template uncertainty; “Anti-iso” refers to the uncer-
tainty due to the sideband selection; “Bkg” refers to the uncertainty due to the background
template correction; “Total” is the sum of the previous three columns in quadrature.

pT(GeV/c) Purity (%) Stat. (%) Signal (%) Anti-iso (%) Bkg (%) Total syst (%)
12.0-15.0 20.7 1.1 1.1 0.8 1.5 2.0
15.0-20.0 34.2 1.2 2.0 1.6 1.2 2.8
20.0-25.0 47.6 1.7 1.9 1.1 1.7 2.7
25.0-40.0 54.6 1.8 2.3 2.4 2.1 3.9

Table 3.8: Summary of the systematic uncertainties on the purity as measured with σ2
long in

pp collisions. All values are in absolute percentage. “Stat.” refers to the statistical uncer-
tainty; “Signal” refers to the signal template uncertainty; “Anti-iso” refers to the uncertainty
due to the sideband selection; “Bkg” refers to the uncertainty due to the background tem-
plate correction; “Total” is the sum of the previous three columns in quadrature.

pT(GeV/c) Purity (%) Stat. (%) Signal (%) Anti-iso (%) Bkg (%) Total syst (%)
12.0-15.0 20.6 1.7 2.0 1.2 2.5 3.4
15.0-20.0 32.3 2.0 2.5 1.5 2.1 3.6
20.0-25.0 45.6 3.0 0.8 3.0 2.6 4.0
25.0-40.0 49.3 3.3 5.9 4.0 3.2 7.8
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3.9 Efficiency

The isolated photon efficiency. for isolated photons which pass all the selection criteria
defined in the 3.5, is defined as the ratio of the number of reconstructed primary particles
Nprim,rec, to the number of generated primary particles, Nprim,gen. The truth-to-reconstructed
matching is done following the standard ALICE method where generated particles are as-
signed a label during generation and if the generated particles were successfully reconstructed
in the detector, they label is match to them accordingly. Additionally, both the particle and
its parent are required to be isolated photons, in order to avoid decay photons in the efficiency
calculation.

The isolated reconstructed photons are selected in the same way as the photons in data
(section 3.7. For generated photons, the isolation variable is the same as reconstructed pho-
tons, but the underlying event density is calculated using the perpendicular cones method.
Cones are created in η, φ-space perpendicular to the photon (η, φ) coordinates. The under-
lying event estimation

∑
UE pT to the isolation cone area Acone as follows:(∑

UE

pT

)
=

1

AUE

∑
UE

pT × Acone (3.12)

where, underlying event density (ρgen) is given by 1
AUE

∑
UE pT. This underlying event density

is used for ρ in equation 3.8.
The total isolated photon efficiency is defined as:

ϵγ
iso

=
dN rec

γiso

dprecT

/
dNgen

γiso

dpgenT

(3.13)

The numerator and denominator of Equation 3.13 are restricted for photons within the
EMCal acceptance. Therefore, the correction factor accounts for both detector inefficiencies,
and dead channels. Specifically, in order to determine whether a photon is a generated photon
and not a reconstructed fake, we require that the at both detector and generator level, the
particle has to be a photon and it’s parent has to be a photon. Additionally, the particle
need have a positive ”mc truth status”, meaning that it was generated particle, and not a an
accidental reconstruction.The efficiency and bin migration effects are calculated using these
simulations: 17g6a1 for p–Pb and 18b10a for pp, which are both the γ-jet simulations.

The efficiency can be also be written as a product of the shower shape efficiency, the
reconstruction efficiency, and the isolation efficiency. The shower shape and isolation effi-
ciencies measure the percent of true isolated photons which we lose to the shower shape and
isolation cuts, while the reconstruction efficiency is a measure of our detector’s ability to
identify true isolated photons and includes all the remaining cuts.

Figure 3.21 shows the over efficiency which is the product of the reconstruction, isolation
and shower shape efficiencies for both pp and p–Pb. At this point, the efficiency is only a
function of pgenT , but we need it to be a function of precT in order to connect the efficiency
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Figure 3.19: The isolated photon efficiency, along with the isolation, reconstruction and
shower shape efficiencies for pp (top) and p–Pb(bottom).
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Figure 3.20: The photon pT response matrix and the isolated photon bin migration pp (top)
and p–Pb(bottom).

with pT seen by the detector. Thus, this is corrected by calculating bin migration effects.
The bin migration is calculated by making a response matrix with pgenT and precT , projecting
the two pTtypes on the respective axis, and taking a ratio as seen in figure 3.20.

Finally, we take the product of the bin migration with the efficiency in order to obtain
the final correction factors for the cluster spectra. The values in figure 3.21 will be applied
bin by bin in order to correct the raw data spectra.
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Figure 3.21: A comparison of the isolated photon efficiency between pp and p–Pb

3.10 Luminosity

As mentioned in section 3.1 the luminosity is calculated using the trigger rejection factors
method [71]. The trigger rejection factor is defined as follows:

REGi
trig =

1

NEGi
ev

dNEGi
clus

dpT

/
1

NMB
ev

dNMB
clus

dpT
(3.14)

where EGi can be either EG1, EG2, or EG2calo (sec 2.2.5 and 2.2.1). The trigger rejection
factor counts the fraction of minimum bias events which also satisfy the EMCal trigger. Using
the trigger rejection, and the number of events selected using that trigger and minimum bias
cross section we can calculate the luminosity as given in equation 3.15

Lint =
NEGi

ev ×REGi
trig

σMB

(3.15)

Figure 3.22 shows the cluster spectra used in the numerator and denominator of equa-
tion 3.14. The peaks at 7 and 11 GeV in p–Pb and the peak at 5 GeV in pp are due to the
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Figure 3.22: The EMCal triggered and minimum bias cluster spectra for pp (top) and p–
Pb(bottom).
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Figure 3.23: The turn on curves and trigger rejection factor fits for pp (top) and p–
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EMCal L1 trigger thresholds. The trigger thresholds for p–Pb are 7 and 11 GeV, while the
trigger thresold for pp is 5 GeV.

In both pp and p–Pb, the statistical errors on the minimum bias triggered cluster spectra
are significantly larger than the those on the EG triggered spectra. Additionally, we barely
have sufficient statistics to reach 40 GeV using the minimum bias trigger. The trigger turn
on curves are constructed from the ratio of EG triggered to minimum bias spectra, and
shown in figure 3.23. Fits to the ratios well above the trigger thresholds are made in both
pp and p–Pb to extract the trigger rejection factors; fit results are shown in the figure. In
both systems, the fit uncertainties are dominated by the minimum bias spectra statistics.
The trigger rejection factor from these fits, along with the number of events (from table 3.5),
and the minimum bias cross section obtained from [66] for pp and [67] for p–Pb are used to
calculate the luminosity.

Table 3.9: The integrated luminosity measured for each trigger.

Trigger Rejection Factor Nev σMB(b) Luminosity (nb−1)
p–Pb EG1 6917±245 1,946,913 2.11±0.055 6.3±0.3
p–Pb EG2 1739±56 921633 2.11±0.055 0.76 ± 0.03
pp EG2calo 1278±28 9,197,400 5.09·10−2±4.00·10−5 224±5

The trigger rejection factor can also be calculated using the scalar method which counts
the number of times a particular L1 trigger fired and compares the count to the number
of times the minimum bias trigger fired for the same trigger cluster. In order to determine
which method performed better, we scaled down the triggered cluster spectra using the
trigger rejection factor and take a ratio with the minimum bias cluster spectra. Figure 3.24
shows both the scaled triggered cluster spectra and the ratio with the minimum bias cluster
spectra. The ratio using the trigger rejection factor from the scalar method is closer to
unity indicating that the trigger rejection factor from the scalar method gives us a better
comparison with the minimum bias spectra. A summary of the trigger rejection factors and
luminosity are listed in table 3.9.
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3.11 Data driven trigger acceptance correction

The basic unit of triggering in the ALICE EMCal is known as FastORs which is comprised
of 2 x 2 cells. A fraction of the FastORs had to be removed from the trigger electronics
because the FastORs where either dead or contributed a large amount of electronic noise.
Due to this, the trigger efficiency was lowered in ome regions of the detector. Additionally,
the effect was the dead and noisy FastORs was present in data, but had not been simulated
in the Monte Carlo simulations used for this analysis. Due to the masked dead and noisy
FastORs, there was an acceptance mismatch between data and reconstructed level output
from the simulations. The cluster η and φ did not have similar trigger acceptances in
data and simulation. Consequently, a correction was neccessary for this trigger acceptance
discrepancy. We developed a data driven correction for this purpose.

3.11.1 Correction procedure

As this is an acceptance issue, we compared cluster η and cluster φ distributions between
data and simulation. We took a data/MC ratio which showed local maxima in regions which
do not have FastOR holes in data. The local maxima are used to set a reference level to
which other angles should be compared, A relative correction is them applied to data in the
other regions to correct for the acceptance loss due to the FastOR holes. The process of
obtaining the correction factors and applying them to cluster spectra was as follows:

1. Create histograms for cluster η distributions for data and MC

2. Take ratio of between the data and MC distributions (data/MC), and identify the local
maxima

3. Use the local maxima to determine what the average value of the data/MC ratio
between the maxima should be

4. Calculate the η correction factors for each bin by taking a ratio of the bin content with
the average (averagevaluefortheratio

ratioineachbin
)

5. Apply η correction as a weight when filling the cluster pTspectra using the cluster η to
select the appropriate correction value

For the η distributions, the clusters were required to pass all the cluster cuts mentioned in
section 3.5.3. In cluster η distributions were normalized by the number of events. The event
has to pass all the event cuts mentioned in section 3.4, and there was an added requirement
that the event must have at least one cluster with pT ≥ 12 GeV/c. The MC distributions are
obtained by combing the output from all the different phardT -bins. Higher phardT -bins have more
cluster with pT ≥ 12 GeV/c, so the MC event count as well as the cluster η distributions
were both weighted by using wphardT

. The pp and p–Pb cluster η distributions for both data
and MC are shown in figure 3.25.



CHAPTER 3. ANALYSIS 97

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
η

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7η
 d

N
/d

ev
e

1/
N

p-Pb data

p-Pb simulation

p-Pb

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
η

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

ra
tio

 (
da

ta
/M

C
)

p-Pb

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
η

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7η
 d

N
/d

ev
e

1/
N

pp data

pp simulation

pp

0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8
η

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

ra
tio

 (
da

ta
/M

C
)

pp

Figure 3.25: Cluster η distributions for data and MC along with the data/MC ratio for
p–Pb(top) and pp(bottom).
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Since the FastOR masking is period (as defined in sec 3.2) dependent, we studied the
cluster η data/MC ratios for each period of the p–Pb dataset and for each run in the pp
data set, since it consists of only period. We calculated data/MC ratios for each subsets and
compared them with the data/MC for the full dataset. The ratios and comparisons are shown
in figure 3.26. The shape of the ratio of individual p–Pb periods is comparable to each other
and the collective p–Pb dataset. For pp, the shape of the ratio for most runs is in agreement
with the full pp dataset; however, runs 282440 and 282365 seems to be outliers. Thus, runs
282440 and 282365 were removed from the analysis. The new set of pp runs, excluding runs
282440 and 282354, is labeled as ”good pp”. A qualitative calculation was also performed
to determine how much the individual runs and periods deviated from the complete dataset
by calculating the residuals for the run by run and period by period comparisons. The
residuals are shown in figure 3.27. The residuals for pp show that runs 282440 and 282365
both deviate from the rest of the dataset as seen in regions with 0.3 < η < 0.7.

In order to calculate the average, we selected the bins which are statistically significantly
above the rest. However to avoid edge effects, the edge bins were not included. We corrected
to the maximum because the purpose of this correction is to raise the data, which is affected
by the FastOR holes, by using the simulations, which does not have holes in it. For p–Pb,
the bins for the range 0.2 < η < 0.6 are used to calculate the average which is 0.094. For pp,
the bins at 0.5 < |η| < 0.6 are used to an average of 0.113. The ratios and the averages for
pp and p–Pb are shown in figure 3.28. Finally, to calculate the correction factors, each bin
is compared to the average, and we took a correction factor determined to raise each bin’s
value to the average. The ratio, average/bin content, is used as the correction factor for the
specific η bin. The correction factor are selected based on the cluster η, and applied as a
weight to the cluster pT when filling the cluster pT histogram.

3.11.2 Systematic uncertainty for the trigger acceptance
correction

The systematic uncertainty for the trigger acceptance correction is calculated by measuring
the isolated photon cross sections with four other methods. The first two follow a similar
approach to the η correction, where we use φ and 2D-ηφ correction instead. The second
approach uses cluster and event masking where either the cluster or the event are thrown
out of the sample in both data and MC using the FastOR masking map.

3.11.2.1 Comparison with φ and 2D-ηφ

The trigger acceptance correction was initially applied as η-correction because the FastOR
issue was originally discovered and considered to be an EMCal supermodule by supermodule
η problem. However, we were not limited to just using the η direction when applying the
trigger acceptance correction. Since the FastOR holes affect the acceptance in both η and φ,
we can use a φ-correction or a 2D-ηφ-correction as well. The procedure for the φ and 2D-ηφ
is the same as used for the η-correction, described in 3.11.1, but instead of cluster η, we used
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Figure 3.26: Cluster η data/MC ratios broken down by period for p–Pb(top) and by run for
pp(bottom). The ”Good pp” list does not include runs 282440 and 282365.
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Figure 3.28: The data/MC ratio along with the average of the local maxima (dotted line)
for pp and p–Pb.

the cluster φ or a 2D cluster η and cluster φ distributions. The ratios and averages for the
φ-correction and the 2D-ηφ are in shown in figures 3.29 and 3.30, respectively. The binning
is different between the p–Pb and pp because the orientation of the trigger region units is
different between the p–Pb and pp data taking periods as explained previously in trigger
part of section 2.2.5. We can see that local maxima in the 1D cluster η and φ ratio plots
agrees with the maxima in the 2D-ηφ plot. For both the φ-correction and 2D-ηφ-correction,
the maxima are chosen such that the counts in those bins are statically greater than the
other bins. All the bins are then compared to the average to obtain the bin by bin correction
factors. The isolated photon cross section is then calculated using either the φ-correction
or the 2D-ηφ-correction. In order to compare with the effect of the φ and 2D-ηφ-correction
with the η-correction, a ratio is taken of the cross sections with the different corrections.
The ratio of φ and 2D-ηφ-correction to the η-correction is fitted with a constant fit. The
constant fit values were 1.04 and 1.13 for φ and 2D-ηφ-corrections respectively, and the two
corrections were consistent with the η-correction within statistical uncertainties.

3.11.2.2 FastOR masking

Further checks were performed using the masked FastOR map show in figure 3.31.Version
5 was used for the comparisons shown in this section. There were two approached used
when applying the fastOR masking to the cross section calculation. In the first approach, all
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Figure 3.29: The data/MC ratio along with the average of the local maxima (dotted line)
for pp and p–Pb.

Figure 3.30: The data/MC ratio for the 2D-ηφ distribution along with bins used to calculate
the average(dotted oval) for pp and p–Pb.
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Figure 3.31: The map of the masked FastORs for the 17q 5.02 TeV pp period.

clusters were thrown out if a cluster was within the acceptance of the masked fastOR region.
In the second approach, all events which has a photon in the acceptance of the masked
fastOR region are rejected. These rejections are applied in both data for the photon yield
and trigger rejection factor calculation, and in MC at reconstructed level for the efficiency
calculation. When using the fastOR masking, we do not apply the η-correction to the data.

The resulting cross section are compare with the η-corrected cross section as in figure 3.32.
The ratio is taken with respect to the η correction and fitted with a constant fit. As seen
in the ratio plot in the bottom of figure 3.32, the ratios seem to flat and the points are
consistent between different pT bins agree with each other within statistical uncertainty.

3.11.2.3 Uniform distribution systematic uncertainty

Due to the lack of pT dependence in the ratio, the distributions are assumed to be uniform.
The upper bound is assigned to the 2D-ηφ-correction (cyan) which has constant fit of 1.13
on the ratio, while the lower bound is assigned to the FastOR event mask (green) which
has constant fit of 0.85 to the ratio. The systematic uncertainty is taken as the difference
of the upper and lower bound fits divided by square root of 12, as this is the full extent of
the possible variations. The resulting systematic uncertainty due to the η-correction in pp is
0.08. Since the mean of the four constant fits was 0.97, the relative systematic uncertainty
for pp is 0.083.

To calculate the systematic uncertainty in p–Pb, we measured the isolated photon cross
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Figure 3.32: Comparison of the isolation photon cross section calculated five different ways:
η, φ, and2Dηφ-corrections and fastOR masking cluster and event rejection (top). The ratio
of the different ways compared with the η-correction method (bottom).Error bars only reflect
the statistical uncertainty.
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Figure 3.33: Relative change in the cross section as a result of turning the η-correction on
and off in p–Pb(left) and pp(right).

section with and without η-correction enabled for both pp and p–Pb. Half the difference
between the with and without η-corrected cross section was taken as a measure of the mag-
nitude of the systematic uncertainty of the η-correction on the pp and p–Pb cross sections.
The relative uncertainty on the cross sections with and without the η correction is shown in
figure 3.33. The η-correction has larger effect on the pp compared to p–Pb, which is consis-
tent with 3.28 where we saw that due to the depth of the holes in pp the correction will be
larger in pp compare to p–Pb. Performing a constant to the ratio the pp and p–Pb distri-
butions in figure 3.33 lets us know the magnitude of difference between pp and p–Pb due to
the η-correction. The value of the fit, 3 in this case, is used to propagate the uniform distri-
bution relative systematic uncertainty calculated for pp previously. Thus, the 8.3% relative
uncertainty for pp would result in a 2.7% relative uncertainty for p–Pb. To summarize, the
relative systematic uncertainty due to the data and Monte Carlo driven trigger acceptance
correction on pp and p–Pb is 8.3% and 2.7% respectively.

3.12 Systematic uncertainties

The sources of systematic uncertainties of our γiso cross section measurement are the follow-
ing:

• Purity
The uncertainty of the purity measurement is described in section 3.8.2. The resulting
uncertainty is ±18% for pp data and ±12% for p–Pb data, relative. As described in
Section 3.8.2, a large fraction of the purity total uncertainty is either statistical un-
certainty or systematic uncertainties that arise due to limited data sample. Therefore,
the purity uncertainty in pp and p–Pb data are largely uncorrelated. As a conservative
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Figure 3.34: The purity fit functions for the purity central values as well as fits to adjusting
the central values up or down one standard deviation systematic. The pp fits are shown on
the top, while the p–Pb fits are shown on the bottom.

approach, we take them to be totally uncorrelated. The systematic uncertainty in the
purity is propagated to the cross section by varying the central values by ±σ as seen
in figure 3.34. The new shifted purity values are used to fit an error function, and the
error function fit for ±σ purity is used to recompute the cross section. Finally, half
the difference between the ±σ cross section is taken as the systematic uncertainty.

The three sources of systematic uncertainty on the purity were initially considered to
be independent, but they are in fact correlated. Both the signal template and the
background template use the anti-isolation cut in order to calculate the systematic
uncertainty, as described in section 3.8.2. In order to extract the correlation between
the anti-isolation and the signal and background template fits, we looked at changes
in the cross section if the purity was changed by one standard deviation for each
component individually, instead of by the total. Then, the same procedure of fitting
and calculating the cross sections described in the previous paragraph was used to see
how the uncertainty from each component propagates to the cross section. The effect
of each component of the purity systematic is seen in figure 3.35.

For pp, at ET < 20GeV , there is a correlation between the background template
and the anti-isolation selection while the signal template is anti-correlated with the
anti-isolation selection. For ET > 20GeV , the background template uncertainty is
independent of ET since a fit in that range has a slope consistent with zero within
errors, while the signal template appears to be correlated with anti-isolation cut. For
p–Pb, all three components seem to be correlated at ET < 20GeV , but a correlation
is hard to identify at ET > 20GeV . Since both the signal template uncertainty and
the background template uncertainty depend on the anti-isolation selection, the effect
of changing the anti-isolation cut on the signal and background template uncertainties
was studied, and is shown in figure 3.36. In figure 3.36a, the points in the range 20-25
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Figure 3.35: The systematic uncertainty due to each individual component of the purity
systematic uncertainty propagated to the cross section for both pp(left) and p–Pb(right).
The y-axis is the relative systematic uncertainty using half the difference in the cross section
of changing the purity by ±1σ.

GeV and 25-40 GeV have a slopes close to zero within 1.5σ. If the relative background
template certainty were independent and uncorrelated with the anti-isolation selection,
then all the fits would have a slope close to zero. Thus, the slopes close to zero can be
used a reference to estimate the effect of the correlated error on the template uncer-
tainty for photon pT bins where the slope of the fit deviates from zero. Unfortunately,
such a reference is only present in figure 3.36a, but is not present in the other three
figures in figure 3.36.

Applying the new, reduced relative background template systematic uncertainty, the
systematic uncertainty due to the background template decreased from 0.12 to 0.07
(figure 3.37).

The total purity uncertainty ranged from 26-17% in pp and 12-8% in p–Pb, but af-
ter removing the correlation between the background template and the anti-isolation
selection, the purity uncertainty for pp now ranges from 16-11%.

• Trigger acceptance (η) correction:
The uncertainty due to the trigger acceptance correction is described in Section 3.11.2.
The resulting uncertainty on this a relative 8.3% for pp data and 2.7% for p–Pb data.
As seen in Section 3.11.2, this systematic uncertainty is independent of cluster pT;
thus, it is and uncorrelated point-to-point systematic uncertainty. For final results,
this uncertainty will be shown as small box near one the axes.

• Underlying Event and isolation:
The underlying event measurement is used to determine the isolation variable. The
impact of the underlying event on the cross section was assessed by varying ρ by a
standard deviation, as given in table 3.6. Changing the underlying event changes
the isolation variable based on equation 3.8, and changes on the cross section. The
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(a) pp: relative background template uncer-
tainty vs anti-isolation

(b) pp: relative signal template uncertainty vs
anti-isolation

(c) p–Pb: relative background template uncer-
tainty vs anti-isolation

(d) p–Pb: relative signal template uncertainty
vs anti-isolation

Figure 3.36: Changes to the relative signal and background template uncertainties as a
function for the anti-isolation cut

isolation variable was changes to 1.0 GeV/c as the lower bound and 2.0 GeV/c as the
upper bound. The lower and upper bounds were chosen such that they incorporate
one standard deviation variation in the underlying event estimate. The systematic
uncertainty on the cross section due to the isolation is < 2% for pp and < 4% for
p–Pb.

• Luminosity:
The integrated luminosity is measured using the trigger rejection factor, which are
calculated by fitting a constant to the turn on curves. There is some variation in the
trigger rejection factor due to the limited fit range as we run out of minimum bias
photons at high pT, and the variation in the starting point of the fit. This uncertainty
is calculated by varying the fit ranges and observing the change in the cross section
measurement due to the change in trigger rejection factor.

• Shower shape:
The shower shape cut upper bound was varied from 0.3 to 0.26, 0.28, 0.33, and 0.35
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(a) Same pp plot as figure 3.35, copied here for
easy of comparison. (b)

Figure 3.37: Looking at the effect of the purity systematic uncertainty components on
the pp cross section with the background template and anti-isolation selection correlation
present(left) and removed(right).

and cross section was calculated with the different upper bounds. The upper bound
changes were implemented in purity, cluster spectra, and efficiency in order to calculate
the cross section. Then, the mean and standard deviation were computed using the
five cross-section measurements, and the standard deviation was used as the systematic
uncertainty

• Photon energy scale, resolution and material budget:
The uncertainties due to photon energy scale, resolution, and material budget have
been estimated for the isolated photon cross-section measurement with 7 TeV pp and
5 TeV p–Pb data and are less than 3% in the pT range covered in this analysis [71, 74].

Table 3.10 presents as summary of all uncertainty estimates for our γisocross-section
measurement, while figure 3.38 provides the summary of uncertainties as a function of ET
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Table 3.10: Summary of uncertainties in isolated photon cross section measurement in pp
and p–Pb.

pp p–Pb
Statistical Uncertainty 6-15% 0.6-4.6%
Photon Purity 16-11% 12-8%
Trigger acceptance (η) correction 8.3% 2.7%
Underlying Event ~2% ~4%
Luminosity 2.2% 6.4%
Shower shape cut 1-4% 1.4%
Photon Energy Scale 3.4% 3.4%
Photon Energy Resolution 3% 3%
Material budget 2.1% 2.1%

Figure 3.38: A look at the percent contribution of the major sources of systematic uncertainty
on cross section as a function of ET for pp and p–Pb.
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Chapter 4

Results and Discussion

4.1 Isolated Photon Cross Section

The photon efficiency is applied as a bin-by-bin correction as described in section 3.9 to
a purity weighted photon yield. The integrated luminosity is applied as scalar quantity
identically to all bins in order to obtain the cross sections in figure 4.1.

The EG1 and EG2 cross sections were consolidated using the statistical errors and per-
forming an inverse variance weighed mean calculated for the p–Pb cross section. The sta-
tistical uncertainties were summed in quadrature for the EG1 and EG2 cross section. The
shape of the pp and p–Pb isolated photon cross section is comparable.
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Figure 4.1: Isolated photon cross section for pp (left) and p–Pb(right).The boxes represent
the systematic uncertainty while the error bars represent the statistical uncertainty. All
points have a statistical uncertainty, but it might be hard to see to the log scale.
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Figure 4.2: Isolated photon cross section for pp (left) and p–Pb(right) compared with NLO
JETPHOX and calculations provided by Werner Vogelsang. The boxes represent the sys-
tematic uncertainty while the error bars represent the statistical uncertainty. All points have
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4.2 Theory comparison

We compare the cross sections for pp and p–Pb to NLO JETPHOX [78] calculations. JET-
PHOX is a FORTRAN based computer package for NLO photon calculations. It is a general
purpose Monte Carlo based cross section integrator, which calculates both single photon
inclusive and photon-jet inclusive cross sections and related correlations [79, 78]. Experi-
mental cuts such as kinematics and isolation can be implemented at the parton level. It is
the only avaiable software package which can compute direct and fragmentation photons at
NLO using a Monte Carlo approach. Additionally, JETPHOX also allows the user to select
various PDFs and nPDFS.

We also compare the isolated photon cross sections with theory calculations from Werner
Vogelsang as seen in figure 4.2. The NLO JETPHOX predictions use NNPDF4.0 [80] and
nNNPDF3.0 [81] as the PDF and nPDF respectively along with BFG II fragmentation
function1. Vogelsand’s calculations use CT18 PDF and nCTEQ15 nPDF along with GRV
fragmentation function. Both calculations agree with the data within the systematic uncer-
tainties of the measurement.

1Fragmentation functions describe how color carrying partons transform into color neutral particles such
as hadrons or photons. The probability of quarks and gluons fragmenting into photons cannot be computed
using pQCD. The phenomenon is described using photon fragmentation functions Dγ/q,g(z,Q

2), where z is
the fraction of the parton momentum carried off by the fragmenting photon. The fragmentation functions
are modelled at scale Q2

0, and then evolved to higher scales of Q where experimental results can be used to
constrain the theory, similar to the PDFs and nPDFs as mentioned in section 1.4.2.
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Figure 4.3: Isolated photon cross section data/JETPHOX ratio for pp (left) and p–Pb(right)
compared with NLO JETPHOX and calculations provided by Werner Vogelsang.The boxes
represent the systematic uncertainty while the error bars represent the statistical uncertainty.
The green band is the scale uncertainty on JETPHOX

Additionally, we took a ratio with JETPHOX as seen in figure 4.3. JETPHOX seems to
overestimate the photon production at low pT since central values are systematically below
unity. The overestimation of the photon production at low pT is also seen in the NLO
calculations by Volgensang using CT18 PDF and nCTEQ15 nPDF. In figure 4.2, the blue
lines from Vogelsang’s NLO are above central values of the cross section and for the first
two bins, they are above the systematic uncertainty boxes as well. The data seems to agree
with JETPHOX within systematic uncertainties, except for the first two bins. The gluon
nuclear modification for nNNPDF3.0 and nCTEQ15 agree within PDF uncertainties as seen
in figure 4.4 in the x region of this measurement (≈ x between 0.005-0.02). Within the
current uncertainties on the isolated photon cross sections, we cannot resolve the differences
between the nPDFs.

4.3 The isolated photon nuclear modification factor

(RpPb)

Now that we have the cross sections, the final step is to compare the pp and p–Pb cross
sections to obtain the nuclear modification factor, RpPb. The RpPb serves as a important
baseline for understanding the effects of due to QGP using RPbPb, as well as providing a
sensitive measure of cold nuclear matter effects. The RpPb is shown in figure 4.5.

A constant fit to the red points in figure 4.5 yields 0.89±0.03. This is due to the fact
the fit is dominated by the low pT region with higher statistics. If we perform a fit in the
plateau region (pT > 20 GeV/c), then the fit result is 1.02±0.03, which is consistent with
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Figure 4.4: Comparisons of the nuclear modification factor between different nPDFs at
Q = 10GeV : nNNPDF3.0, nCTEQ15, and EPPS16 in (x,Q2) space

unity. The RpPb is in agreement with unity within one standard deviation for all the points
except first one. Since we see no significant deviation from unity, we can conclude that there
is no modification of prompt photon production in p–Pb collisions, within the statistical and
systematic uncertainties shown.

The model in green [78] used JETPHOX isolated photon cross section shown in figure 4.3
to calculate an RpPb. The JETPOX calculation used nNNPDF3.0 [81] which parameterized
its fit function using new LHC data about inclusive electroweak boson, prompt photon, dijet,
and prompt D0-meson production.

The model in the azure [26] uses EPS09 as the nPDF. EPS09 uses a centrality dependent
nuclear modification factor. The nuclear overlap function is calculated using a Wood-Saxon
distribution. There is an assumption that the proton is point-like in a p–Pbcollision, so
the overlap function for pPb is the assumed to be the same as Pb only. The partonic cross
section has both direct photon production along with fragmentation functions. EPS09 was
the prequel to EPPS16. Thus, EPPS16 and EPS09 are similar nPDFs, but EPPS16 neutrino-
nucleus DIS and LHC 2013 dijet data, which were not present for EPS09. However, the PDF
uncertainty for EPS09 is smaller. The proton PDF was CTEQ6.6M [82] along with BBG for
the fragmentation function. While the EPS09 model did break down the RpPb calculation
in different centrality bins, for this comparison, we only use the minimum bias calculations.
There is some tension between the JETPHOX calculations and EPS09 at low pT. If we
only consider the central values and statistical uncertainty, then the data seems to favor the
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JETPHOX calculations at low pT compared to EPS09. However due the large systematic
uncertainty, we can only say that the measurement is consistent with the calculations within
systematic uncertainties.

The model shown in magenta color [83] in figure 4.5 uses EPPS16 as the nPDF and is
calculated with the following parameters: (i) |η| < 0.67, and (ii) Ehad < 1.5 in an isolation
cone of 0.4, allowing as to make a direct comparison with the model. This model uses
perturbative QCD (pQCD) parton model to compute the cross section for pp using CT14
for the PDFs. For the p–Pb case, cold nuclear matter effects are added by including a nuclear
thickness function for a given impact parameter determined by the Wood-Saxon distribution.
The nuclear modification factor used for Pb is parameterized from EPPS16 [29]. Within
uncertainty, there is agreement with the model.

In conclusion, for the cross section comparisons to theory, we cannot resolve the differ-
ences between EPS09, EPPS16, and nNNPDF3.0 due to the uncertainties on the RpPbsince
the nPDFs are very similar to each other (4.4) in kinematic range of this measurement.
There is also agreement with unity within systematic uncertainties indicating that we do not
see any modifications in the photon production due to cold nuclear matter effects.
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Chapter 5

Conclusions

We have reported a measurement of isolated photon cross section in
√
sNN = 5.02 TeV pp

and p–Pb in ALICE. This is the first measurement of isolated photon cross section in pp
and the nuclear modification factor, RpPb, at 5.02 TeV.

The new pp reference measurement allowed for a direct comparison with the p–Pb mea-
surement without the need for any extrapolation of a reference result from other center of
mass results or theory. The comparison to EPPS16, EPS09, and JETPHOX shows agree-
ment with the measurement within statistical and systematic uncertainties showing that cold
nuclear matter effects can appropriately describe photo-production between pp and p–Pb.
If we only consider the central values and the statistical uncertainties, the data is best com-
parable to the NLO pQCD parton model. In the first bin, both the EPS09 and JETPHOX
are not consistent with data. The JETPHOX is 2σ statistical away from data, and EPS09 is
3σ statistical away from data. The distance in standard deviations corresponds to p-values
of 0.0455 and 0.0027 for JETPHOX and EP09, respectively. The JETPHOX calculation
is also systematically below unity for all bins indicating that perhaps photon production is
suppressed in nNNPDF3.0 compared to EPS09 and EPPS16, both of which are consistent
with unity. However, within systematics uncertainty, we are unable to differentiate between
the different PDFs and nPDFs.

The pp and p–Pb measurements will serve as a reference to the photon cross section
measured in 5.02 TeV Pb–Pb collisions by ALICE. If there is any modification in the photon
cross section measured in Pb–Pb, then any modifications larger than the 15-20% uncertainty
cannot be attributed to cold nuclear matter effects. As mentioned in 1.5, besides the prompt
photons from the hard scattering, there will also be the semi-hard pre-equilibrium and ther-
mal photons emitted from the QGP. These pre-equilibrium and thermal photons could lead
to larger photon cross section in same kinematic range used in this thesis in Pb–Pb compared
to p–Pb.

Additionally, since photons do not interact strongly, they serve as control. Unlike
hadrons, photons are not expected to be modified due to strong interactions. Thus, any
modification in hadron production not seen in the photon production will serve to isolate
the effect of strong interactions and QGP on the hadrons. There has even been evidence of
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ψ(2s) and J/ψ suppression in p–Pb[84, 85]. Hadron suppression is one of the signatures of
QGP, so this photon measurement will also serve as a control for hadron suppression mea-
surements in small systems. Any modifications hadron RpPb outside the uncertainty range of
15-20% on the photon RpPb could be attributed to strong interactions. Besides equation 3.2,
the RpPb can also be defined as

RpPb ≡ 1

Ncoll

(d2NpPb/dpTdη)

(d2Npp/dpTdη)
(5.1)

where Ncoll is number of the binary collisions obtained from the Glauber model (previously
defined in section 1.3.1.1), and d2N/dpTdη) is the differential photon yield. Unfortunately,
Ncoll is not well defined in x-A1 collisions, and can be biased due to hard scattering pro-
cesses [86]. This bias makes it difficult to disentangle final-state effects in RxA collisions
from effects due to Glauber model event activity. Since the photon yield is not expected to
be modified in different collision systems, and photon yields can be used to measure Ncoll

experimentally as the ratio of the photon yields,

NEXP
coll =

NpPb

Npp
, (5.2)

which can be used instead of the Glauber model Ncoll for RpPb measurements using hadrons.
ALICE has also collected data on isolated photons in

√
sNN = 8 TeV, and 13 TeV pp.

These measurements are currently on-going, but the isolated photon cross section measured
at 5 TeV pp can be compared to photon cross sections at other

√
sNN in order to study if there

is any
√
sNN dependence on the photon production. Similar comparison can be performed

in p–Pb collisions between 5 TeV and 8 TeV. A preliminary look at the comparison of the
different isolated photon cross sections at various collision energies can be seen in figure 5.1.
All the cross section measurements are compared to JETPHOX. It is difficult to draw any
strong conclusions, but it could be said that at low pT JETPHOX seems to overestimate data.
Almost all of the yellow bars are closer to the upper bound of the systematic uncertainty.
Due to size of the systematic uncertainties, the only conclusions is that the various cross
sections agree with JETPHOX within the systematic uncertainties. The cross sections at
various collisions energy can be directly compared using xT = 2·pT√

sNN
, which acts as a proxy for

the momentum fraction, x. Once the on-going measurements are finished, direct comparison
using xT will provide information regarding any correlation between isolated photon cross
sections and collision energies.

Finally, there are two on-going effort to better understand the structure of nucleons
and nuclei. First, the LHC run 3 has recently start and many detectors and subsystems
in ALICE were upgraded. With more statistics and improved photon measurements, it
maybe be possible to different between the different nPDFs. Secondly, the Electron Ion
Collider [87] is currently being developed to make precision measurements of the collisions

1x can be a proton or a deuteron, while A is a heavy-ion nuclei
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Figure 5.1: A comparison of isolated photon cross sections in
√
sNN = 5.02, 7, 8, and 13 TeV

pp and 5.02 TeV p–Pb. Note that the isolation criteria have some differences between the
different measurements. The cross sections are compared with JETPHOX. The figure was
provided by Gustavo Conesa Balbastre, and created using ALICE preliminary cross-section
measurements in 8 TeV pp by Florian Jonas and 13 TeV pp by Ran Xu.

of electrons with polarized protons and ions over a large mass range to study Quantum
Chromodynamics. Deep inelastic scattering, where a high energy electron will be used to
probe both proton and nucleus structure, will provide a cleaner collision environment as
there will not be hadronic remnants from the electron. Measurements with much higher
statistical precision are expected, and more rigorous comparisons to theoretical predictions
will be possible.
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