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Abstract

Reputation Systems in Labor and Advertising Marketplaces

by

Maria Daltayanni

Reputation systems in most marketplaces involve two parties, reviewers and reviewees,

e.g., employers and employees, buyers and sellers, consumers and advertisers. In this bipartite

system, reviewers explicitly or implicitly assign reviewees ratings of their quality, value, or perfor-

mance, e.g., job competence, product value, level of interest drawn. These ratings are aggregated

by the system through a certain mechanism to give reviewees a score for their “reputation” in the

community, an indication of their trustworthiness or reliability according to their reviewers. This

reputation score can then be used by other people in “choosing” a reviewee (e.g., hiring a worker,

buying a product). On the other hand, bias scores are computed for the reviewers, based on the rep-

utation of the items they have rated. This bias can then be used when our interest is in representing

the reviewer and his judgements.

In this work, we study the existing reputation systems, and propose new ones, in two

different marketplaces: labor and advertising.

In the labor context, we study how reputation systems contribute to smart hiring. In this

process, the employer posts a job in the marketplace to receive applications from interested workers.

After evaluating the suitability of applicants for the job, the employer hires one or more of them via

an online contract. Once the job is completed and the contract ended, the employer can provide the

worker with a rating, which becomes visible on the worker’s online profile. This explicit feedback

can guide future hiring decisions because it (supposedly) indicates the worker’s true ability.
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However, reputation systems based on end-of-contract ratings have several shortcomings,

such as data sparsity, review bias and skewness, and latency in acquiring review signals. Our study

builds reputation mechanisms that use Bayesian updates to combine employers’ implicit feedback

signals of actual application evaluation, e.g., hiring, interviewing, and rejecting, in a link-analysis

approach and thus address such shortcomings while yielding better signals of worker quality to

inform hiring decisions.

In the advertising context, we study how reputation systems benefit smart targeting. Audi-

ence selection is one of the determining factors in bidding success in all forms of advertising. Typ-

ically, advertisers select their audiences either by manually targeting rules or by running machine-

learning models on users’ past performance data. Here, the reputation setting is based on the deci-

sion of a user (reviewer) to convert to an ad posted by an advertiser (reviewee).

However, traditional reputation systems based on explicit user preferences (clicks, ac-

tions, or conversions) on the advertised content (opinion about the advertised product or advertiser)

mainly accumulate such opinions, explicit or implicit (such as search queries or website visits), by

representing them in user profiles. This system has several shortcomings, such as poor representa-

tion of interest, along with data sparsity and latency in acquiring user review signals.

Therefore, we create a reputation system that estimates the quality of the items preferred

by users, on top of which items they prefer, to accurately represent user interest while automating the

audience selection process. This system also produces immediate results for the cold start problem

of new campaigns by accounting for crowd insights from a pool of similar auctioneers, in a privacy-

preserving environment.

Overall, the proposed reputation systems show how challenges regarding transparency,
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availability, and privacy are overcome in the two marketplaces, and provide a general framework

for addressing cold start in typical reputation environments.
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Chapter 1

Introduction to Reputation Systems

1.1 Evolution of Reputation Systems

Over the last few years the emergence of social media on the Internet has broadened the

sharing of people’s opinions within private and public online communities. People share opinions

about products or services they purchase, doctors they consult, hotels where they stay and pretty

much every aspect of their life where they have to choose among various alternatives. Their opinions

are usually publicly available and they provide crowdsourced descriptions of the advantages and the

disadvantages of the items they refer to. Such descriptions are quite important in helping other

individual make decisions. As an example, let us suppose that a person is looking for a place to

have lunch in a city, such as Menlo Park, CA. Considering that the person would be unfamiliar with

the city, without Internet access, he would have to resort to finding friends who are familiar with the

area to ask them for recommendations. In the case where no one can provide an opinion, the person

would have to first arrive at the city before asking local people about their recommendation for a

nice place to eat. As all of the local people are unknown and the person in question does not have
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Figure 1.1: Yelp Example of Online Restaurant Reviews

any incentive to distinguish who to trust, he would have to collect a few opinions before deciding

which place to select for lunch. If 3 out of 5 people recommend a certain restaurant, it is highly

likely that the particular restaurant would be chosen over other suggestions.

Since social media services have become available on the Internet, accessing information

about different places, for example restaurants, has become significantly easier. The online search

path is somewhat similar to our previous example, look for places that have received a rating and

a review by a large amount of people, decide which reviews to trust, and choose one place that

accumulates a good overall score, both from friends and from unknown people. The most difficult

aspect in this example is obtaining trust. Hence, the reputation of the restaurant is very important to

satisfy the information need of the potential customer in order to make the final choice. An example

from Yelp, a popular all purpose reputation network, is shown in Figure 1.1.

A lot of issues arise when it comes to reliability of the reputation signal itself. For exam-
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ple, a reviewer may always rate restaurants negatively due to the fact that he generally has negative

predispositions. Therefore, his reviews would not be helpful, as they would reflect his bias rather

than his true restaurant experience. Furthermore, unless a restaurant is popular and well-known,

there won’t be a sufficient number of people with the incentive to provide an online rating. For

example, at Yelp.com there are often only 1-2 online reviews for a significant percentage of a city’s

restaurants. Such sparsity in the reputation signal would not allow a person to get significant infor-

mation about the true quality of rated items. Even more, as they are concerned about the opinion of

the general public, restaurant owners may provide special incentives to customers such as discounts

and offers, in order to obtain positive feedback entries. They might even ask friends or colleagues to

positively rate their business online in order to increase their overall reputation score. In that case,

the reputation of a restaurant would mostly reflect an aggregation of spam/noisy entries rather than

true quality.

In this thesis we study mechanisms that express quality of rated items via reputation

scores, facing the issues of bias, sparsity and spam. The restaurant example in the previous sec-

tion introduces the notion of reputation based on a recent scenario, where technology is prominent

in people’s lives. Nevertheless, reputation is not a new notion, it can be noted as an existing concern

as far back as 1603 A.D,, in “Othello”, one of Shakespear’s popular theatrical plays. In this play,

Othello is a general of the Venetian army with Cassio, his loyal lieutenant, and Iago, the trusted but

unfaithful ensign, as his underlings. Iago attempts to undermine Cassio’s reputation by spreading

a rumor that Cassio had an affair with Othello’s wife. When Cassio learns about the rumor he be-

comes particularly concerned about his reputation, saying “O! I have lost my reputation. I have lost

the immortal part of myself, and what remains is bestial.” Iago responds by saying: “As I am an

3



honest man, I thought you had received some bodily wound; there is more offense in that than in

reputation. Reputation is an idle and most false imposition; often got without merit, and lost without

deserving: you have lost no reputation at all, unless you repute yourself such a loser.” Cassio’s ex-

pressed concern shows the importance of reputation which people perceive as part of one’s identity.

Iago’s response shows that at the same time people realize that reputation does not always reflect

true quality; hence someone can define his reputation by his own deeds, even if his true quality may

be much higher or lower. The case of Cassio’s reputation links to the problem of spam in reputation,

which needs to be seriously addressed in online reputation systems. Consequently, in this thesis,

we aim to represent the notion of true quality through reputation scores that we compute for online

entities, such as workers or advertisements.

In recent years, the advent of Web 2.0 made reputation ubiquitous. As a result, several

web services have gained great benefit from reputation systems. In particular, when considering

search engines, the PageRank [14], [51] algorithm has brought order to a previosly slightly chaotic

web by ordering the pages based on their in-links and out-links. PageRank implements a reputation

system that allows weighs each page’s quality according to its connections with other web pages

and their quality, which in turn has greatly improved search accuracy performance. In e-commerce,

companies such as eBay, 1, Epinions 2,, Bizrate 3, and Trustpilot 4 introduce product review systems

which help online users decide on a purchase. In programming communities, such as Advogato

5, Stack Overflow 6 and Freelance marketplaces (Elance-oDesk 7, Freelancer 8), attack resistant
1http://www.ebay.com
2http://www.epinions.com
3http://www.bizrate.com
4http://www.trustpilot.com
5http://www.advogato.org
6http://stackoverflow.com
7https://www.elance-odesk.com
8https://www.freelancer.com
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trust metrics were developed. Users certify each other in a kind of peer review process and subse-

quently this information is used to avoid the abuses that commonly plague open community sites.

Conversely, these reputation concepts have strong connections with PageRank. Similar reputation

systems are used by online image hosting services such as Imgur 9, where the images content is

curated in real time by a dedicated community through commenting, voting and sharing. In the

internet security area, systems like TrustedSource 10 were developed to provide reputation scores

for Internet identities, such as IP addresses, URLs, domains, and email/web content. Reputation is

also an important element in Wikis, for the purpose of increasing contribution quantity and quality.

In examples like Wikipedia 11 (a web-based, free-content encyclopedia project based on a model of

openly editable content), reputation systems such as WikiTrust 12 have been developed in order to

assess the credibility of content and author reputation by using automated algorithms.

In the online social networking and news area, companies like Reddit 13 and Digg 14,

support systems where registered community members can submit content, such as text posts or di-

rect links and then users vote submissions “up”(digging) or “down”(burying) to organize the posts

and determine their position on the site’s pages. This voting system reflects a reputation mechanism

about news pages and posts. Similarly, in question-and-answer sites, such as Quora 15 and Yahoo!

Answers 16, up- and down- voting is also supported. In these sites questions are created, answered,

edited and organized by the community of registered users, and up- and down- voting regulates

the quality of both questions and answers. This approach not only computes reputation about user
9http://imgur.com

10http://trustedsource.org
11https://www.wikipedia.org
12http://wikitrust.soe.ucsc.edu
13http://reddit.com
14http://digg.com
15http://www.quora.com
16https://answers.yahoo.com

5



responses, but also gives users the incentive to respond more responsibly, accurately and frequently

in order to accumulate high reputation across the platform. At the same time, reputation mecha-

nisms have been developed for online email services, from simple anti-spam techniques which flag

emails as dangerous or safe, to more intelligent approaches for reputation lookup of emails, such

as the service of RapLeaf 17. Another example of online reputation is that of personal reputation,

as in the example of CouchSurfing 18 (for travelers), a hospitality exchange and social network-

ing website. The website provides a platform for members to “surf” on couches by staying as a

guest at a host’s home, host travelers, or join an event. The traveler’s experience rating becomes

an input about the host’s reputation and can be used by future travelers to make decisions on host

selection and trust. Other non governmental organizations (NGOs), such as GreatNonProfits 19,

GlobalGiving 20 offer services where users can read reviews about non profit organizations. Trans-

lation services companies like BlueBoard at ProZ 21, offer professional reputation of translators and

translation outsourcers. Finally, Yelp 22 the well known all purpose reputation system, publishes

crowd-sourced reviews about local businesses.

1.2 Reputation in Online Marketplaces

In this section we present a basic framework for describing reputation systems in the con-

text of online marketplaces. An online marketplace is an online platform that facilitates transactions

between sellers and buyers. While various types of marketplaces exist we will introduce three types
17http://intelligence.towerdata.com
18https://www.couchsurfing.com
19http://greatnonprofits.org
20http://www.globalgiving.org
21http://www.proz.com/blueboard
22http://www.yelp.com
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which will be used as running examples in our framework:

(a) In a product marketplace such as Amazon.com 23, sellers present and offer their products

online, while users can browse products, register to the system and purchase the preferred

products at the offered prices. The marketplace fulfills the transaction and item shipping,

while also offering other additional services.

(b) In a labor marketplace such as Elance-oDesk 24, two parties participate; employers and work-

ers. Employers post job requirements and conditions. Workers apply for the job, propose a

price, and offer additional information about themselves as well as reasons why they are

the best fit for the posted job. Finally the employer selects which worker(s) to hire, usually

through interviews which will help uncover additional information about the worker to aid in

the task of selecting the most appropriate worker for the job.

(c) In an advertising marketplace such as Turn25, advertisers wish to promote products or services

and they create advertisements for that purpose. Afterwards they make a decision on ad

display and user targeting among the billions of online users (cookies) that are online.

1.2.1 Actors

There are two types of actors in a marketplace reputation system: the reviewers and the

reviewees. Reviewers post their personal feedback/opinion regarding an item whose quality they

wish to rate based on their experience. Reviewees receive feedback from reviewers about their

performance quality given the reputation domain. For example, in a product marketplaces like
23http://www.amazon.com
24http://www.elance-odesk.com
25http://www.turn.com
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Amazon, the reviewer is the user who purchases a product and returns to the marketplace to post a

review about the product usage value or price, that essentially describes his investment satisfaction.

The reviewee is the product purchased by the reviewer. In a labor marketplaces, the reviewer-

reviewee relationship is bidirectional. When the employer is the reviewer he returns with a review

about the worker who accomplished the job, based on his satisfaction about the work. The reviewee

is the worker, and he accumulates an overall score based on multiple employers’ ratings in multiple

jobs where he was hired. In the other direction a worker can also be a reviewer as he can also rate the

employer after the job is finished. In this case the employer is the reviewee and he accumulates an

overall score based on the ratings of all the hired workers. In an advertising marketplaces, the online

user who views the displayed ad is the reviewer. The review can be positive if the user either clicks

the ad positively or enrolling / purchasing the related product/service. The review is negatively if the

displayed ad produces no action. The reviewee is the advertiser who, based on the users response,

will not only gain a return on his investment to show the ad through the ad publishers, but will also

obtain a reputation about his targeting ability, that is, how successfully he identifies the right users

for the right advertised content.

1.2.2 Reputation Mechanism

In addition to actors, to fully define a reputation mechanism, we also need to provide

answers to following three questions:

• How do we elicit reputation signals? In every reputation system we need to define the signals

or ratings that are used as input to the system. These signals can either be explicit, i.e.,

the answers to questions such as “did you find this search result useful?”, or implicit, i.e.,

8



clicking or not clicking a particular search result. In the product marketplace example, useful

signals to gather are either 1-to-5 star ratings of products or text comments that are written by

consumers. In labor marketplaces, explicit signals that indicate workers’/employers quality

are either star ratings or the text comments provided by the employers/workers. Implicit

signals can be the hiring actions of the employers. In the advertising marketplaces example,

signals that need to be followed to identify user interest are ad clicks and purchase actions.

• How do we aggregate reputation signals to produce reputation scores?: There are usually

too many base signals to provide a concise summary of the reviwee. Thus, a reputation

mechanism needs to include an function or algorithm that can aggregate the base signals

and provide a reputation score. In product marketplaces, the average rating is often used

to aggregate the reputation signals into one score. In labor marketplaces, weighted average

ratings are considered, where the weighting is based on the monetary value of the job, that

is the amount of money offered to the worker in total, throughout his collaboration with

the employer at the job. Finally, in advertising marketplaces, several techniques are used to

measure user interest, such as click-through-rate (CTR), that is how many clicks were given

to an ad compared to how often it was viewed by users, and more.

• Whats is the use of the reputation scores? Although reputation scores have different uses

in different marketplaces, they are usually drivers of reviewer’s future decisions. Depending

on the use case, the reputation mechanism should choose the appropriate base signals and

aggregation function to effective respond to the situation. In a product marketplace example,

reputation can become very useful towards deciding whether to purchase (or not purchase)

a specific product. In labor marketplaces, reputation can significantly aid employers in their
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decision which worker to hire for a new job, given the worker’s accumulated reputation score

at application time. In advertising marketplaces, reputation of advertisers and ads can help

advertisers decide which ads are expected to pay off their investment, and which users to

target.

In this thesis, we elaborate on a) eliciting new reputation signals and devising novel repu-

tation aggregation algorithms in labor marketplaces, b) devising novel aggregation mechanisms for

ads reputation, c) formulating the targeting problem in ads marketplaces as a reputation problem

and using reputation information to solve this problem.

1.3 Organization

This thesis is divided into two parts. In the first part of the thesis (Chapter 2 ), we focus

on reputation systems in online labor marketplaces. In these marketplaces an employer posts a

job to receive applications from interested workers. After evaluating the match to the job, the

employer hires one (or more workers) to accomplish the job via an online contract. At the end of

the contract, the employer can provide the hired worker with a rating that becomes visible in the

worker online profile. This form of explicit feedback guides hiring decisions of future employers,

since it is indicative of the worker’s true ability. In this thesis, we initially discuss the shortcomings

of existing reputation systems that are based on end-of-contract ratings. Then we propose a new

reputation mechanism that uses implicit quality judgments provided by the employer at application

evaluation time rather than at the end of contract. To aggregate these signals, in Chapter 2 we

propose an aggregation mechanism that is inspired by Elo ratings used to score chess players. The

proposed approach addresses the shortcomings of the existing 5-star rating system, and it yields

10



better signals for predicting worker hires.

In the second part of the thesis (Chapter 3) we study a reputation problem in an advertising

marketplace. In particular we focus on the problem of selecting the right audience for an advertising

campaign which is one of the most time-consuming and costly steps in the advertising process.

To target the right users, an advertiser needs to either perform user studies to identify population

segments of interest or to devise sophisticated machine learning models trained on data from past

campaigns. In this section we study how a Demand Side Advertising Platform (DSP) company like

Turn26 or Rocketfuel27 can leverage the data it collects from various advertisers and user actions

to recommend target user segments for both new and existing advertisers. We propose a reputation

system for advertisers and users that on one side quantifies the ability of advertisers to select the

right audience and on the other side analyzes the propensity of users to respond to advertising

messages. We also present a decision-tree-based algorithm that uses the reputation system and

advertiser similarity to yield transparent targeting rules that are easy for the advertiser to interpret

and refine. Finally, we perform an extensive experimental evaluation on a real dataset from Turn

that showcases the benefits of our approach for both new and existing advertiser campaigns.

At the end of each of the aforementioned parts we present other work related to the chapter

topic. Finally in Chapter 4 we present our closing remarks and discuss potential future work.

26http:://www.turn.com
27http://www.rocketfuel.com
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Reputation Systems in Labor
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Chapter 2

WorkerRank: Using Employer Implicit

Judgements to Infer Worker Reputation

2.1 Introduction

In online labor marketplaces, such as Elance-oDesk 1 and Freelancer 2, two parties are

involved; employers and workers. Employers post job openings and candidate workers apply to

them, based on their qualifications, skills and interests. The employers review the applicants’ online

resumes, and interview few applicants to decide hiring. The worker reputation, i.e., the ratings that

the worker has received in his past jobs in the platform, is one of the most important considerations

for the employer hiring decision, since it reveals how other employers evaluate the worker true

ability in real job scenarios. Although the reputation information is a useful signal, reputation scores

are usually skewed towards high ratings [33], because employers care about the impact of their
1http://www.elance-odesk.com
2http://www.freelancer.com
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feedbacks on the workers’ future opportunities for jobs in the marketplace. The skewed distribution

of ratings makes them less helpful in identifying very competent workers.

The reputation signal is also very sparse, since a worker needs to apply, get hired and

complete few jobs to obtain a representative reputation score. Usually, an unknown rating implies

that we have no explicit information about the employer’s preference for the worker. In that case we

need to build a model to predict the unknown information, or, alternatively make inferences from

the employer’s behavior[4].

To address the limitations of the existing reputation systems in labor marketplaces, we

present WorkerRank, a new reputation system that leverages employers’ implicit judgements at the

application evaluation moment, rather than the employer’s explicit feedback at the job completion

moment. Although the implicit judgements are more noisy than the explicit ones, they are more

broadly available, since the number of applications is usually one to two orders of magnitudes

higher than the number of hires. Moreover, the implicit actions of the employers are not revealed

and, consequently, the employers do not bias their judgements towards high ratings (as happens

when they aim to avoid the negative impact on the workers). As a result, the obtained ratings are

not skewed.

We consider an employer decision to hire worker A, thus ranking A above some other

candidate B, as an input that “A won over B” in a match. The employer decisions can thus be

interpreted as a set of match outcomes. There are many algorithms ([26], [29], [32], [56]) that can

be used to aggregate match outcomes. Our reputation system builds upon the Elo ratings system[26]

that is widely used to evaluate chess players. In particular, we assign each worker an initial rating

and we treat the applicants to a job opening as the participants in a chess tournament. Applicants
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that get hired get their scores increased and those who are rejected get their scores decreased. The

extent of the increase or the decrease depends upon the ratings of the other applicants, i.e., the better

the rejected applicants are, the more the rating of the hired worker increases. Similarly, the worse

the hired applicants are, the more the ratings of the rejected applicants decrease.

To deal with the noise of implicit judgements, we assign each employer a score that quan-

tifies the agreement of his decisions with the observed quality of the workers. We then use the

obtained scores to weigh the employer judgements. For example, if an employer tends to take de-

cisions that are very different from the rest of the employers, his score will be low and his hiring

decisions will have a small impact on the worker ratings. The rest of the paper is organized as

follows. In Section 3.2 we present some notation and in Section 2.3 we introduce WorkerRank, the

new proposed reputation system. We evaluate the new reputation approach on a real-world dataset

from oDesk in Section 3.4. Our results show that the new reputation system not only provides infor-

mation for far more workers in the marketplace, but it also serves as a better discriminatory signal

for hiring decisions. In Section 2.5 we discuss some related work and we conclude in Section 3.6.

2.2 Notation

We represent the labor marketplace data with a directed bipartite graph G = (U, V,A)

(Figure 2.1); U is the set of jobs posted by employers within a specific time period; V is the set of

workers who applied to the posted jobs (see Figure 2.1). Edge (v, u) ∈ A represents the application

of worker v ∈ V to job u ∈ U . Edge (u, v) ∈ A represents the employer action on the the worker’s

application. We consider the following six employer actions:

• hire, the employer hires the worker;
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• interview, the employer contacts the worker to obtain a better understanding of his skills, but

the worker is not hired;

• shortlist, the employer shortlists the worker for future consideration, but the worker is not

invited for interview;

• ignore, the employer reviews the worker online resume, but he takes no action on it;

• hide, the employer reviews the worker resume and he “hides” the applicant without notifying

him; and

• reject, the employer reviews the worker resume and notifies him that he will not be considered

for the job.

Note that if an employer is never presented with a worker’s info, no action is logged in our dataset.

Among the six actions, we consider the first three as positive indications of the worker ability,

and the last three as negative. We also assume that the employer actions indicate a ranking on the

applicant perceived ability to accomplish the job in the following decreasing order: hire> interview

> shortlist > ignore > hide > reject. For example, a worker that is selected to be interviewed, is

considered to be a better fit for the job than a worker who is ignored. The goal of this paper is to

compute a score r(v) for each worker v that is informative of his ability to accomplish the jobs that

he applies to. Score r(v) is considered informative if the relative difference between r(v), r(v′) for

workers v and v′ is predictive for the relative ranking of v, v′ in the future jobs that they apply.
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Figure 2.1: Bipartite graph between workers and jobs posted by employers

2.3 Proposed Reputation System

In this section we describe a reputation system that builds upon the employer decisions

on the worker applications. In Section 2.3.1 we provide our generic approach and in Section 2.3.2

we show how we can improve our scores by leveraging job specific information. Finally, in Sec-

tion 2.3.3 we discuss how we can combine our reputation system scores with the end-of-contract

ratings to obtain a hybrid reputation system.

2.3.1 WorkerRank

The WorkerRank reputation system assigns reputation scores r(v) to each worker v ∈

V . Along with reputation scores, WorkerRank also computes an importance score b(u) for each

opening u ∈ U that reflects how a job is important in terms of how objective its employer is when

judging candidates. The scores are computed via a reputation calculation process on the application

graph G, using the Elo constants for telo, K, as shown in Algorithm 1.
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Comparing Performances: The intuition of simulating jobs by tournaments, and looking

at the worker performances at each job in pairwise manner, offers a dynamic way for comparison;

first, higher label workers clearly win lower label opponents (for example, hire wins over interview,

shortlist wins over hide). Also, draws in positive label workers provide useful information about

how their qualities compare. While a draw between two hired workers is an instance of equality

between their qualities, the same does not necessarily hold in the case of draws between negative

label workers (such as two rejected candidates). That is because in certain cases, rejecting or hiding

a candidate may reflect the fact that the employer had offered only a limited number of positions

hence he had to reject some good quality candidates. Other similar exceptions may apply too. Hence

in our algorithm we exclude draws among negative label workers.

Algorithm: In step 1 we initialize reputation r(v) of each worker v to 1.0 and importance

b(u) of each opening to 1.0. Then, in steps 3 - 13 we consider each job as a tournament and in

steps 5 - 13 we update the worker scores by considering every pair (v, v′) of worker applications at

a job u to be a game in the job tournament with possible outcome of matches:

t(v, v′, u) =



0, if v lost against v′ at job u

0.5, if v came to draw with v′ at job u

1, if v won against v′ at job u

(2.1)

At step 3 we initialize the outcome variables Tv,u, Xv,u to 0 for each candidate v who applied to job

u. At step 5, we compute Tv,u as the sum of the actual points that v scored in job u against the other

opponent candidates. At step 6, we compute Xi
v,u as the sum of expected points that v would earn

at time i against each opponent candidate v′ 6= v at job u, according to Elo’s formula[26]:

tielo(v, v
′, u) =

1

1 + 10(ri(v′)−ri(v))/400
, ∀v′ : (v′, u) ∈ A (2.2)
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For example, consider workers v1, v2, v3 and v4 who applied to a job; v1 gets an offer, v2 is

Algorithm 1 WorkerRank: Compute Workers Reputation Scores and Jobs Importance Scores
Input: Graph G = (U, V,A)

Output: Reputation scores r(v) for workers v ∈ V , importance scores b(u) for jobs u ∈ U

1: Initialize i = 0; r0(v) = 1, ∀v ∈ V ; b0(u) = 1, ∀u ∈ U

2: for u ∈ U do . For each job tournament in chronological order

3: Tv,u = 0, Xi
v,u = 0, ∀v : ∃(v, u) ∈ A

4: for v, v′ : (v, u) ∈ A, (v′, u) ∈ A, v 6= v′ do . For each worker-applicant pair

5: Tv,u += t(v, v′, u), and Tv′,u += t(v′, v, u)

6: Xi
v,u += tielo(v, v

′, u), and Xi
v′,u += tielo(v

′, v, u)

7: end for

8: i← i+ 1

9: for v : (v, u) ∈ A do . For each worker who applied to job u

10: δi(v, u)← bi−1(u) · (Tv,u −Xi−1
v,u )

11: ri(v)← ri−1(v) + K

(n2)
· δi(v, u) . Update reputation

12: end for

13: bi(u)← nic(e, u)− niw(e, u)

nic(e, u) + niw(e, u)
. Update job importance

14: end for

interviewed but never hired and v3 and v4 are rejected without interview. Each applicant participates

in 3 games versus the other applicants. Worker v1 wins all three games versus v2, v3 and v4, since

he received an offer which is the most positive employer judgement. Worker v2 loses against v1 but

wins over v3 and v4. Finally, each of the workers v3 and v4 loses in the games against v1 and v2 but

they draw when they face each other. The worker points in this job are 3 for v1, 2 for v2 and 0.5 for
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either of v3 and v4. At step 10, the rating update δi(v, u) of worker v due to his application to job u

at the i-th time step is calculated as follows:

δi(v, u) = bi−1(u)(Tv,u −Xi−1
v,u ) (2.3)

where bi−1(u) is the importance score of job u from the i− 1-th step, Tv,u is the sum of the actual

points that v scored in job u and Xi−1
v,u is the sum of points he was expected to score based on his

rating and the ratings of the other applicants from the previous step. Time steps advance at each

new job occurrence. Note that the score update is multiplied by the importance of the job, b(u),

so that employer bias is taken into account, as shown in Equation 2.5. Also note that the more the

applicants in an opening, the more the expected points, since the update includes a summation term

for each applicant. What is more, the higher the difference between the rating of worker v and the

ratings of the other applicants of job u, the more the points that v is expected to score. This is

particularly useful since application success of an applicant is not independent from the application

success of the remaining candidates at a particular job. Finally, to obtain the rating of worker v at

the i-th time step, at step 11, we add the average of his partial rating updates (Equation 2.3) to his

rating from the previous time step, r(i−1)(v):

ri(v) = ri−1(v) +
K

n− 1
· δi(v, u) (2.4)

The K-factor which represents the maximum possible adjustment per game is set to 32, and is

normalized by dividing over n − 1, where n is the number of the job applicants. Normalization

is completed by the summation over all pairs of candidates. Normalization is important, since

without it, we would have dramatic inflation/deflation of scores at jobs with high application rate.

Popular jobs usually require generic skills, hence inflated scores would not necessarily imply that

20



the quality of their hired workers is higher. A worker’s reputation is updated according to the

average win/loss score incurred in comparisons with other applicants to each job. This average

ensures that applicants gain according to their relative position in the applicant ranking, rather than

the number of applicants. Note that since δ can also be negative, applicants to many jobs being

rejected by many employers is not necessarily a good strategy. After calculating the worker ratings,

at step 13 we compute the importance scores of jobs b(u). The intuition in Formula 2.5 is to give

more credence to rating updates (Equation 2.4) that come from jobs posted by unbiased employers.

The importance score is high for employers who make decisions that respect the worker ratings

and it is low for employers who do not. Notice that after the occurrence of a small amount of

job tournaments, the worker ratings is an outcome taken out of the aggregation of all employers

judgements (step 11). At the same time, Elo scoring is based on a self-correcting rating system[1].

Hence the following formula reflects importance of a job as a measure of judgement deviation

between the job’s respective employer and the rest employers:

bi(u) =
nic(e, u)− niw(e, u)

nic(e, u) + niw(e, u)
(2.5)

e ∈ E denotes employer (in the set of employers E) who posted job u ∈ U , nc(e, u) denotes

the number of applicant pairs that were “correctly” ranked by employer e in job u and nw(e, u)

denotes the number of applicant pairs that were “wrongly” ranked. We regard a pair of applicants

as correctly ranked if the employer prioritizes the applicant with the highest reputation score. For

example, if applicants v and v′ have ratings r(v) = 1 and r(v′) = 2 and employer e hires v′ and

rejects v, then the pair is considered to be correctly ranked.
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2.3.2 Skill WorkerRank

The approach described in Section 2.3.1 predicts a reputation score for each worker based

on application data. That score is computed in a global scope over all jobs where workers have

applied. Although global scores provide a signal for the quality of workers, they may not be as

powerful to discriminate among similar score workers and guide hiring with accuracy. For example,

consider candidates v1, v2 in the example of Figure 2.2. The skills listed under each job reflect the

skill-set required for the job. Also assume that v2 is better in java than v1, however v1 is better

overall than v2, which can be due to the fact that v1 has applied to more jobs where he received

offers. At this point our reputation system would prioritize v1 in the candidates list, missing the fact

that v2 is better in java.

Our goal is to achieve higher accuracy at predicting worker quality and prioritize can-

didates appropriate for the particular job. As mentioned above, besides the information regarding

which worker applied to which job, there is further information regarding what skills each job re-

quires and what skills each worker claims in their profile description. Given this information, we

use WorkerRank to derive scores for candidates in a skill-wise fashion, such that eventually we learn

how good each worker is at each particular skill. Then, if a job requires a skill, we may rank candi-

dates according to their reputation scores at that particular skill and suggest the top ranked ones for

getting hired. In the used example, workers v1, v2 who both claim to be experts in java (and they

apply to job u2 which requires java) will obtain a java score that will show their quality in that skill.

The expectation is that ranking v2 on top will lead to successful hiring decision.

Skill-wise reputation algorithm: We consider set of skills S, where Su ⊆ S denotes the

skills required for job u ∈ U and Sv ⊆ S denotes the skills claimed by worker v ∈ V . Also, we
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consider bipartite graph GS = (U ×S, V ×S,AS) similar to the definition in Section 2.3.1, where:

• each worker node v is replaced by set of pair (worker, skill) nodes (v, s), one node for each

skill claimed by the worker

• each job node u is replaced by set of pair (job, skill) nodes (u, s), one node for each skill

required for the job

• each (worker, job) edge (v, u) is replaced by set of pair ({worker, skill}, {job, skill}) edges,

({v, s}, {u, s}), one edge for each skill that the worker claims and the job requires.

Then we run Algorithm 1 on GS . The reputation and importance scores are derived skill-wise, such

that we obtain a set of reputation scores r(v, s), where(v, s) ∈ V ×S and a set of importance scores

b(u, s), where(u, s) ∈ U × S. Obtaining reputation scores for each {worker, skill} pair provides

information about the performance of the worker at the particular skill. Figure 2.2 describes an

example for graphs G and GS , with candidates v1, v2, v3 applying to jobs u1, u2. Workers v1, v3

apply to job u1 (v1 receives an offer) and v1, v2 apply to job u2 (v2 receives an offer). The skills

required for job u1 are {python, django} and the skills required for job u2 are {java}. Worker

v1 claims to have skills {python, java django}, v2 claims {java}, and worker v3 claims {python,

django}.

Correlation between skills and hires: Looking at the application data (enriched with

skills information) we observe that in most cases jobs require more than one skills. In that case, we

need to decide a ranking for candidates based on the intersection of their scores on a set of different

skills. That ranking will reflect their suitability for the multi-skill requiring job. In our example

where job u1 requires python and django, we need to rank candidates according to their quality

in python and their quality in django. However, the python-score may be more informative about
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hiring than the django-score. For example, it may more beneficial to hire a candidate with a high

python-score than hire one with a high django-score. Hence it is important to measure how each

skill contributes towards hiring, before we rank candidates according to skills.

In order to combine a set of scores for each worker across the set of skills required for a

job, we allow for a weighted average over the worker’s skill-wise scores. We use logistic regression

to compute coefficients for skills as features, where we use the binary outcome of the application

(hire/no-hire) as the response variable. Coefficients for skill scores will eventually show how infor-

mative each skill is about the quality of the worker, measured by the worker’s potential of getting

hired.

In Algorithm 2 we aggregate skill-wise scores into a single reputation/importance score

for each worker/job respectively. The input of the new algorithm is the set of scores derived by

Algorithm 1 for the sets of {worker, skill}, {job, skill} pairs. The output of Algorithm 2 is the

final reputation score for each worker and importance score for each job, after examining workers’

quality across their skill-set and tuning it according to the significance of each skill.

In step 1 we consider the set of features F , where one’s reputation score r(·, s) at a

particular skill s ∈ S is regarded as a feature. We use f(s) = r(·, s) to denote feature regarding

reputation score at skill s. For example, if s = python, then any (denoted by ’·’) worker’s score

in python, r(·, python), is a feature. Recall that the coefficients pertain to how each skill score of

a worker contributes towards his getting hired. In step 2 we consider response variable y to be the

binary hiring outcome y ∈ {hire, no-hire}. Then in step 3 we run logistic regression (LR) on

the set of features F with response variable y and we obtain coefficients w(f) for each skill-score

variable f ∈ F . Finally, in steps 5 - 6 we aggregate the input skill-wise scores using weights across
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Algorithm 2 Combine Skill-wise Scores into Reputation
Input: Set of skill-wise scores r(v, s), b(u, s), where (v, s) ∈ V × S, (u, s) ∈ U × S

Output: Reputation scores r(v) for workers v ∈ V , Importance scores b(u) for jobs u ∈ U

1: Consider the set of feature variables F ← ∪s∈Sf(s), where each feature variable corresponds

to the skill repuation f(s)← r(·, s), ∀s ∈ S

2: Consider response variable y ← hiring outcome, where y ∈ {hire, no-hire}

3: Learn coefficients w(f)← LR(F,R), ∀f ∈ F

4: for v ∈ V and u ∈ U do

5: r(v)←
∑

s∈S r(v, s) · w(s)∑
s∈S w(s)

6: b(u)←
∑

s∈S b(u, s) · w(s)∑
s∈S w(s)

7: end for

skills learned at step 3. The output of the algorithm is a single reputation score for each worker

(step 5) and a single importance score for each job of the application data (step 6).

2.3.3 Hybrid Model

While it is interesting to compare implicit judgements against explicit judgements in or-

der to infer a quality measurement for workers, we expect that a hybrid model which combines

both, shall yield better results. In this section we use rank aggregation to combine WorkerRank

ranking with feedback ranking into an optimal listing of workers such that we predict true ranking

(as specified by employer judgements) with higher accuracy.

In particular, we use the weighted rank aggregation method described in [53]. In this

approach the function performs rank aggregation via a Cross-Entropy Monte Carlo algorithm. The

algorithm searches for a desired list which is as close to the provided ordered lists as possible. In
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our implementation we use the Spearman distance to measure the correlation of the ordered lists

of implicit and explicit reputation rankings. The convergence criterion used is the repetition of the

same minimum value of the objective function in a number of consecutive iterations.

2.4 Experimental Results

To evaluate the proposed reputation system, we compare WorkerRank with baseline schemes

in terms of a) the sparsity of the signal in the marketplace, b) the time needed to obtain a signal for

new workers, and c) discriminatory power for hiring decisions. During the evaluation, WorkerRank

is compared against a baseline collaborative filtering approach which uses data of implicit reputa-

tion to rank workers (as a reminder, WorkerRank also runs on implicit reputation data). In addition,

we compare WorkerRank against the current ranking approach that is based on explicit reputation

data.

2.4.1 Setting

Dataset: We use a sample of real-world application data, along with explicit reputation

scores provided by oDesk3. The oDesk dataset spans the time period of 53 weeks between January

2013 through January 2014 and it contains approximately 10M applications submitted by 0.5M

workers to 1.1M job openings posted by 0.2M employers. Note that we do not account for unseen

applications (case where employer has taken no action). In table 2.1 we provide some statistics

regarding the dataset. In the experiments we use a sample of the applications submitted during

the testing period. Tables 2.2 and 2.3 show a real job posting example. This example includes

information about the job title, category, description, required skills, candidate applicants along
3http://www.odesk.com
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with their declared skills, hire decision, reputation scores learned via WorkerRank and via skill-

based WorkerRank. We observe overlapping skills among the job required skills and the skill-sets

declared by the candidates. In Figure 2.4 we show the distribution of the ratings data. As studied in

[33], we encounter skewness towards the high rating values.

Baseline - Explicit Data: A baseline approach currently used in the marketplace is to rep-

resent the quality of workers based on explicit data; in particular, it collects the explicit star ratings

assigned to each worker by the employers according to their performance on accomplished jobs,

and aggregates them in an average ratings score. Then the workers quality is estimated according to

the average employers judgements. The average employers rating q(e, v) is used to rank candidate

workers v ∈ V who apply at a new job posting of employer e ∈ E, as follows:

q(e, v) =
1

N

∑
e′:(v,u′)∈A

∑
u′∈Ue′

q(e′, v) (2.6)

where (v, u′) ∈ A denotes application of worker v to job u′ posted by employer e′, Ue′ is the set of

jobs posted by e′, q(e′, v) is the explicit ratings score in [1, 5] assigned to v by e′, andN =
∑

e′ |Ue′ |

is the number of accomplished jobs, posted by employers e′. Note that employers provide explicit

reviews only to workers who have accepted their offer and upon completion of the job.

Baseline - Implicit Data: In certain cases, reputation systems are used to provide rating

scores in recommendation problems. Since WorkerRank is applied on implicit reputation data rep-

resented on a hiring actions bipartite graph, we use a collaborative filtering score scheme as one

of the baseline approaches, viewing WorkerRank as a collaborative filtering approach based on im-

plicit data. Our baseline for representing quality of workers based on implicit reputation data, is

using collaborative filtering as follows. We consider employers e, e′ similarity sim(e, e′) and we

collect the sets of jobs at which workers received an offer within the study training period. Then
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Table 2.1: Dataset Statistics

Training Testing
Application dates 03/01/2013−

03/01/2014
03/02/2014−
18/02/2014

#Jobs 1, 151, 859 1, 446
#Workers 477, 464 21, 642
#Employers 232, 014 1, 405
#Applications 9, 214, 557 34, 054
Avg # cands / job 24.1 22.5
Min # cands / job 11 11
Max # cands / job 50 50
Median # cands / job 23 20

for each employer we count the total number of offers assigned to each worker by similar employ-

ers in the training set and we estimate worker quality score according to their hire rate, weighed

by employer similarity. For employer e who posts a new job u, we compute recommended score

for candidates v as the hire rate in jobs posted by employers e′, neighbors of e, weighed by their

similarity, sim(e, e′). Denoting employer implicit actions (offer, interview, reject, and more) by

qim(e′, v), we consider the following baseline implicit reputation score:

qim(e, v) =
1∑

e′ |sim(e, e′)|
∑

e′:(v,u)∈A

∑
u∈Ue′

sim(e, e′)qim(e′, v) (2.7)

where qim(e′, v) takes values in {0 if v was not hired, 1 else}. Similarity between employer e and

neighbor e′, sim(e, e′), is defined by their cosine similarity based on their ratings on workers that e

and e′ have co-rated. Then e receives recommendations from the neighbor e′ judgements [4].

In the testing phase we rank candidates by collaborative implicit hire rates and by explicit

ratings reputation to recommend the top ranked workers for the new job openings. Then we compare

the two baseline performances with WorkerRank performance.
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Table 2.2: Job Posting Example (Applicants shown in table 2.3)

Title Wordpress Developer
Category Web Development
Required Skills wordpress, css, php
Description 1.Need Wordpress theme developed. Slider, logo, left sidebar menu,

copyright.
2.Must be experienced Wordpress developer.
3.Must know CSS, php, Wordpress, html.
4.Will provide visual design guide.
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Table 2.3: Skill-based reputation versus global reputation scores

Cand. Success Skill 1 Skill 2 Skill 3 Skill 4 Skill5 reput skill-reput
v1 offer css3 php wordpress html css 2.54 2.28
v2 offer css3 php wordpress html5 css 1.42 4.67
v3 offer web dev sof-dev − − − 1.39 2.05
v4 reject css3 php wordpress html5 ajax 4.82 3.40
v5 reject gr.design vis-c++ wordpress web des illustr 1.38 1.06
v6 reject css3 php javascript html jquery 1.05 2.45

Table 2.4: Performance Improvement: WorkerRank vs Baselines

Explicit Implicit % Improv
Rating Based(RB) Coll.Filt.(CF) WorkerRank(WR) WR vs CF WR vs RB

MAP 0.24 0.23 0.32 +39.1% +33.3%
AUC 0.59 0.52 0.65 +25.0% +10.1%

Coverage 59.4% – 80.8% – +50.8%

2.4.2 Coverage

First, we show that since WorkerRank’s results become available at the time of appli-

cation, the coverage of workers for whom we obtain reputation signal is higher compared to the

coverage obtained from explicit ratings. In particular, we run WorkerRank over the applications of

the first 52 weeks of the dataset. During this time period we also keep track of the feedback ratings

that the workers receive after the job is completed. Then we report the number of applications of

the 53-rd week for which there is a WorkerRank score versus the applications for which there is

an employer feedback score. Our results show that out of 88, 294 applications in the 53-rd week,

we have WorkerRank scores for 79, 083 (89.6%), while we have feedback scores only for 52, 471

(59.4%). The increase in the marketplace application coverage is +50.8%. We present these results

in table 2.5. Note that the above measurements account for both active and inactive applications.
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Figure 2.5: Cold Start: WorkerRank vs Explicit Feedback

2.4.3 Cold Start

Second, we show that WorkerRank is faster in acquiring signal for new workers joining

the system, compared to the explicit ratings approach. Since the online marketplaces grow fast,

the identification of new competent workers is very significant for their healthy development. For

all workers who joined the platform during the last 3 months of our study period, we calculate the

percentage of workers for whom we obtain reputation signals within X days. X is varying from 1

to 120 days. As presented in Figure 2.5, the WorkerRank scores are available for more than 60%

of the new workers within 3 months of their joining the platform and the percentage ratio grows to

75% after another 4 months. On the contrary, there are less than 10% of new workers who received

feedback at the end of their first 3 months in the platform and this percentage does not exceed 18%

at the end of the additional 4-month period.
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2.4.4 Ranking Precision

Third, we show that WorkerRank outperforms baseline approaches accuracy in ranking

workers by quality, thus yielding a more reliable system for ranking candidates in new job openings.

WorkerRank vs Implicit vs Explicit Baselines:

MAP: We use Mean Average Precision (MAP) to evaluate rankings produced by the base-

line approaches and the WorkerRank scores. The truth rankings each method is compared against,

are specified by employer true scores that they implicitly assigned to candidates through their hiring

actions in past jobs. As shown in Figure 2.6, by using WorkerRank, employers encounter approxi-

mately 1 good worker for every 3 workers in the ranked list. That performance is compared against

1 good worker for every 5 (or, 4 respectively) workers that the employer encounters by using the

baseline collaborative filtering ranking (or, explicit ratings, respectively). Overall, the new algorithm

improves the chances of identifying good workers in the top results by 39.1% (33.3%, respectively).
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Figure 2.7: MAP@k in predicting the hiring outcome

Lift: To evaluate the quality of WorkerRank scores, we compare them against the explicit

reputation scores as signals for taking hiring decisions. We use the data of the first 52 weeks of

our dataset to calculate the WorkerRank scores, and we then use these scores as predictors for the

hiring outcomes of the applications submitted during the 53-rd week. In particular, we rank all of

the applications by the WorkerRank scores of the applicants. Then we calculate the hiring lift in the

top x percent of the applications as follows:

lift(x) =
hiring probability in the top-x% applicants

hiring probability across all applicants
(2.8)

Lift shows the performance of WorkerRank versus the performance of a random scoring of appli-

cants. Similarly, we calculate the lift for the explicit ratings scores and we present the results in

the bar-plot of Figure 2.8. The plot has five triplets of bars and each triplet looks at a different

percentage value of the top ranked workers, x ∈ {0.25, 0.35, 0.5, 10, 25}. Left bars look at the Elo

ratings obtained by WorkerRank, center bars look at the explicit feedback ratings, while right bars

reflect random worker ranking. The height of each bar shows the lift value for the corresponding
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scheme and for the corresponding x value. For example, the first left bar from the left shows that

the top-0.25% of applicants as ranked by the Elo ratings are 2.66 times more likely to be hired than

a random applicant. We observe that the lift of the explicit feedback scores is flat at 1.1 for all

x values, since the top 25% of the applications correspond to workers with perfect 5-score rating.

As a result, the existing reputation system does not provide a sufficient signal to discriminate high

quality workers. On the other hand, WorkerRank Elo ratings yield an increasing lift as we limit

the percentage of the top-x% applications that we consider. The Elo lift is already higher than the

feedback lift for x = 25% and it exceeds 2.5 as we limit x to the top 0.25% of the applications.

Note that for an average of 36 applications per job, that percentage implies that the top 9 candidates

are 2.66 times more likely to be hired than any random candidate, as opposed to the almost equal

likelihood that explicit feedback yields (1.1 times more likely than random) .

Performance across Job Types: We also illustrate how WorkerRank outperforms the

baseline approaches when studied in category subsets of the datasets. Figure 2.9(a) shows how the

algorithms perform when applied on the different segments of jobs, Knowledge Processing Out-

sourcing (KPO) and Information Technology (IT). Figure 2.9(b) shows how the algorithms perform

when applied on different type jobs (fixed-price (fp) versus hourly-rate (hr)). An interesting illus-

tration is that of Figure 2.4.4, which shows how the different approaches behave on different job

categories. For example, employers in software engineering jobs appear to provide more precise

feedback about the quality of workers they have collaborated with, whereas in sales and marketing

feedback ratings do not reflect the overall quality of workers as accurately.

Hybrid: WorkerRank and Explicit Reputation: In Figures 2.11(a) and 2.11(b) we

show how the hybrid approach performs at MAP and MAP@k: for k ∈ [1, 5], compared to the two
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approaches it combines; WorkerRank and explicit reputation. The hybrid model appears to slightly

improve WorkerRank, the best of two approaches, although the improvement is not as high as it was

in the comparison between implicit versus explicit reputation in Figures 2.6 and 2.7. It is interesting

to mention that in all cases the hybrid model improves WorkerRank and explicit feedback, except for

the hourly rate jobs and the Web Development category, where WorkerRank marginally outperforms

the hybrid model and significantly outperforms the explicit reputation model.

Finally, during rank aggregation which derives the hybrid model, we tested a few weight-

ing combinations to prioritize the influence of one of the two rankings (WorkerRank or explicit).

Equal weights on the two rankings appears to be the best combination that makes the hybrid model

behave optimally. The Figures shown for the hybrid model performance assume equal weight on

the two lists.

Skill-wise WorkerRank vs WorkerRank: In Figure 2.12 we show how skill-wise Work-

erRank performs at MAP compared to the plain WorkerRank approach. Since skills are available

for approximately 65% of the jobs, we use a subset of the dataset in this experiment. As mentioned

earlier, skill-wise WorkerRank produces specialized scores for workers, pertaining specifically to
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Table 2.5: Performance Improvement: Hybrid vs WorkerRank

WorkerRank Hybrid % Improvement
WR HB HB vs WR

MAP@1 0.14 0.15 +9.1%
MAP@3 0.23 0.24 +5.6%
MAP@5 0.26 0.27 +4.8%

MAP@Inf 0.32 0.35 +3.5%
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Figure 2.12: MAP in skill-wise WorkerRank

the skills that potential jobs require. The results show that ranking workers by skill-wise scores

is more accurate than ranking them based on the WorkerRank scores. In particular, the improve-

ment shown in the MAP Figure provides a better system to rank workers. However in certain cases

skill-wise scores do not appear experimentally to differ from WorkerRank scores. That is because

for several jobs a single skill is specified instead of a set of skills. This is one of the reasons why

skill scores do not add significant knowledge to our estimations about workers quality. We apply

logistic regression to combine skill-wise scores in a weighted fashion such that the intersection of

our knowledge about the ability of the workers on multiple scores is incorporated.
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2.5 Related Work

The problem tackled in this paper overlaps with four research fields; graph link analysis,

building online reputation systems, game competition match analysis and predicting high-quality

response in query-answering.

Graph link analysis research is related to our work, since we represent our data using a

bipartite graph and we perform link analysis to examine the job applications of workers along with

the respective employer feedback (edge weight). Several approaches have been proposed about

ranking graph nodes in a network, such as PageRank [51], [14] and HITS [38], while Donato et.

al. extend the study of HITS in [13] and Zhang et. al. in [65] study how PageRank and HITS

perform when applied on the Java forum domain. Finally, Mishra et.al. [47], and Lescovec et. al. in

[44] and [43] , present their node scoring methods with the presence of both positive and negative

edge weights. Note that in our approach we also implicitly make use of negative information about

applications, such as the “ignore”, “hire” and “reject” feedback responses by the employer. However

we only account for the relativity among different feedback labels, that is, who won over whom,

hence we do not face restrictions of edge positivity.

Research on online reputation systems is directly related to our work, as we build a repu-

tation system for workers in the labor marketplace, and we derive additional heuristic de-bias scores

for employers. In [3] and [2] Adler et.al. tackle the problem of measuring the quality of contribu-

tions in Wikipedia, while Tan et.al. expand on this problem in [58]. Kokkodis et.al. in [39] discuss

how to address data sparseness in building labor marketplace reputation systems. In [22], Del-

larocas summarizes online reputation mechanisms and challenges they face in terms of usage and

evaluation. What is more, Archack in [9] discusses how reputation challenges strategic behavior of
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contestants in the TopCoder marketplace, while Chen in [16] describes their de-biasing mechanism

for building a reputation system in a comments rating environment. TwitterRank [63] is another

reputation system which aims to build reputation scores such that they incorporate a measure of in-

fluence for the Twitter users. Finally, in our past approaches in [20] and [18], we discuss the usage

of link analysis using weighting schemes in order to build reputation systems.

It is interesting to reference a few game competition works such as the Elo method [26]

that we are using in our current approach in order to predict the expected hire probability of each

worker given our prior knowledge about their opponent’s performance and their own performance.

Elo is using a Bayesian update scheme to score chess game players based on past matches activity

and update their scores by their expected performance in future tournaments. Glickman in [29]

presents an improved approach, which keeps updating the mean and variance of the player scores

such that confidence information is also carried along with the player’s quality estimation. Methods

tackling further improvement of match updates are proposed, such as TrueSkill [32] which tackles

multi-player and multi-team challenges, while Nikolenko et.al. further improve TrueSkill’s chal-

lenges of multiway ties and variable team size. Finally, Sismanis in [56] proposes a re-visit on the

Elo method which incorporates tournament recency and other parameters in the tournament analysis

in order to avoid over-fitting of the player ratings.

Moreover, query answering methods are referenced since they tackle the challenge of

predicting quality of a response content such as question answers and social media content; that

challenge is similar to our work’s goal of predicting worker quality scores. Several approaches have

been proposed aiming to identify quality in social media content such as Agichtein et. al. [5] and

Bian et. al. [11]. Shah et.al. [55], Suryanto et.al. [57], Jurczyk et. al. [35] and Anderson et. al. [8]
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study quality of answers in question answering, while Tsaparas et.al. [59], study quality of online

review systems, such as in Yelp or Epinions. Finally, Chen et. al. [15] study de-biasing approaches

to set votes more informative in question-answering systems towards higher quality in answer and

expert ranking.

Finally, Kokkodis et al. [41] formulate the problem of hiring in work marketplaces as

a binary classification problem, where the target variable is the hiring decision. An informative

reputation mechanism like the one we present in this paper can be a very predictive signal in such

classifiers.

2.6 Conclusions

The results of our experiments show that WorkerRank improves ranking of candidates

compared to baseline approaches, since its reputation scores reflect worker quality more accurately.

What is more, WorkerRank solves the basic problems encountered in explicit reputation systems

(unreliable employer ratings, limited coverage of worker scores, cold start problem for new workers

with no history information). Our future work includes research on weighting schemes as discussed

in[20] and modeling implicit actions on the marketplace website.
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Part II

Reputation Systems in Advertising

Marketplaces
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Chapter 3

Auto-Segmentation: A Reputation Based

Algorithm for Audience Selection

Recommendations

3.1 Introduction

“Whom should I show my ad to?” This is the typical question that every advertiser has

to answer before starting a new advertising campaign [42]. The advertisers convey their audience

selection requirements with demand side platform (DSP) companies like Turn, Rocketfuel, or oth-

ers via boolean expression on user demographics, i.e., all males in California, or technographics,

i.e., all users that use the Chrome Web Browser. Then the DSPs handle the optimal targeting and

bidding on advertising opportunities within the audience space defined by the advertiser selection.

While the targeting and bidding processes are usually machine learning driven, audience selection
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is traditionally set manually by the advertisers. Advertisers come initially with certain rules based

on market research or past data; then they allow the campaigns to run and refine their audience

selection preferences according to the observed results.

Although the use of explicit boolean constraints ensures the advertiser control and trans-

parency in the audience selection, the “manual” setting part of the process is usually a source of

inefficient choices. While most advertisers research the market and they can adequately describe

the audience that are more likely to engage with their campaigns in words, they usually lack the data

or the skills to express their preferences as boolean expressions over user demographics and techno-

graphics [28]. For example, an advertiser may be aware that the users of interest are non-tech-savvy

individuals. However, he is probably unaware that a way to describe a superset of such users is by

selecting people that use an outdated version of the default browser in the operating system they use,

i.e., Internet Explorer on Windows or Safari on Mac. A suboptimal audience selection negatively

affects the success of an advertising campaign in various ways: an audience selection that is too

narrow may dramatically limit the reach of a campaign, while a very broad selection will make the

optimal bidding problem intractable.

Several attempts have been made to bridge the gap between the advertiser domain specific

knowledge and the language perceived by the advertiser systems. In most of them, the solutions

include the use of proprietary data such as user browsing behavior, search history or emails [10, 36,

7, 30, 61] and as such they can only be leveraged by companies that have access to such data. Even

if the access to the proprietary data was granted, these solutions would not be useful to advertisers

that want to retain control over the audience selection with transparent rules, since they usually

provide a black-box function that determine in a binary fashion whether a user belongs to the ad
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audience.

In this work we propose a mechanism for audience selection recommendations that uses

data that are typically avaiable to a DSP: ad impressions, user conversions and user demographic and

technographic data. The output of our method is binary expressions on user data that are transparent

and easy to communicate with advertisers. The basic components of our solution are a reputation

system that we build upon users and advertisers and decision tree learning on past user conversion

data.

The proposed reputation system uses link analysis on the bipartite graph between users

and advertisers and it yields: (a) an individual score per user that reflects the advertisers aggregated

belief about his targeting value, that is, whether the advertiser should target them or not, and (b) a

score per advertiser reflecting his targeting performance in identifying converters. Our reputation

system builds upon the HITS [38] algorithm, that considers a web page as an important hub if it

includes out-links to important authorities and considers a web page as important authority if is

has many in-links from important hubs. In our context, we are interested in finding how many

advertisers a user was targeted by, along with the advertiser’s quality measured by his success in

identifying converters in the given content category. The content taxonomy may introduce a level

of noise, which we partially address by removing fraud and taxonomy inconsistencies.

Given the reputation system, we derive audience selection rules by learning decision trees

on user historical conversion data. In the learning process we define the target variable to be pro-

portional to advertiser Return On Investment (ROI) and we use as features user data and repuation

scores. Figure 3.1 shows a decision tree that regresses on user demographic (age, gender, and more)

and technographic (operating system, browser type, net connection speed, and more) features. Our
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Figure 3.1: A sample regression tree. Example rule: region 6= ‘WI’ and country code = ‘UK’ and
os type = 6(mac), mean(ROI) = 3.27

method can also yield negative recommendation criteria, that is, which users the advertisers are

advised not to target.

In our experiments, we evaluate our proposed audience selection mechanism in a real-

world dataset provided by Turn. The results show that new advertisers that adopt our recommen-

dations can enjoy an increase of up to 450% in conversion rate compared to advertisers that stick

to their own rules. Advertisers with existing campaigns can also use our algorithm to refine their

audience selection preferences and identify segments that have up to 10x higher conversion rate

than the average of their campaigns. Finally, we show that advertisers can potentially increase the

conversion rates of their ads if they adopt our negative selection recommendations.

The remainder of the paper is organized as follows. In Section 3.2 we present the notation

and problem statement of this work. In Section 3.3 we describe the Auto-Segmentation algorithm,

our proposed algorithm for audience selection. In Section 3.4 we present a set of experiments which
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Table 3.1: Advertiser Categories

Category Subcategory 1 Subcategory 2
Telecommunications Wireless TV

Autos Cars Commerical Trucks

illustrate the effectiveness of our models over baselines. In Section 3.5 we describe related work in

audience selection and reputation systems. Finally, in Section 3.6 we conclude this study.

3.2 Notation and Problem Statement

We consider sets of line items L, advertisers A and users U . Each advertiser a ∈ A owns

one or more line items, denoted as la ∈ La ⊆ L, that he advertises to users. Advertisers belong

to a specific content category q ∈ Q, where Q is a set of categories that describes the content of

the advertiser’s business domain, such as autos or telecommunications. A sample of categories is

shown in table 3.1. In fact, advertisers are categorized across a taxonomy, but for the scope of this

work we consider the lowest level in the taxonomy as a distinct category. For example, if node

“credit cards” has two children, “loans” and “mortgages”, we consider the two categories, “credit

cards - loans” and ”credit cards - mortgages”.

Users click or view a line item; we define click and view functions:

c(u, l) = 1(user u clicked line item l), v(u, l) = 1(user u viewed line item l), where 1 is the indi-

cator function. We denote users who clicked line item l as Ul = {u ∈ U : c(u, l) = 1} and users

who viewed line item l with Vl = {u ∈ U : v(u, l) = 1}. Users perform actions after viewing

and clicking a line item, which may reflect product purchases, subscriptions, friend invitations, and

more. We denote number of actions of user u during time period dt after viewing/clicking ad of

line item l, as α(u, l, dt) ∈ N. Interesting quantities related to actions are the action rate, computed
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Table 3.2: User features

Field Domain Type
age [19,99] numeric

gender {male, female} nominal
oper.system {Windows, ..., Mac } nominal
browser type { Chrome, ..., Firefox } nominal

country {Albania,...,Zimbambwe } nominal

as percentage of a user’s actions over clicks or impressions, or the action density, computed as the

percentage of actions within a time period over the actions performed during a wider study period.

These are defined and used in Section 3.3.3 to describe segment feasibility and optimality. Note

that although time parameter is naturally involved in the actions definition, it is omitted from the

impression (view) and click definitions, for simplicity.

User features F are defined as functions of users, with f ∈ F and f : U → Df , where

df ∈ Df is a value in the domain of values Df for a particular feature f . Based on the feature,

Df = R if f = income, Df = [19, 99] if f = age, Df = {male, female} if f = gender, and so on.

Examples of features are shown in table 3.2.

Rule-set R is defined as the set of possible feature key-value pairs along with conjunctive

and disjunctive expressions of them. Keys are related with values with any of the comparison

operators op = {<,=, 6=, >,≤,≥} where applicable. Note that we use only the =, 6= operators for

nominal fields. Given the above, we define rule-sets as formulasR for which the following hold:

f ∈ F, df ∈ Df , ./ ∈ op→ f ./ df ∈ R

φ1, φ2 ∈ R → ¬φ1, φ1 ∨ φ2, φ1 ∧ φ2 ∈ R
(3.1)

Also, we consider P(U), powerset of users U , that is the set of all possible subsets of U . User

segment S ∈ P(U) is defined as the set of users described by rule r ∈ R: S = {u : r(u) = True}.

Reach of segment S with respect to a line item l ∈ L, is the size of the segment, that is, the number
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of users targeted for the line item’s campaign,

reach(S, l) = |Vl|u∈S = |{u ∈ S : v(u, l) = 1}| (3.2)

Return of a campaign is defined as the gain (campaign’s gross profit) from the investment minus

the cost of investment, as specified by the budget planned by the advertiser for a line item. Cost

of a campaign includes targeting cost, data cost and several other fees. Targeting cost refers to the

cost for reaching users, mainly through the Demand Side Platform (DSP) such as Turn, and the

publisher. Data cost pertains to the cost of consuming user feature data for targeting; since most of

the user attributes are offered by third-party providers, their availability incurs additional fees for the

advertiser. For simplicity, we do not provide further details about how these quantities are broken

down. In this work we consider CPA campaigns, where the advertiser pays for each observed user

action (the type of actions are specified by the advertiser).

Return on investment (ROI) function g : UL × L → R is defined on the set of line items

l ∈ L clicked by users u ∈ UL within a given study period,

g(u, l) =
return

cost
(3.3)

Note that in the above definition ROI is computed in user level, that is, return pertains to user action

gain. Also, g is a function of line items, users, and time; however in the scope of this paper we

assume that the time period of our study is fixed and the candidate audiences will not change during

the experiments.

Using the simplified expression, we consider the following problem. Given a history of

user activity, and a set of initial features about users, derive rules to describe user segments that

optimize return over cost, given that their reach size meets a minimum threshold. History data of
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activity involve a set of users (clickers UL =
⋃
l∈L Ul or viewers VL) targeted for a set of line

items L that are owned by one or more advertisers in A, along with the ROI of each user - line

item interaction, g(u, l), ∀u ∈ VL (or UL),∀l ∈ L. The input space granularity may be that of

an entire advertisers category q, in case we are interested in recommendations for a new line item

x /∈ L owned by advertiser in category q, or that of one or more campaigns of a particular advertiser.

The features data involve values f(u) ./ df ,∀f ∈ F, df ∈ Df , u ∈ UL, of demographic, techno-

graphic, and other features of users available from their behavior history. The rules to be derived

are described as rules r ∈ R that describe feasible segments of users Sr ⊆ U .

Although g takes values in R, ROI maximization is considered with respect to the maxi-

mum budget available for line item x, along with return in the case of bid win as specified by the

market with the current bid prices during the time of study. (Feasibility is defined in Section 3.3.3.)

With return on investment optimization, we aim at identifying segments of users who

have high probability of conversion (action) upon viewing x ’s ad. At the same time, we prioritize

large size segments such that reach is considerable for the advertiser. Finally, we introduce the

pass/fail testing of feasibility and negativity about segments, which reflects whether the segments

to recommend are meaningful for the advertiser. For example, an airline that flies only in Europe

would not be as interested to learn the best user segments in the US.

The optimization aims at satisfying three major priorities for advertisers; high ROI, high

user reach, and high confidence. The first two are discussed above. Confidence is regarded with

respect to reliability in prediction behind any targeting recommendation. That may evolve from the

number of examples used to learn our predictions, from the prediction accuracy itself, as well as

from the reputation quality of the examples being used. For example, if a user has converted in
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the past, was that a random occurrence, or was it a meaningful response that reflects longer term

human interest? Since at the moment of recommendation we have not seen the actual return for the

new line item x yet, the confidence component is captured by E[g(u, x)], the expectation about the

unobserved ROI for x. As we discuss in the algorithm Section, we address confidence by ensuring

considerable number of examples in the input, and by introducing a reputation system about users

and advertisers to capture reliability in the user interest and user targeting signals.

3.3 Auto-Segmentation

In our proposed approach, we devise an algorithm that derives a set of rules that describe

a set of optimal segments (in terms of user conversion) for the given input data. The applications of

Auto-Segmentation in this paper are a) campaign refinement and b) cold start. In the first case, the

goal is to produce refined user segments based on the advertisers existing segment selections, with

respect to user conversion; the input of the algorithm is the set of line items of a particular advertiser

along with his targeted user segments, the user features, and the ROI performance in each user-line

item relation. In the second case, the goal is to recommend rules that describe optimal segments

for a new campaign line item for which only business context is know, that is, information about its

type and content (for example, line item of an airlines company that flies in Europe); the input of the

algorithm is the new line item, the line items of advertisers in the same business category/taxonomy

of the new line item owner, along with the user segments selected by the relevant advertisers, user

features and ROI performance between user-line item.

In the first stage (steps 1 - 2), we look at the user preferences (line items clicked or to

which the user converted) along with the return on investment as an implicit indication about the
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interest strength of the user. We compute quality of these preferences using a reputation system that

is based on a weighted version of the HITS algorithm [38] that accounts for ROI-based weighting

along with popularity of items. Along with line item reputation, the reputation system also computes

a bias/reliability score for users, to reflect a measure of quality for their judgements / click decisions.

Overall, the reputation system is used to identify consistent and reliable responders to popular line

items in the category. In particular, we build a bipartite graph from the input elements and we run

the weighted HITS algorithm, wHITS, as described in Section 3.3.1.

In the second stage (step 3), we learn candidate user segments, by using weighted decision

trees on the input. User features are used as variables and value domains are used as possible split

points, while the target is set as the user-line item level ROI, weighted by the crowd computed

reputation and reliability scores. Tree decision learns the distribution of the weighted ROI success

metric as a function of the user features; then the highest metric score leaves are used as candidate

segments for recommendation. The decision tree algorithm DecTree is a variation of the CART

[31] algorithm, as described in Section 3.3.2.

In the third stage (steps 4 - 5), we apply segment selection out of the suggested candidate

segments from the second stage. Candidate segments are filtered by an optimality function that

determines segment performance in terms of the used success metric (such as conversion rate). In

addition, negative recommendations are derived in this stage, where segments advised not to target

are provided as well. SelectSegments is described by Algorithm 6 in Section 3.3.3.

3.3.1 User Reputation

In the first stage, we create a reputation system that estimates the quality of the items

preferred by users, on top of which items they prefer, to improve accuracy in representing user
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Algorithm 3 Auto-Segmentation
Input: Advertisers A, line items L, users UL, ROI g(UL, L), features f(U) ./ df , [new line item

x /∈ L in cold start case]

Output: Rules {r ∈ R}, segments {Sr} [for new line item x]

1: G = (U,L,E)← build graph from A,L,UL, g(U,L)

2: z(U), b(L)← wHITS(G) . Reputation

3: {si} ← DecTree(U, [f(U) ./ df and z(U), b(L)], g(U,L)) . Candidate Rules Extraction

4: {sbest} ← SelectSegments({si}) . Segment Selection

5: return sbest

interest. A signal about a converter’s reliability comes from the user’s target activity. Activity is

allowed for with respect to, at what frequency does the user respond (popularity) when targeted, and

what is the gain obtained for the advertiser (ROI) from the user’s response. Since in this work we

account for ROI with focus on CPA campaigns, gain refers to user actions. To derive a conversion

reliability score for the users, we make use of the above signal as follows.

We devise a link analysis algorithm on a graph that connects users with their clicked line

items, owned by a set of advertisers. An edge between a user and a line item holds the informa-

tion that the corresponding advertiser targeted that user and the information of whether the user

responded, along with his interest strength. The latter is measured by the total return from the re-

sponse over to the total cost for the advertiser targeting this user. We use the ROI weight on the edge

also to cover the information about the targeting value of the advertiser. Then we apply a mutual

recursion computation of scores between line items and users as shown in steps 4 - 5 of Algorithm 4.

That recursion attributes to the user not only the number of his clicked line items weighed by the

ROI that followed from the corresponding actions; it also attributes to the user the quality of the line
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Figure 3.2: Reputation Bipartite Graph between users and advertisers

items that he chose, in terms of their popularity. If a line item was chosen by many users, that indi-

cates that the ad was successful, and also that the targeting was successful, that is the right people

were reached for a product of their interest. If, in addition, the total ROI for the related actions of

those clickers was high, including the original user, that validates the monetary gain from the line

item - user targeting relation.

Formally, we consider bipartite graph G = (L,UL, E), as shown in Figure 3.2, where L

is the set of line item nodes owned by advertisers A within category q, UL is the set of user nodes,

for users who clicked or viewed the line items in L, and E is the set of edges between L and U ,

denoting the targeting relation between them; an edge e = (l, u) exists if user u clicked on line item

l posted by an advertiser a ∈ A. Each edge is accompanied with a weight that characterizes the

success of the targeting relation, measured by the ROI of the action following the click, g(u, l).

We run wHITS, a weighted version of the HITS algorithm [38] where we update the

scores of each node by the linked nodes scores weighted by the ROI relation between line item and
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user nodes. In particular, if a user has clicked on a line item and that click was followed by an

action, the degree of success for that action measured for the advertiser is taken into account. In this

way, the scores of user nodes reflect not only the user’s activity popularity, that is how many line

items they clicked on, but also the value of their click as measured by the advertiser. In the long run,

a user with high score ends up representing a reliable converter, that is, whose clicks and actions

are rather not random events but they imply true interest in the line items clicked. At the same time,

a line item with high score represents a popular component of the targeting value of its advertiser.

Note that convergence is quaranteed as the quantities in steps 4, 5 are positive [38].

Algorithm 4 wHITS
Input: G = (L,UL, E)

Output: Reputation scores z(u), ∀u ∈ UL, b(l), ∀l ∈ L

1: Initialize z(u) = 1, ∀u ∈ UL; b(l) = 1, ∀l ∈ L

2: repeat

3: for u ∈ UL, l ∈ L do

4: z(u) += g(u, l) · b(l)

5: b(l) += z(u)

6: end for

7: Normalize z(u), ∀u ∈ UL and b(l), ∀l ∈ L

8: until convergence

3.3.2 Rule Extraction

In the second stage of the algorithm, we learn candidate user segments for the given input,

by using weighted decision trees. In particular, we build a decision tree based on a variation of the
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CART algorithm [31] using as features the user demographic, technographic and behavioral features

along with the computed reputation and reliability scores of users and line items from the previous

stage, obtained from Algorithm 4.

In traditional CART, for different feature-value pairs we successively split the user space

into two partitions, aiming for optimal splitting at each level. Optimal split is considered in terms

of node impurity computed by the error on the average ROI of the ads clicked by the users in each

partition. Then we iterate until a minimum number of samples is left on each sub-region. Below

we show our varied version of the algorithm, with the addition of weights in the splitting process.

We consider set of users u ∈ U as the set of inputs, and user features f ∈ F as the set of variables

with splitting points df . We also add reputation scores of line items and reliability scores of users

as new features whose domain of splitting points is the range of scores computed from Algorithm 4.

We also consider response variable γ(u), where γ(u) is the average ROI of the ads that user u has

clicked on.

γ(u) = avg
l:c(u,l)=1

[g(u, l)] (3.4)

Then, for each splitting variable f and split point d, we consider regionsR1(f, d) = {u : f(u) ≤ d}

and R2(f, d) = {u : f(u) > d}, if f is numeric, or R1(f, d) = {u : f(u) = d} and R2(f, d) =

{u : f(u) 6= d}, if f is nominal. We select the best 〈f ′, d′〉 pair for which:

(f ′, d′) = argmin
f,d

 ∑
u∈R1(f,d)

(γ(u)− γ̄(R1(f, d)))2

+
∑

u∈R2(f,d)

(γ(u)− γ̄(R2(f, d)))2

 (3.5)

In the above expression, we set c1 = γ̄(u) and c2 = γ̄(u) and we use γ(u) which reflects

the weights of the line items, b(l), ∀l ∈ L. The process is repeated until a minimal number of
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samples is reached on each of the sub-regions.

To give an example of splitting across user features, consider pair 〈age, 35〉, which divides

the space of users into users whose age is less than 35 (class k1 of 19-34 year old users) and

users with age equal to or higher than 35 (class k2 of 35-99 year old users). In an ideal scenario,

region R1 would contain users with total γ = 0, while R2 would contain users with total γ =

100, assuming that the max value or ROI is 100. That would split the users in pure nodes of low

and high ROI values, which would easily suggest candidate region R2 as a segment to consider

for recommendation. Such a performance depends on the data though, hence extracting top ROI

segments from the tree regressor does not suffice to represent suitable segments. In Section 3.3.3 we

describe our approach for selecting segments to recommend in a personalized way for advertisers.

A benefit from using regression trees in the above model is the fact that trees automatically

yield segments where high ROI is concentrated across the multiple user selections that the advertis-

ers in category q have made. In particular, the best performance leaf nodes become good segment

candidates among which we can select recommendations for the new ad, x. What is more, the struc-

ture of trees automatically yields the rule sets to describe the users of the suggested segments, by

taking one or more paths across its nodes. For example, a candidate rule set in the example shown in

Figure 3.1 would be region 6= ’WI’ and country code = ’UK’ and os type = 6 (Mac). A single path

in the tree consists of feature-value pairs related with conjunction (and), as in the example, while

multiple tree paths may be combined in a disjunction (or) relation to broaden the users included for

the recommended targeting.
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Algorithm 5 DecTree
Input: U, f(U) ./ df , g(U,L), z(U), b(L)

Output: Candidate user segments {si}

1: for all u ∈ U do Compute γ(u) according to Equation 3.4

2: end for . Average user ROI

3: for all (splitting variables f , splitting points df ) do

4: Find (f ′, d′) that minimizes Equation 3.5

5: end for

6: R1, R2 ← Divide user space in 2 regions according to (f ′, d′)

7: {slft} ← DecTree(R1, f(R1) ./ df , g(R1, L), z(R1), b(L))

8: {srgt} ← DecTree(R2, f(R2) ./ df , g(R2, L), z(R2), b(L))

9: if |R1| ≤ min samples then return slft

10: end if

11: if |R2| ≤ min samples then return srgt

12: end if
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Boosting for Feature Selection

The set of features under consideration for producing rules for optimal segments play an

important role. Trees are powerful in representing the structure of the data and supporting complex

functions, however their predictive power is limited. In order to derive a high accuracy model that

recommends reliable targeting rules, we learn a set of gradient boosting tree models on a set of data

partitions. Boosting trees yield optimal predictive accuracy by training multiple single tree weak

predictors and aggregating single predictions for best performance. Then, from all boosted trees

we retain feature importances computed based on the Gini index. Finally, to produce a single rule

set which reflects the contribution of each user attribute to targeting, we build a single decision tree

on the input features indicated by the boosted models. The prediction accuracy of the final tree is

improved, while we also obtain the corresponding rules for the user targeting.

3.3.3 Segment Selection

In this section we describe our approach for selecting segments out of the pool of candi-

date segments derived from the decision tree model. Usually advertisers determine their targeting

based on two criteria; user response and hard constraints. The performance criterion dominates

the literature interest, where the probability of user response is studied. The second criterion per-

tains to custom hard constraints set by the advertisers to achieve brand advertising or for individual

campaign interest goals. For example, a European airline company may always want to target all

Europeans even if 90% of their ad responses come only from UK citizens. Although hard constraints

are not easy to describe, unless specifically specified by the advertiser, they could be studied, for

example, by looking at common targeted users across several line items of an advertiser. In this
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work, our goal is to recommend segments with optimal expected response performance, leaving

hard constraints as secondary priority. First, we describe the criteria that determine feasibility and

optimality of segments, and next we propose a method to recommend both which segments to in-

clude in targeting based on these criteria, and which segments to exclude from targeting that the

advertiser is probably already using.

Segment Feasibility

With user segment feasibility, we aim to capture a confidence level about the recom-

mended users response expectation. We set two main criteria to define feasibility; segment applica-

bility and user activity.

First, segment recommendation has to be applicable in the advertiser’s domain; for ex-

ample, recommending a truly high response segment of US users to an airline company that flies

only in Europe is not very meaningful, as the expectation is that these users will depart from/land

in the US. Hence the European company would only be interested in case it had an alliance with

some US-flying airline that extends its network. To address applicability, we prioritize segments

which overlap to some extent with the existing targeting selections of the advertiser. Note that our

focus is in adjusting the targeted population of an advertiser towards best performance, rather than

extending it with similar audiences. Second, the time parameter is important for recommending

segments. For example, a user who recently booked an airline ticket, will probably not be interested

in buying another one to the same destination within the next months. Hence, usually active users

with long inactivity by the study time, are more eligible to get recommended as they are expected

to respond relatively soon. We define feasibility as follows:
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Definition feasible(s,l): Segment s ⊆ U that is candidate for recommendation at time t to advertiser

a who posted line item l and had past targeted user segments sa ∈ Sa ⊆ P(U), is called feasible, if

s
⋂
{sa} 6= ∅, and

∑
u∈s α(u,l,[t−σ,t])∑
u∈s α(u,l,[0,t])

≤ ε, given that reach(sa) > η and reach(s) > η, for η ∈ N,

ε ∈ [0, 1], σ ∈ [0, t] constant parameters.

Feasibility of segment s with respect to line item l is defined as the indicator function with condi-

tion feasible(s, l), according to the above definition. Note that
∑

u∈s α(u,l,[t−σ,t])∑
u∈s α(u,l,[0,t])

represents action

density with regards to line item l within time period [t− σ, t]. Also, η is determined by the traffic

observed within the category of the advertiser, and σ represents the level of recency under study. The

recency threshold is determined by the line items content; for example, recency in airline tickets may

refer to months, while recency in autos may refer to years. Also note that feasibility partially covers

the advertisers hard constraints, along with user response performance, since the overlap with past

defined segments entails some confidence about the advertisers interest in the recommended users.

Unfortunately, it is very hard to extract or simulate the hard constraints of the advertisers targeting

and use them for extensive feasibility testing, since this data is not provided by the advertiser nor

any other party.

Segment Quality

With user segment quality we aim to capture the quality of recommendation, with regards

to the expected user response. In particular, we regard quality segments as those which include

the users that are expected to show the highest response among all the clickers or viewers of the

advertiser’s line item ads. Formally, we use the following definition:
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Definition quality(s,l): Segment s ⊆ U that is candidate for recommendation at time t to advertiser

awho posted line item l and had past targeted user segments sa ∈ Sa ⊆ P(U), is a quality segment,

if E[cta(s)] > avg sa∈Sa
E[cta(sa)] and

∑
u∈s α(u, l, [0, t]) ≥ ζ, given that reach(sa) > η and

reach(s) > η, for η ∈ N, ζ ∈ N, constant parameters.

Quality of segment s with respect to line item l is defined as the indicator function with condition

quality(s, l), according to the above definition. Note that E[cta(s)] reflects the expected action

conversion rate (known as Click-Through-Action) of segment s, that is the ratio of actions over

clicks by the time of recommendation, t, cta(s) =
∑

u∈s α(u,l,[0,t])∑
u∈s c(u,l,[0,t])

. Parameter η is determined by

the traffic observed within the category of the advertiser. Parameter ζ reflects action frequency as an

infimum of actions that must be observed from the recommended users by the time of recommenda-

tion t. Again, the frequency threshold is determined by the content of the line items in the category;

for example, frequency in airline tickets may refer to dozens, while frequency in bath products may

refer to hundreds. Quality covers response performance, however hard constraints may not be cov-

ered; for example, in case the advertiser includes some users for brand advertising, the conversion

rate within those users sub-segment is not expected to be high.

Who not to target

Along with recommending which users to target (”good” segments), it would be of great

value to the advertiser to get an insight also about which users to stop targeting (”bad” segments).

It is often useful to know which user segments perform worse than the average selections within

an advertiser’s target groups, or within the category’s overall target population, so that future cam-

paigns can be adjusted towards higher conversion. In our context, ”bad” user segments reflect users
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who constantly do not respond to ads of that particular advertiser, or to ads of line items in the

advertiser’s category (for instance, autos line items). Hence, since our recommendation mainly op-

timizes user response performance, we tackle negative recommendations from that perspective. The

advertiser may find negative targeting recommendations useful, or they may choose not to remove

any targeted users as those may correspond to users that satisfy the advertiser’s hard constraints. For

example, if New Zealand local population do not respond to airline offers of a company that flies to

New Zealand, the company may always want to be targeting that population, with the expectation

that when they choose to travel, they will prefer that airline.

In this section we study quality of segments in category level, that is which segments

perform worse among users targeted within a given category, or in advertiser level, that is which

segments perform worse among users targeted by an individual advertiser. In the former case, we

propose negative recommendation rules 3.3.1 and 3.3.2 and in the latter case we propose rule 3.3.3.

In both cases the recommendation is applied on the last stage of our algorithm. Consider set of users

S who have clicked on line items of category q in the past, owned by n advertisers a ∈ A. Also

consider segments sa ⊆ P(S) that the advertisers have targeted in the past. For new advertiser in

the category (that is, who has not targeted users in S yet) who wants to find which users not to target

for a new line item campaign, choose ”bad” segments among m candidate segments si, 1 ≤ i ≤ m,

based on the following recommendations:

Recommendation 3.3.1 (Category-wise) Do not target si, if cr(si) < cr(S).

Recommendation 3.3.2 (Category-wise) Do not target si, if cr(si) < avg 1≤j≤n cr(saj ).

For advertiser in the category who has targeted users from S in the past and who wants to find

which users not to target for a new line item campaign, choose ”bad” segments among m candidate
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segments si, 1 ≤ i ≤ m, based on the following recommendations:

Recommendation 3.3.3 (Advertiser-wise) Do not target si, if sa ∩ si 6= ∅ and cr(si) < cr(sa).

Note that most often, advertiser a creates more than one segments, however for sim-

plicity and without loss of generality, we use sa to denote any segment created by advertiser a.

Finally, along with ”bad” segments definition, we also consider confidence level for the negative

recommendation, based on the ratio of the conversion rates under comparison in each of the above

recommendations.

Algorithm 6 SelectSegments
Input: Line item x, candidate segments {si}

Output: Best user segment sbest for x

1: for all segments si ∈ {si} do

2: λ(si)← feasible(si, x)

3: µ(si)← quality(si, x)

4: ν(si)← if any of the recommendations 3.3.1, 3.3.2, 3.3.3 is True

5: end for

6: return sbest = argmaxsi λ(si) · µ(si) · (1− ν(si))

3.4 Experiments

In this section, our goal is to show that the proposed Auto-Segmentation algorithm solves

the advertisers’ cold start problem and that its solution for the campaign refinement problem outper-

forms baseline approaches. First, we show how our segment recommendations solve the cold start

problem of new campaigns for which only their business context is known (such as their content cat-
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egory or taxonomy) by deriving better performing segments based on a category-wide input dataset,

as opposed to advertisers original selections. Second, to test how auto-segmentation contributes to

campaign refinement via automatic rule derivation, we compute conversion rates of three types of

segments; baseline segments defined by the original advertiser’s selections for a campaign, segments

recommended by our basic model computed on the campaign’s data, and segments recommended

by our reputation-based model on the same data. The basic version of our model implements steps 3

to 5 of algorithm 3, using only basic features about users (demographic, techno-graphic and behav-

ioral), which mainly describe his online past behavior. The reputation system based version of our

model implements the entire algorithm and includes reputation and reliability scores as new fea-

tures for the rule extraction. These scores represent the signal about advertiser’s user targeting; their

contribution shows the value of integrating advertiser with user oriented signals. Finally, we show

how negative recommendations benefit targeting in an offline training-testing experiment. Knowing

which users not to target within a candidate segment saves investment, time and data cost resources

for the advertiser.

3.4.1 Dataset and Metrics

In our experiments we use a dataset that corresponds to 15 days of data obtained from

Turn Inc. After removing click fraud using external vendors and internal methods, the dataset

includes 660M impressions, 170M distinct users, 7.5K line items, 150 advertiser categories, 1M

actions. We use 20 organic user features, including demographic, locale, technographic (such as

operating system and browser), and behavioral features (such as sites visited) and we use return on

investment (ROI) as target. Table 3.3 shows the feature importances computed as the (normalized)

total reduction of the mean squared error node split criterion across the tree nodes that is brought
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Table 3.3: Feature importances across categories

Category Features (Importances)
airlines region:MA (0.12), region:FL (0.09), city:Buffalo (0.08)
autos os type:6 (0.3), os type:4 (0.15), age(0.07)

bath prod. age (0.17), browser type:4 (0.12), gender (0.10)
hotels age (0.19), country code: US (0.15), region:CA (0.05)

insurance os type:1 (0.13), browser type:3 (0.08), age (0.07)
fem. clothing os version:7 (0.15), age(0.12), city: Philadelphia (0.05)

by that feature (Gini importance). A general observation is that of different attribute importances

across different advertiser categories. For example, for category female clothing, age appears to be

the most important feature, while for category autos, operating system and age appear as the most

important features.

To measure the performance of segmentation, we use a custom conversion metric for each

segment defined as

cr(s) =

∑
u∈s γ(u) · 1(γ(u) > 1)∑

u∈s γ(u)
(3.6)

where 1() is the indicator function. The above expression captures the percentage of impressions

in which the return on investment is positive over all impressions. Positive return on investment

occurs when the total return from an advertiser’s investment on an ad for a particular line item, is

(equal or) greater than the total cost that the advertiser had to pay based on the type of his campaign

for advertising the product. The most common types of campaigns are the per action payment

basis, and the per click payment basis. In the current study we only account for the former. The

intuition behind defining the above custom conversion rate lays on the fact that the actual gain

for the advertiser occurs only when the user actually converts to an advertised product, either by

signing up or purchasing or providing data such as in survey ads. In the current study our goal is

to optimize user engagement. Other types of advertising, such as brand advertising, would require
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other approaches for testing.

3.4.2 Cold Start

Advertisers manually select an initial audience for a new campaign, based on their first

estimations about user interest (plan phase). Then they start the campaign (execute phase) and after

observing user behavior for a short time, they refine targeting based on recent activity high response

groups (analyze phase). They repeat this process in several iterations until their targeting achieves

the desired performance in terms of return on investment. Since that costs investment expenses

and time, in this experiment we show how Auto-Segmentation provides audience recommendations

which outperform the average expected performance of targeting selected in the cold start of a new

campaign.

For a given advertiser category, such as ”autos”, we collect all advertisers campaigns

and we run the Auto-Segmentation algorithm on the input of user activity; on the output segments

we compute conversion and we compare it against conversion of the original segments targeted

across the line items owned by advertisers in the category. In Figure 3.3 we show the percentage of

average conversion rate improvement by the suggested segments versus the average conversion rate

of original segments selected by advertisers within a particular period. We illustrate the results for

several categories. Note that for the baseline we use the mean conversion rate of existing segments

within a 15-day period, assuming that this represents the expected performance of a new campaign

targeting in cold start. Both for anonymity but also because early targeting data availability is limited

for most categories, we approach early segment performance by using the average performance of

the segments. We notice that the recommended segments outperform the original segmentation

selections for all categories.
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Figure 3.3: Cold Start
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3.4.3 Campaign Refinement

To show the quality of Auto-Segmentation recommended segments, we compare their

conversion rates against rates on segments originally selected by advertisers. In particular, we split

user data into training and testing sets; then we learn segments based on the training data and we

compute conversion of the testing population that corresponds to each segment. Along with each

segment’s conversion rate, we also compute its reach, that is, the amount of users reached when each

segment is targeted. Since advertisers are particularly interested in reach along with conversion,

we compute conversion rate performance as reach is being increased, by taking weighted average

of reach × cr across segments, described in the following: First, we sort the M recommended

segments s1, s2, . . . , sM by decreasing conversion rate, that is, cr(s1) > cr(s2) > . . . cr(sM ).

Then to find conversion rate cr(N) of the first N users reached, we take the segment sn in which

users fall. We find the n − th segment sn by n = argn{(
∑n

i=1 si) < N}. Then we compute the

weighted average:

[
∑n−1

i=1 cr(si) · reach(si)] + [cr(sn) · (N −
∑n−1

i=1 reach(si))]

N

where N is the number of users reached

We choose a popular advertiser (we keep their information anonymous for privacy), and

we run AutoSegmentation on one of his campaign’s data, that is 650K impressions for a 15 day-

long period. About 4K impressions have γ(u) > 1 for users u ∈ U , which means that the return on

investment is greater than the total cost for the advertiser. Our algorithm runs with this campaign’s

data as input, and it produces a set of sub-segments with optimal conversion performance. In order

to show the value of using advertiser reputation and user reliability scores as features during rule

extraction, we show the performance of both our reputation model, that is, including the scores
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among the features (named as ”reputation” in the plot), and the performance of our model using

only the basic demographic, techno-graphic and behavioral features (named as ”basic-model” in the

plot).

We compare the model segments against the segments originally formed by the advertiser

and we display our results in Figure 3.4. Figure 3.4 illustrates the performance of cr(N) as reach

N increases (log scale figure shown in Figure 3.4). Note that in these figures, reach and conversion

are computed on the entire data-set of impressions of users, that is all viewers, clickers and action

takers are included. We notice that for the first 1, 000 users reached, the conversion rate of the

recommended segments ranges between 0.15 and 0.24 for our basic model and between 0.32 and

0.5 for the reputation model, while for the next 24, 000 users it ranges between 0.08 and 0.25 for

the basic model and between 0.22 and 0.5 for the reputation model. The rates of the next 500, 000

users vary between 0.01 and 0.05. On the other hand, the advertiser’s original segments do not

reach higher conversion rate than 0.025 for the entire population of users targeted in this campaign.

These results show that our model improves conversion significantly for the users targeted. Similar

results are extracted when this experiment is performed in other campaigns.

3.4.4 Negative Recommendations Contribution

Besides recommending which users to target it is also useful to denote which users is

not advisable to target, since they are not expected to convert. In this experiment we learn ”bad”

segments, that is segments with low conversion rates, on a training set of line items, and we recom-

mend that advertisers do not target these users in a testing set of line items. Then we compare the

conversion performance of the original segments as selected by the advertisers, against conversion

performance as it would be if the ”bad” users suggested by the negative recommendations were
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removed. The results in Figure 3.5 show that the rates are improved by 7% on average across the

segments.

3.5 Related Work

The current work mainly overlaps with two areas of related work; audience selection and

reputation systems.

In audience selection, Pandey et.al. [52] present a description of targeting approaches

and how focusing on conversion instead of clicks benefits targeting quality in behavioral targeting.
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According to them, in audience selection related work, the three typical approaches for identifying

the best users to target (ad targeting) are property targeting, user-segment targeting and behavioral

targeting (BT). In property targeting, users expected to visit a particular page are targeted with the

placement of particular ads on that page. In user-segment targeting user with common demographic

features are targeted, such as age and gender, such that a meaningful user group is defined (young

adults, for instance). In BT, users past history of online behavior is examined, including search

queries, email responses, and browsing activities and users highly probable to convert are then tar-

geted. In the first two cases groups of users are formed, while in BT users are targeted in individual

level. Tyler et.al. [61] solve audience selection as a ranked retrieval problem. Fuxman et. al. [28]

present an audience selection method that focuses on modeling user interests to infer targeting. Ar-

chak et.al. [10] describe ad factors based aggregation of user information that the advertiser can use

to extract deeper insights about the effects of their ads. Bilenko et. al. [12] present a user personal-

ized advertising model that build a user profile under the user’s privacy control. Provost et. al. [54]

suggest extracting quasi-social networks from browser behavior on user-generated content sites, for

the purpose of finding good audiences for brand advertising. Kanagal et.al. [36] propose a focused

matrix factorization model to learn user preferences towards specific campaign products, while also

exploiting information about related products. Also, Aly et. al. [7] build a web-scale user modeling

platform for optimizing display advertising targeting. Finally, Grbovich et. al. identify users to

target based on advertisers expectation about user behavior using (manually defined rules [30].

Research on reputation systems is related to our work, as we build a reputation system for

advertisers, and we derive reliability scores for users. In reputation systems, several works propose

systems that represent the quality of the involved parts and methods to compute reputation scores
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along with bias. In [19] and [20], Daltayanni et. al. propose WorkerRank, a reputation system to

score workers and employers in an online labor marketplace. This work is also based on bipartite

relations, similar to the approach in the current study. In [39] and [40], Kokkodis et. al. address

data sparseness in building reputation systems in labor marketplaces. In [63], Weng et. al. build

reputation scores such that they represent an influence measure for Twitter users. In [16], Chen

et. al. discuss how to de-bias reputation in a comments rating environment. Finally, the works

of Adler et. al. in [2] and [3] study reputation in the Wikipedia environment and they achieve to

measure the quality of contributions. We also make a reference to recommender system works such

as that of Adomavicius [4] who gives an overview of traditional recommender systems algorithms

and categorizes them in content-based, collaborative, heuristic-based, model-based, or hybrid.

3.6 Conclusions

Audience selection is a hard problem that advertisers usually do not have enough data to

solve; the available user behavior data is too large and too sparse and there are not enough infor-

mative signals to use in order to constrain the user space and select the best users suitable for an

advertising campaign. In this study, we showed how a DSP that has data from many advertisers

and users can help advertisers solve the above problem. We proposed Auto-Segmentation, a novel

approach to combine the signals that we take from users and advertisers, using them within the

context of a reputation system to automate user segmentation. We showed experimentally how we

can use auto-segmentation for audience selection; first, we showed how it contributes to recom-

mending segments of optimal conversion to new advertisers, significantly improving by 40− 450%

the performance for new campaigns that face the cold start problem. Second, we showed how the
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recommended segments can replace the existing ones thus contributing to refining the advertisers’

campaigns and achieving better conversion rates. In our next steps we would explore how to use the

advertiser targeting signal for other advertising problems such as bidding optimization.
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Chapter 4

Conclusions & Future Work

4.1 Conclusions

The social evolution of the Web has paved the way for the introduction of a new generation

of reputation systems that can leverage the unprecedented scale of ratings and reviews that are

generated on a daily basis. While a decade ago, the opinions of a handful of friends were sufficient

for the selection of a dining venue, users today feel confident about the quality of a restaurant only if

its reputation is validated by a multitude of trusted users/reviewers. The magnitude of the available

data has created new opportunities for reputation systems. For example, noisy signals that offer

negligible information at a small scale can now be aggregated to provide valuable insights. At the

same time dealing with ratings on a scale pose challenges to existing reputation algorithms. For

example, while dishonest raters that occur 0.1% of the time can be safely ignored by a small scale

reputation system, they can possibly represent millions of raters in a large-scale reputation system

which subsequently requires for their behaviors to be modeled.

In this thesis we presented large-scale reputation systems for two different types of mar-
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ketplaces. In Chapter 2 we introduced WorkerRank for labor marketplaces, a novel reputation sys-

tem that scores workers by aggregating implicit judgements from employers. In a massive online

labor marketplace the WorkerRank score plays the role of the word-of-mouth reputation of a worker

in a small professional environment. In Chapter 3 we presented how to model the user responses to

displayed ads as ratings in the context of a reputation system. Such responses are usually quite rare,

since they happen in 0.01% of ad impressions. Despite the small response rate, the ads have tangible

impact since the number of ad impressions can range from multiple millions to multiple billions. We

then showed how to use the reputation system as part of Auto-Segmentation, an audience selection

recommendation algorithm for advertisers.

In both types of marketplaces, the reputation systems that we presented improved the

decision process of their users. In the case of labor marketplaces, the ultimate user of the worker

reputation scores is an employer who is in the process of making a hiring decision among various

workers that have expressed interest in his job posting. Our experiments with a real-world dataset

from oDesk shows that our reputation system can improve the hiring prediction accuracy by 2 to

5 times when compared to the star rating system that is currently used in this marketplace. In the

case of the advertising marketplaces, we employ the developed reputation system in our framework

for audience selection recommendations. The user advertising scores improve the accuracy of our

proposed targeting approach two-fold versus the approach without reputation scores.

Our experimental results throughout this thesis demonstrate the scalability of the proposed

algorithms. In addition to asymptotic time analysis and applications to synthetic data, we showcase

the effectiveness of our algorithms to real-world problems. In case of oDesk.com, we applied

our reputation system to an application graph between employers and workers that has millions
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of nodes and tens of millions edges. We did not make a comparison of the performance of our

reputation system versus some baseline, but versus the existing star ratings system that is used in the

marketplace. In the case of Turn, we trained the audience selection recommendation algorithm on a

dataset with billions of ad impressions and millions of clicks. Finally, we compared the performance

of our recommendations to the audience selections that were made by real advertisers.

4.2 Future Work

Our thesis has laid the foundations for several directions of future work. In particular,

various ideas that we propose as part of WorkerRank can be applied to other domains. For example,

the use of implicit signals that a user provides as part of his evaluation process is also relevant

in other domains such as the evaluation of search results. While workers compete to get hired in

a particular job, search results “compete” to draw the user’s attention and satisfy his information

need. In the same way that the hiring of a particular worker can provide us with information about

his relative superiority to other applicants, the click on a certain search result conveys information

about its relevance with respect to the rest of the results. In the future we plan to study a reputation

system of searchers and web pages by considering the interaction with the search results as ratings.

We are also interested in studying how the use of reputation systems like WorkerRank can

affect the application behavior of workers. Currently, workers tend to apply to as many jobs as time

permits to maximize the chance of getting hired or receiving multiple offers. In a real life situation

where they are aware that applications that receive unfavorable treatment may negatively affect their

reputation scores, they would probably be more careful about where they apply. We are interested

in studying the problem in game theoretic context where rational workers pick the jobs to apply not
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only to maximize their probability of getting hired, but also to avoid the risk of doing harm to their

reputation scores.

Finally, there is interesting follow-up applications to the work we have presented for ad-

vertising marketplaces. Audience selection is only the first step in the advertising process and in

this thesis we showed how to improve its accuracy by using the advertisers/users reputation system.

In the future we plan to use the reputation scores we find as features in the models that perform

real-time bidding and quantify the possible impact there. Given the results we have in audience

selection, we expect that the bidding process can also benefit from our approach.
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