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1.  Introduction
One of the most powerful long-term drivers of seawater chemistry and global climate is chemical exchange 
in mid-ocean ridge (MOR) hydrothermal systems (Berner, 1991; Holland, 1984). Both experimental and field 
observations demonstrate that hydrothermal circulation results in a chemical flux to and from the oceans from 
altered basalt and diabase. Subseafloor reactions at elevated temperatures remove Mg and SO4 from seawater, 
fixing them in secondary minerals within the crust, and release Ca and Sr from basalt (Elderfield & Schultz, 1996; 
Seyfried,  1987; Seyfried & Bischoff,  1979; Staudigel,  2003; Wheat & Mottl,  2000; Wolery & Sleep,  1976). 
In addition to the enhanced transport of transition metals that characterize “black smoker” fluids, associ-
ated chemical exchange modifies S, O, and Sr isotope ratios (Bickle & Teagle, 1992; Butterfield et al., 2001; 
Gregory,  2003; Hess et  al.,  1991; Muelenbachs,  1998; Muelenbachs et  al.,  2003; Palmer & Edmond,  1989; 
Seyfried & Shanks, 2004). Slow changes in the chemical fluxes in MOR systems over tens of millions of years 
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for flow mainly in fractures, and can reproduce many of the key aspects of seafloor vent fluid chemistry and 
the altered rocks found in ophiolites. Sr isotopes are also tracked. There are several key issues that must be 
addressed in constructing such models, and many of these are described in detail. The model parameters 
are calibrated against modern seafloor hydrothermal systems and then used to predict how the geochemical 
processes, including Sr isotope exchange, would be affected by changing seawater chemical composition, as is 
likely to be the case for Cretaceous, Paleozoic and Precambrian oceans. The simulations presented are viewed 
as a first step in building a more complete simulation capability for MOR hydrothermal systems to better 
understand their role in Earth evolution.

DEPAOLO ET AL.

© 2022 The Authors.
This is an open access article under 
the terms of the Creative Commons 
Attribution-NonCommercial License, 
which permits use, distribution and 
reproduction in any medium, provided the 
original work is properly cited and is not 
used for commercial purposes.

Thermo-Hydro-Chemical Simulation of Mid-Ocean Ridge 
Hydrothermal Systems: Static 2D Models and Effects of 
Paleo-Seawater Chemistry
Donald J. DePaolo1,2  , Eric L. Sonnenthal2, and Nicholas J. Pester1,2

1Department of Earth and Planetary Science, University of California, Berkeley, Berkeley, CA, USA, 2Energy Geosciences 
Division, Lawrence Berkeley National Laboratory, Berkeley, CA, USA

Key Points:
•	 �Mid-ocean ridge hydrothermal 

systems, a key component of global 
geochemical cycles, involve coupled 
heat transfer, fluid flow, and chemical 
reactions

•	 �The thermo-hydro-chemical code 
ToughReact has the capabilities to 
simulate the coupled processes and 
improve understanding of these 
critical global systems

•	 �We use the model to assess effects of 
different seawater chemistry in the 
Cretaceous and Precambrian, which 
include large differences in Sr isotope 
and Na exchange

Supporting Information:
Supporting Information may be found in 
the online version of this article.

Correspondence to:
D. J. DePaolo,
depaolo@eps.berkeley.edu

Citation:
DePaolo, D. J., Sonnenthal, E. L., & 
Pester, N. J. (2022). Thermo-hydro-
chemical simulation of mid-ocean ridge 
hydrothermal systems: Static 2D models 
and effects of paleo-seawater chemistry. 
Geochemistry, Geophysics, Geosystems, 
23, e2022GC010524. https://doi.
org/10.1029/2022GC010524

Received 12 MAY 2022
Accepted 8 NOV 2022

10.1029/2022GC010524
RESEARCH ARTICLE

1 of 37

http://creativecommons.org/licenses/by-nc/4.0/
http://creativecommons.org/licenses/by-nc/4.0/
https://orcid.org/0000-0001-8880-0202
https://doi.org/10.1029/2022GC010524
https://doi.org/10.1029/2022GC010524
https://doi.org/10.1029/2022GC010524
https://doi.org/10.1029/2022GC010524
https://doi.org/10.1029/2022GC010524
http://crossmark.crossref.org/dialog/?doi=10.1029%2F2022GC010524&domain=pdf&date_stamp=2022-12-08


Geochemistry, Geophysics, Geosystems

DEPAOLO ET AL.

10.1029/2022GC010524

2 of 37

contribute to changes in the carbon cycle and hence contribute to changes in atmospheric CO2 and global climate 
(Berner, 1991, 2003, 2004; Sleep et al., 2012; Sleep & Zahnle, 2001; Walker et al., 1981).

In this paper we present the results of simulations of a simplified model MOR hydrothermal system using 
the ToughReact software developed at Lawrence Berkeley National Laboratory (Sonnenthal et  al.,  2014; Xu 
et al., 2011). The simulator calculates flow and heat transport driven by a basal magmatic heat flux, and allows 
for flow concentrated in fractures, an important aspect of MOR systems. Fluid-rock chemical interaction by 
kinetically-controlled mineral dissolution and precipitation are included, which allows us to evaluate the model 
output by comparison to the chemistry of deep-sea vent fluids and mineralogical alteration observed in ophiolites 
and basement drill cores. We have also added a simulation of Sr isotope exchange, another gauge of fluid-rock 
interaction. The objectives are to better understand the relationships between heat transport, fluid flow, chemical 
interactions, and mineral alteration without imposing a flow regime, and using data available in the literature 
for mineral-fluid thermodynamics and reaction rates. The model we describe here, which is based loosely on 
fast-spreading ridges, reproduces many of the salient features of MOR hydrothermal systems and serves as a 
baseline to evaluate the effects of changing boundary conditions. We use the model specifically to investigate the 
effects of different paleo-seawater compositions, where Mg, SO4, and pH were lower, and Ca, Sr, and temper-
atures were higher. Our simulations are offered as a first step in what probably requires a community effort 
to develop models that can serve as worthy accompaniment to continued observation and characterization of 
seafloor hydrothermal systems.

1.1.  Value of a Thermo-Hydro-Chemical Modeling Framework

There is a lot known about MOR hydrothermal systems. This knowledge includes the basic features of fluid 
chemical evolution (quantitative Mg and SO4 removal, Ca addition, Ca-Mg exchange, Sr isotopes), the extent 
and mineralogy of secondary mineral formation, the scale of the fluid fluxes and heat transfer, and the role of 
fractures in focusing fluid flow. But there is also a lot that is not known, and probably cannot be inferred solely 
from observation of active systems or ophiolites. For example, there is little knowledge of the internal structure 
of active systems—such as the 2D and 3D distribution of fluid flow velocities and temperature, and in particular 
their relation to mineral stability, reaction rates, and secondary mineral formation. Vent fluids can be sampled, 
which are an end product of the fluid-rock exchange, and one that may not be entirely representative, but the 
evolution of the fluids, and the likely range of fluid compositions within the system, cannot be directly observed 
(cf. Larson et al., 2015).

Reconstructing hydrothermal system evolution from observations is difficult, because the fluids are always 
moving, being heated, flow velocities increasing as heating progresses (see below), being refreshed and mixed 
with new cooler, less evolved fluid, and responding to competing reaction kinetics of the dissolving unstable 
primary minerals, and precipitating secondary minerals. A further complication not applicable to continental 
hydrothermal systems is that fresh new rock is continually being made at the ridge axis, and this rock then 
migrates through the temperature-flow field as the seafloor spreads. Although it has been argued that the first 
order features of vent fluids can be understood in terms of “equilibration” of the fluids with the rocks at high 
temperature, there is little likelihood that the fluids, especially those flowing in fractures at velocities of 100's 
of meters per year under conditions of changing pressure and temperature, are generally equilibrated with the 
rocks. Even if they approach equilibrium at 400°C, they will not necessarily be at equilibrium at 100°C, 200°C, 
or 300°C.

Because the controlling parameters in modern systems are difficult to describe quantitatively, it is difficult to 
predict geochemical changes when conditions are changed. For example, in modern systems, there is a large 
range of seafloor spreading rates. Flow models have been best developed for fast-spreading ridges, which may 
be the most systematic (Coumou et al., 2008; Hasenclever et al., 2014; Theissen-Krah et al., 2011, 2016). Fluid 
heating in slower spreading ridges must be different, as is the depth of fluid penetration (Barreyre et al., 2018; 
Kanzaki, 2020).

The chemical composition of seawater has not been constant through Earth history. Modern seawater has the 
critical reactive components Mg 2+, Ca 2+ and SO4 2− in the concentration ratios 54:10:28 (in mmol/kg). Available 
data indicate that during the Cretaceous and early Paleozoic, seawater had lower Mg 2+and SO4 2−, and higher 
Ca 2+ (Blättler & Higgins,  2014; Holland,  2003; Horita et  al.,  2002; Lowenstein et  al.,  2001,  2014; Turchyn 
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& DePaolo, 2019). These differences, possibly also aided by differences in 
deep water temperature and pH (Coogan & Gillis, 2013, 2018), could change 
the amount and character of basalt-seawater chemical interaction (Antonelli 
et  al.,  2017; Coogan,  2009). Similar, perhaps more extreme, differences 
in seawater chemistry also apply to the Precambrian, when SO4 may have 
been extremely low (Crowe et  al.,  2014; Habicht et  al.,  2002; Lowenstein 
et al., 2001, 2014) and Ca (and Sr?) extremely high (Halevy & Bachan, 2017). 
Possible evidence of these types of differences is shown by effects on Sr 
isotopes in altered rocks of Cretaceous ophiolites (Coogan, 2009).

The Sr isotope effect is also important because seawater  87Sr/ 86Sr is viewed 
as a monitor of the magnitude of global hydrothermal MOR geochemical 
fluxes (Francois & Walker, 1992; Hess et al., 1991; Palmer & Edmond, 1989) 
versus those for continental weathering. For example, slower spreading 
ridges have vent fluid with lower  87Sr/ 86Sr than fast spreading ridges (Bach 
& Humphris, 1999), but it is unclear how to generalize this observation into a 
statement about the relationship between global seafloor generation rates and 
the intensity of seawater-basalt chemical interaction.

2.  Model Constraints From Observations
Models are of most value when there are sufficient constraints from observa-
tion, and for MOR systems there are abundant constraints. This section is a 
brief review of some of the key observations and previous modeling that are 
used to construct and evaluate the numerical THC model.

2.1.  Hydrothermal Experiments

Much of the modern understanding of MOR chemical exchange is based on a combination of hydrother-
mal experiments (Berndt et  al.,  1988; Mottl & Holland,  1978; Rosenbauer & Bischoff,  1983; Seyfried & 
Bischoff, 1981; Seyfried & Janecky, 1985; Seyfried & Mottl, 1982), and detailed studies of the chemical compo-
sition of hydrothermal springs from active ridges (Butterfield et  al.,  1990, 1994, 2001; Charlou et  al.,  1996; 
Edmond et  al.,  1979,  1982; Gallant & Von Damm,  2006; Lilley et  al.,  2003; Michard et  al.,  1984; Pester 
et al., 2011, 2012, 2014; Seyfried et al., 2011; Von Damm et al., 1985).

The canonical fluid evolution is represented well by the results of 150°C seawater-basalt reaction experiments 
(Figure 1) by Seyfried and Bischoff (1979). As fluid reacts with diabase, the Mg and SO4 concentrations decrease 
rapidly, ultimately going to effectively zero. In a compensatory way, Ca increases after first decreasing somewhat. 
The fluid starts with a pH close to 8, and ends at about 5.7. The final Ca concentration can be calculated approx-
imately from charge balance, since the initial sum (Ca + Mg–SO4)SW must be equal to that in the final fluid (this 
issue is treated more fully below). At higher temperature the fluids evolve more quickly and the ultimate pH is 
lower.

A key constraint from experimental studies is that high temperature vent fluids have near-zero Mg and SO4 
concentrations, and elevated Ca approximately equal to the initial Ca plus initial (Mg–SO4). As noted below, real 
fluids are more complicated because some SO4 gets reduced to HS −, the Na + concentration can change, especially 
if there is phase separation, and K +, Fe 2+, and HCO3 − also come into play.

2.2.  Vent Fluid Chemistry

Vent fluid chemical and isotopic compositions have been studied extensively (Allen & Seyfried, 2003; Bach 
& Humphris, 1999; Bowers & Taylor, 1986; Bowers et al., 1988; Butterfield et al., 1990, 1994, 2001; Charlou 
et al., 1996; Edmond et al., 1979, 1982; Kadko & Butterfield, 1998; Kadko & Moore, 1988; Kadko et al., 1985; 
Kuhn et al., 2003; Lilley et al., 2003; Mottl et al., 2011; Ono et al., 2007; Pester et al., 2011, 2012, 2014; Seyfried 
et al., 2011; Von Damm, 1995; Von Damm et al., 1985; Wheat & Mottl, 2000). These studies provide information 
on the residence time, temperature history, reaction rates, and fluid-mineral reactions that apply to fluids in MOR 

Figure 1.  Changes in fluid Ca, Mg, SO4, and pH, during an experiment where 
a seawater-like fluid is reacted with diabase at 150°C. At this temperature the 
experimental timescale for Mg removal is about 3,000 hr or about 0.35 years, 
with mineral reactive surface area maximized. In this amount of time, fracture 
fluids can flow more than 100 m, a clear indication that fracture fluids in 
a mid-ocean ridge hydrothermal system will not be in equilibrium with the 
surrounding rock matrix. This type of situation requires a reactive transport 
model to simulate the fluid and rock evolution in time and space.
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systems. As noted above, one key reaction effect that needs to be captured in reactive transport models is that Mg 
and SO4 go to zero and Ca increases in the fluids. The changes related to Mg, Ca, and SO4 are partly controlled 
by a charge balance constraint:

(

Ca2+ + Mg2+ + SO2−

4

)

SW
=
(

Ca2+ + Mg2+ + SO2−

4

)

Vent
+
(

Fe2+ + 0.5∆K+
)

Vent
� (1)

where ∆K + is the net change in K concentration from seawater to vent fluid. In most vent fluids the sum (Fe 2+ + 
0.5∆K +) ≈ 10 ± 5 mmol, so this charge balance predicts for modern seawater that (Ca 2+)Vent ≈ 26 mmol, which 
accords with observations. Additional second order complications at the ±2 mmol level are generated by reduc-
tion of SO4 to HS-, and the addition of seawater HCO3 − (2 mmol in seawater) to the balance.

Another type of constraint comes from Sr concentrations and Sr isotopes of vent fluids (Figure 2). The most 
common  87Sr/ 86Sr values are in the range 0.7037–0.7043, which represent a mixture of approximately 80% 
basalt-derived Sr and 20% seawater-derived Sr. A number of vents have lower  87Sr/ 86Sr of 0.7027–0.7035, and 
there is a correlation between spreading rate and average  87Sr/ 86Sr with faster spreading ridge values being gener-
ally above 0.7040 (Bach & Humphris, 1999). The isotopic data provide key constraints that can be used to eval-
uate and calibrate reactive transport models. The Sr isotopic data are also important because they are a sensitive 
measure of fluid-rock exchange, and the Sr concentration data are needed because they constrain the partitioning 
of Sr into secondary phases (cf. Gillis et al., 2005; Syverson et al., 2018).

Geochemical data have also been used to estimate the residence time of fluids in the hydrothermal system. Based 
on  226Ra data Kadko and Moore (1988) and Kadko and Butterfield (1998) estimate that the residence time of fluid 
from first reaching 200°C to venting is less than 3 years in hydrothermal systems along the Juan de Fuca ridge 
where spreading rate is about 6 cm/yr.

2.3.  Mineralogical and Structural Studies of Ophiolites and Drill Cores

There are many observations from ophiolites and basement drilling into the ocean floor that relate to mineralogical 
effects of hydrothermal alteration and hydrological characteristics (e.g., Alexander et al., 1993; Alt, 1995; Alt & 
Teagle, 2000; Alt et al., 2010; Bickle & Teagle, 1992; Bosch et al., 2004; Coogan, 2009; Coogan & Dosso, 2012; 
Farough et al., 2016; Fisher et al., 2014; Gillis, 1995; Gillis et al., 2005; Heft et al., 2008; Staudigel, 2003; Teagle 
et  al.,  1998, 2003). The most widely cited summary is that of Alt et  al.  (1986, 1996) from ODP Site 504B, 
which shows that in the warmer part of the system the primary secondary minerals are chlorite, albite, preh-
nite, tremolite-actinolite, and epidote, generally also including some mixed-layer chlorite-smectite, pyrite, talc, 
magnetite, titanite, quartz, and hornblende. This assemblage is typical of lower greenschist facies metamorphism 
of basalt.

Figure 2.  (a) Summary of vent fluid  87Sr/ 86Sr versus Na +. Most fluids have  87Sr/ 86Sr near 0.7040 ± 0.0003 except for a set of high-Na (and low-Ca) fluids that have 
lower values more closely approaching those of the rocks (0.7025–0.7028). (b) Vent fluid  87Sr/ 86Sr versus Sr 2+. The isotope ratio helps constrain the total amount of 
fluid-rock interaction, and the Sr concentration helps constrain Sr partitioning into secondary phases. Data from a compilation of vent fluid analyses for which there are 
multiple measured parameters.
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With regard to permeability and fracture distribution, various studies of 
ophiolites have concluded that typical matrix porosity is 10% in basalt 
flows, and 2%–4% in sheeted dikes (Alt,  1995). Matrix permeabilities are 
in the range 10 −14 (basalt) to 10 −17 m 2 (dikes). Other studies have estimated 
slightly different values (Fisher et al., 2014; Gilbert and Bona, 2016; Gillis & 
Sapp, 1997; Nehlig, 1994). Fracture spacing typically varies between about 
0.5 and 4 m in ophiolites, with 2 m being close to an average (Nehlig, 1994; 
van Everdingen, 1995).

2.4.  Thermal-Hydrological Modeling

Early work on this issue emphasized the fluid fluxes required to account for 
the ocean floor heat flow data as a function of distance from ridge axes and 
age (Lowell, 1975; Sleep, 1991; Stein & Stein, 1994). These estimates are still 
useful guidelines for overall fluid fluxes. There are in fact relatively few studies 
where the fluid flow has been modeled in detail (Coumou et al., 2008, did the 
near-axis region), but there are other recent studies, in particular Hasenclever 
et al. (2014; also see Cherkaoui et al., 2003; Kanzaki, 2020; Theissen-Krah 
et al., 2016), which provide constraints on fluid fluxes and flow velocities.

Hasenclever et  al.  (2014) describe a 3D modeling study that resulted in a 
steady state flow and temperature field for a model fast spreading ridge 
(11 cm/yr full spreading rate; Figure 3). Some key features of their model, 
shown here in the 2D version, that are important for this work are (a) permea-
bility at about 1 km depth is about 10 −14 m 2, (b) there is a broad zone of fluid 
downwelling where fluid fluxes are small, extending outward from about 
400 m from the ridge axis, (c) the near-ridge upwelling zone is narrow (ca. 

100 m half-width) with fluid fluxes of 2–4 × 10 −4 kg/m 2/s, and (d) there is a near-ridge downwelling zone with 
relatively high fluid fluxes (a few ×10 −5 kg/m 2/s) that is about 150–300 m from the ridge axis. These four features 
are reproduced in our reactive transport model described below, but there is a fifth feature in the Hasenclever 
et al. (2014) model that is noteworthy. There is a zone of higher temperature fluid flow, just above the magma 
lens, that supplies roughly 40% of the  total upwelling fluid at the ridge axis even though the fluid flow velocities 
are small. This part of the flow is an inference, based on the seismic structure typically observed (Theissen-Krah 
et al., 2016), but also helps to explain observed alteration at temperatures in excess of 400°C as described in Alt 
et al. (2010). The deep circulation cools the crust sufficiently so that there is no melt present at 5 km depth a few 
km from the ridge axis. A similar feature is found in the much earlier model of Cathles (1993).

Most of the features of the Hasenclever et al. study are found in the 2D models of Kanzaki (2020) for 9 cm/yr spread-
ing rate. His models also show a narrow (100 m half-width) upwelling zone very near the ridge axis, a near-ridge 
enhanced-downwelling zone 150–300 m from the axis, and strong circulation down to about 1.5 km depth.

2.5.  Models of Magma Chambers and Crustal Structure

A critical aspect of modeling hydrothermal circulation is the flux of heat supplied to the system from the magma 
chamber and/or dikes under and within the ridge at shallow depths below the seafloor. This aspect of ridges is not well 
constrained by heat flow measurements, is understood mainly as a result of modeling studies, and is best developed for 
fast spreading ridges where the geometry is likely to be simplest. For a spreading rate of 80–110 mm/yr, the depth to 
the top of the magma lens is estimated to be 1.4–1.6 km (Chen & Morgan, 1996; Canales et al., 2005; Figure 4). If we 
assume that the temperature at the base of the hydrothermal system is 400°C, the temperature of the top of the magma 
lens is 1,100°C (e.g., Liu & Lowell, 2009), and the distance is 200 m, then the steady state heat flux would be about 
7 W/m 2 if the thermal conductivity is 2 W/m/K. If this flux is distributed over a distance of ±1 km from the ridge 
axis, the total heat supply would be 14 MW per kilometer of ridge length. This value is lower than estimated based on 
measured and modeled vent field heat fluxes, which are closer to 20–27 MW/km for spreading rates of 70–100 mm/yr 
(Baker, 2007). However, this difference might be expected because the sampled vent fields generally represent the 
highest temperature fluids, which if the convection is anything like that modeled by Coumou et al. (2008, 2009), are 

Figure 3.  A 5 × 5 km cross section showing permeability contours (white 
lines), fluid flux values (color scale), and flow lines (black) for a 2D version of 
a thermo-hydrologic model of a fast-spreading ridge (Hasenclever et al., 2014). 
In this model, the deep circulation at distances greater than 1.5 km from the 
ridge axis cools the crust so that there is no magma present at depths less than 
4–5 km as suggested by seismic data (Theissen-Krah et al., 2016). Virtually 
all of the near-axis flow is in rocks with T ≤ 400°C. Our model domain 
corresponds to the 1.2 km high by 1.6 km wide rectangle at the upper left, but 
does not include the deeper flow.
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not representative of the average near-axis heat flux but rather are biased toward 
higher values due to the focusing of upward advection. A different approach to 
estimating heat flux that attempts to couple magma cooling to hydrothermal 
convection, yields values of about 10 W/m 2 at the axis (Liu & Lowell, 2009), 
more in accord with the simple calculation based on temperatures and distance.

3.  Elements of a Reactive Transport Model
The objective of the current work is to produce a 2D model of fluid flow, 
heat transfer, and chemical reactions between fluid and rock to test whether a 
simple version of the system can reproduce some of its important features, and 
yield a picture of the inner structure and relationships between temperature, 
flow, fluid chemistry, and rock alteration. As constraints we expect the model 
to produce vent fluids with chemistry and Sr isotopic composition that resem-
ble those observed, using heat flux, permeability, and fracture spacing values 
that are believed to match typical MORs. A further constraint is that the miner-
alogy and extent of rock alteration should be compatible with observations.

The software used here is ToughReact version 3.68 (Sonnenthal et al., 2014), 
which can simulate heat and mass transfer by circulating fluids (as in the 
TOUGH2 code), plus fluid-mineral interactions via dissolution of primary 
phases and precipitation/growth of secondary mineral phases. The code can 
handle any number of primary and secondary mineral phases, including 
minerals with solid solutions, and the database can be modified to simu-
late trace elements and isotopes. The code has a dual-permeability feature, 
critical for seafloor hydrothermal systems, that accounts for flow mainly in 
fractures and fracture-matrix communication by fluid phase chemical and 
thermal diffusion. The dual-permeability feature is advantageous for repre-
senting the fractured rocks of the oceanic crust, but it also introduces some 

effects that require evaluation (discussed further elsewhere in this manuscript), depending on how the capabili-
ties of the software are employed. The code has many more features than are used in this study; adding them may 
be useful in future refinements of this work.

3.1.  Specifications and Simplifications

To begin to use the ToughReact code to simulate a MOR hydrothermal system, it is desirable to reduce the 
complexities of the natural system to a level where essential aspects of the system are represented, but the bound-
ary conditions and other aspects of the system are simplified. This process of conceptualizing the natural system 
for simulation involves a number of decisions, and ultimately the only way to evaluate the effects of those deci-
sions is to change them systematically and determine what effects those changes have on the outcomes. Only part 
of this parameter sensitivity analysis has been done, but it is in any case a continuing process. In the remainder 
of this section the model computational grid set-up and input parameter decisions are described, as is their rela-
tionship to the known, measured, and inferred characteristics of MORs. The approach is to keep the model as 
simple as possible initially to determine how well a simple model reproduces observations. Adding additional 
complexity, and evaluating the impact of those additions, is a longer-term objective.

The simulations we have done, constructed to represent the hydrothermal circulation above a simplified 
fast-spreading ridge, have the following characteristics. Items with an asterisk are discussed further in subsequent 
sections.

1.	 �A rectangular* computational grid that represents basalt and diabase overlain by an ocean of infinite volume 
with the seawater chemical composition and typical deep-water temperature (Figure 5).

2.	 �Uniform rock permeability dominated by fracture permeability.*
3.	 �Fractures spaced 2 m apart throughout the domain, both horizontally and vertically.
4.	 �Rock of relatively simple mineralogy composed of plagioclase, clinopyroxene, orthopyroxene, olivine and 

magnetite.

Figure 4.  Summary figure adapted from Canales et al. (2005) showing that 
inferred depth to the magma lens varies with seafloor spreading rate. The heat 
flux values used for our simulations are roughly consistent with a magma 
lens at 1.4 km depth, which would correspond to full spreading rate of about 
10 cm/yr. The dark lines correspond to Nusselt numbers of 8 and 10, which 
describe the ratio of advected heat to conducted heat in the hydrothermal 
system assuming a mantle temperature of 1,350°C. Ridge localities shown are 
RR (Reykjanes), JdF (Juan de Fuca), nEPR and sEPR (northern and southern 
East Pacific), O (EPR north of Orozco transform), CRR (Costa Rica), SEIR 
(Southeast Indian), G (EPR south of Garret Transform), Gala (Galapagos), 
MARK (mid-Atlantic south of Kane transform), AAD (Australia-Antarctic 
discordance).
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5.	 �Heating from below that mimics the effects of a steady state magma chamber centered on the ridge axis and 
about 200 m below the circulating fluids (Figure 4).*

There are a number of other specified aspects of the model.

1.	 �No seafloor spreading.*
2.	 �No dikes providing transient heating.
3.	 �No glass in the rock, just igneous minerals as a starting composition.
4.	 �First order kinetics for both dissolution and precipitation (Text S1 in Supporting Information S1).
5.	 �Thermodynamic database modified from SOLTHERM.H6 (Reed and Palandri,  2006, and references 

therein).
6.	 �Mineral specific reactive surface areas (RSA) are adjustable, but all primary minerals have the same values* 

Secondary mineral RSA are typically twice those of the primary minerals, except for quartz and albite, 
which are typically larger.*

7.	 �Ionic diffusivities are temperature-dependent but all the same.
8.	 �Salt-free water equation of state is used.
9.	 �Permeability does not change due to dissolution and precipitation.*

10.	 �17 chemical components.
11.	 �5 primary minerals (plus Ca-Na and Mg-Fe solid solutions).
12.	 �16 secondary minerals (some with multiple components including Sr endmembers).
13.	 �Sr and Sr isotope components are added into the thermodynamic database for plagioclase, clinopyroxene, 

anhydrite, tremolite and epidote (Text S2 in Supporting Information S1).

The mineral-fluid reactions are governed by temperature and pH—dependent kinetic rate constants, most of which 
have been taken from the compilation of Palandri and Kharaka (2004), but with some modifications for clinopy-
roxene, plagioclase, and anhydrite. For anhydrite we have used celestite kinetics from Dove and Czank (1995), 
which are consistent with the experimental results of Syverson et al. (2018). We use the thermodynamic data for 
clinopyroxene (CPX) proposed by Aradóttir, Sonnenthal, and Jónsson (2012). The formulations for each mineral 
and additional discussion of plagioclase and CPX kinetics, are provided in Text S1 in Supporting Information S1.

3.2.  Rock Chemistry and Mineralogy

3.2.1.  Primary Mineralogy

The rock mineralogy used has 56% plagioclase and 22% CPX, using the compositions An60 and the pyroxene 
used by Aradóttir, Sonnenthal, Björnsson, and Jónsson (2012). In addition, there is 15% orthopyroxene (OPX, 
Mg67), 4% olivine (Mg75), and 3% magnetite. Rock potassium is represented by 1% microcline reacting with 

Figure 5.  Schematic cross section of a fast-spreading ridge and the relationship to the model domain used for simulation. Our 
simulations vary from this picture in that (1) they do not include heating from dikes, (2) the upper boundary between rock and 
ocean is horizontal, as is the lower boundary, and (3) the rock section has uniform permeability rather than a layered structure.
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kinetics identical to plagioclase. For many of the simulations there is no 
mineral phase containing K, and there is no calcium carbonate phase in the 
secondary assemblage. The addition of K and a carbonate mineral have little 
effect on the outcomes. The primary minerals plagioclase and CPX include 
Sr (220 and 17.6 ppm respectively) with an  87Sr/ 86Sr = 0.7028, which is the 
average for all MORs (Gale et al., 2013). Secondary Sr-bearing minerals are 
anhydrite (KSr/Ca = 0.16), tremolite (KSr/Ca = 0.05) and epidote (KSr/Ca = 0.2). 
More detail on the Sr partitioning and Sr isotopes is provided in Text S2 in 
Supporting Information S1. The primary mineral proportions yield an over-
all rock composition for the fresh rock that resembles MOR basalt and has 
Mg# = 62 (Table 1).

3.2.2.  Secondary Mineralogy

Although there are other secondary minerals included in the simulations, the 
major secondary minerals that form in the simulations (in addition to anhy-
drite) are chlorite (clinochlore–daphnite), amphibole (tremolite–actinolite), 
and montmorillonite (Na, Ca, Mg, and K—montmorillonite). Minor amounts 
of epidote and substantial amounts of albite form in the highest temperature 
cells, and some pyrite forms where there are higher concentrations of HS −. 

Low-Ca secondary feldspar is represented by three components, with An0, An10 and An20. Brucite does not form. 
For the amphibole, anhydrite and epidote, the thermodynamic database has been amended to include Sr-bearing 
mineral endmembers with thermodynamic data based on the Ca endmember to achieve the specified equilibrium 
Sr/Ca partitioning into the secondary minerals (see Text S2 in Supporting Information S1).

3.3.  Heat Generation Profiles and Temperature

Two versions of the heat generation profile have been used, but the results presented here are mainly using profile 
2 (Figure 6), which should be appropriate for fast spreading ridges. The maximum heat flux is 8 W/m 2 at the ridge 
axis. Simulations were also done using profile 2, a maximum axial heat flux of 10 W/m 2 and higher permeability 
(3e − 14 m 2). This combination produces multiple thermal plumes rather than a simpler whole-system circula-
tion. Although this type of flow could be realistic in fast spreading ridges, it was not pursued further for this study.

The heat generation profiles are Gaussian with the variable parameters being the standard deviation in meters, 
and a maximum and minimum value. The standard deviation can be considered as an estimate of the horizontal 

extent of the magma lens. For profile 2 the magma lens would extend about 
1 km from the ridge axis. To match the heat flux profile, the depth to the top 
of the lens would need to increase from about 200 m below the computational 
domain at the ridge axis to about 600 m below at the point where the liquid 
fraction reaches zero. Correspondingly, the temperature of the magma would 
need to decrease from 1,100°C to 1,000°C, the latter slightly below the soli-
dus temperature.

3.4.  Computational Grid Characteristics

Details of the computational grid are illustrated in Figure 7. The grid is set 
up to represent a dual permeability system. The fracture spacing is set typi-
cally at 2 m, and the grid block size is 20 m. Each grid block in 2 dimensions 
contains 100 matrix blocks (99% of grid block area) with the accompanying 
fracture space between them (1% of grid block area). Matrix porosity is 5% 
and fracture porosity is 50%. Matrix permeability is 10 −18 m 2 and fracture 
permeability is 1.5 × 10 −14 m 2. The code keeps track of just one chemical 
composition to represent the matrix blocks in a particular grid block, and one 
composition to represent the fracture fluid. If we denote the fracture spac-
ing as equal to 2b, the diffusive fluxes between matrix block pore fluid and 

Model All MORB N-MORB

SiO2 50.11 50.47 50.42

Al2O3 15.39 14.70 15.13

Fe2O3 3.53 0.00 0.00

FeO 7.76 10.43 b 9.82 b

MgO 8.73 7.58 7.76

CaO 12.02 11.39 11.35

Na2O 2.31 2.79 2.83

K2O 0.16 0.165 0.14

Sr 115 129 128

 aMORB compositions are from a compilation by Gale et al. (2013). Oxide 
concentrations in weight percent, Sr in parts per million.  bTotal Fe as FeO.

Table 1 
Compositions of Model Diabase and Typical Mid-Ocean Ridge Basalt a

Figure 6.  Basal heat flux models using a Gaussian form as a function of 
distance and the following parameters: Maximum flux 8 W/m 2, minimum 
flux 0.2 W/m 2, and standard deviation of 555 m (profile 1), 1,000 m (profile 
2), and 1,350 m (profile 3). The standard deviation can be thought of as 
corresponding roughly to half the magma lens width.
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fracture fluid within each grid block are calculated as if the two fluid compo-
sitions were separated by a steady-state planar diffusional boundary layer of 
thickness b/3 (see Text S3 in Supporting Information S1 for further details).

The grid block size was set large enough to allow for relatively rapid simula-
tions so that parameter sensitivity could be tested. In the typical configuration, 
one simulation takes between 2 days and a week, and is done in segments, 
each of which can take 1–60 hr using an iMac Pro (2017 version) with 10 
cores (20 threads). The stepwise approach is useful because the performance 
of the code in terms of reaching chemical convergence needs monitoring. The 
20 m grid block scale has some limitations, however, because temperature 
gradients are steep in the higher temperature parts of the simulation, up to 
about 200°C in 100 m (Figure 8). Consequently, there is spatial averaging 
within the grid blocks in parts of the simulation, which must be taken into 
account in assessing the results.

3.5.  System Warm-Up

MOR systems are challenging to simulate for chemistry because the temper-
ature varies from the seawater value of 4°C to over 400°C. Mineral-fluid 
reaction rates vary by a factor of about 10 4 to 10 6 over this temperature range 
(Text S1 in Supporting Information S1), so in one time step there is much 
more happening at high temperature than at low temperature. Fluid flow 

velocities also correlate with temperature and vary by factors of 20–50. As a result of the variability, it isn't 
possible to start the simulation “cold” with, for example, all of the rock and fluid at the seawater temperature and 
with realistic mineral-fluid reaction rates. The procedure used here is to start the system with cold seawater in 
the pores, but with a lower heating rate and with chemical reaction rates between mineral and fluid adjusted to be 
very slow but non-zero. Chemical reaction rates are regulated through the mineral RSA. The objective is to get 
fluid flow at steady state before introducing the mineral-fluid reactions at realistic rates. The procedure then is to 
increase the reaction rates in steps to allow the fluid chemistry to gradually adjust. The typical procedure used to 
achieve the results reported here is (with some minor variations):

1.	 �Run the simulation for 2000 model years with 50% of the final heating from below and minimal chemical 
reactions. RSA for primary minerals in both matrix and fractures are set to 10 −6 cm 2/g and 2 × 10 −6 cm 2/g 
for secondary minerals, which yields chemical reaction rates about 500 times slower than for a more realistic 
system.

2.	 �Run for an additional 600 model years with the full heating from below and RSA's at 10 −6  cm 2/g and 
2 × 10 −6 cm 2/g. This step yields a steady state temperature and flow field with the full heating from below. 
Less time is needed than for the first phase because the fluid flow velocities are higher with higher heating 
rates.

3.	 �Run an additional 100 years; RSA's increased to 10 −5 cm 2/g and 2 × 10 −5 cm 2/g
4.	 �Run 100 years; RSA's at 10 −4 cm 2/g and 2 × 10 −4 cm 2/g*
5.	 �Run 100 years; RSA's at 2 × 10 −4 cm 2/g and 4 × 10 −4 cm 2/g*
6.	 �Run 50 years; RSA's at 3 × 10 −4 cm 2/g and 5 × 10 −4 cm 2/g*
7.	 �Run 50 years; RSA's at 4 × 10 −4 cm 2/g and 8 × 10 −4 cm 2/g*
8.	 �Run 100 additional years*

After step 8 the system has been running for 3100 model years, but only 150 years with full reactions, which is 
long enough to get close to quasi-steady state fluid chemistry (there is no true steady state for chemistry because 
the rock mineralogy is changing with time). For each of the steps marked with an asterisk, an alternative procedure 
is to use high RSA's for fracture minerals, up to 50 times higher. As explained below, values of 4 × 10 −4 cm 2/g 
are appropriate for the matrix because they give geologically reasonable mineral dissolution rates for plagioclase 
and CPX at 300°C–350°C, proportionally slower rates at lower temperatures, and are consistent with the largely 
pervasive matrix alteration that characterizes the rocks at these temperatures (Text S3 in Supporting Informa-
tion S1 and discussion below). However, the RSA parameter is not necessarily a measure of mineral surface area 

Figure 7.  Summary of key features of the computational grid used for the 
simulations. The inset depicts a single 20 × 20 m grid block subdivided into 
matrix blocks that are 2 × 2 m in dimension; this depiction has only 49 blocks 
rather than 100 as in the simulations.
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as much as a way to accommodate the factors that contribute to slowing down reaction rates, including non-linear 
kinetics as discussed in Daval et al. (2010) and Dixit and Carroll (2007) for clinopyroxene.

For a ridge with a half-spreading rate of 5 cm/yr the rocks move a distance equal to 1 grid block width (20 m) in 
400 years. To simulate the alteration over 400 years, the system can be run for an additional 200–300 years with 
the parameters set as in step 7, although there are issues with this approach when the higher RSA's are used for 
fractures, as discussed further below.

3.6.  Reactive Surface Areas in Fractured Rock Systems

A critical issue in modeling reactive fluid-rock systems is in setting RSA of the minerals, which is difficult to get 
right in granular materials, and more uncertain in fractured rocks. In the ToughReact code the mineral dissolution 
and precipitation rates are calculated from an equation of the form:

Rate = 𝑘𝑘0𝐴𝐴r

[

1 −

(

𝑄𝑄

𝐾𝐾eq

)𝜃𝜃
]𝜂𝜂

� (2)

where k0 (in mol/m 2/s) is a rate “constant” that is dependent on temperature and pH, Ar (m 2/kg) is a specific 
RSA, and Q/Keq is the saturation state of the fluid for a particular mineral. The exponents θ and η are empirical 
constants that can be used to fit available experimental data relating reaction rate to saturation index. In our 
simulations we have both exponents set to unity, which is a linear kinetic formulation, and is typical for reactive 
transport simulations. However, there are sufficient data available to show that the dissolution of silicates like 
plagioclase and CPX is not linear, but rather highly non-linear (Daval et al., 2010; Dixit & Carroll, 2007; Hellman 
et al., 2010). In general, the dissolution rate at SI values of 0.5 down to 0.01, where SI = log(Q/Keq), are far lower 
than would be calculated using a linear formulation. We account for this difference by using a smaller value for 
the RSA, Ar. Another approach would be to adjust the rate constants, and use larger RSA (Aradóttir, Sonnenthal, 
Björnsson, & Jónsson, 2012), but the effect is the same.

In MOR systems there are constraints from observations in ophiolites and ocean crust drill cores that can be 
used to arrive at geologically reasonable mineral reaction rates. A well-documented example is the alteration 
observed at Site 504B (Alt et  al.,  1996), which is relatively young (6 Ma) oceanic crust that originated at a 
spreading center with a half-spreading rate of about 3–3.5  cm/yr. The spreading rate translates to the newly 
formed crust at the ridge moving away at the rate of 20 m every 600 years. The high temperature regions of the 
hydrothermal system extend only about 100–300 m from the axis, so the rocks in the dike section should stay 
hot (temperatures of 250–350°C where chlorite and amphibole form) for at most 10,000 years and perhaps only 
3,000 years. The degree of alteration is variable, but the average rock becomes about 20%–50% converted from 
primary to secondary minerals in the time this greenschist facies metamorphism is active. The bulk reaction rate, 
in terms of fraction of rock (or individual mineral) dissolved per year is therefore about 0.00002–0.00005 years −1 
(20%–50% divided by 10,000 years). If the time is shorter than 10,000 years, the rates can reach higher values of 
0.0001–0.0002 years −1. If the time is longer than 10,000 years, the inferred reaction rates are lower.

These observations need to be evaluated with reference to laboratory measured dissolution rate constants of 
minerals like plagioclase and clinopyroxene. At 300°C the rate constants for pH = 5, typical of the high-T parts 
of these systems, are about k0 = 10 −6 mol/m 2/s or 30 mol/m 2/yr. If this number is multiplied by a RSA in units 
of m 2/mol, the result is the dissolution time constant in units of y −1. To achieve a dissolution time constant of 
0.0001 years −1 in a solution that is far from equilibrium requires that the RSA (or Ar) be about 3 × 10 −6 m 2/mol, 
or about 1.2 × 10 −5 m 2/kg. This makes the reaction time constant, which is k0Ar ≈ 30 * (3 × 10 −6) ≈ 0.0001 yea
rs −1. The rates can of course be lower with larger RSA if the solution is close to equilibrium, but if the departure 
from equilibrium term |1 − Q/Keq| is between 0.1 and 1, the likely values of RSA need to be very small relative to 
the area of a spherical 1 mm grain, which is close to 1 m 2/kg. The available experimental data for CPX and plagi-
oclase dissolution kinetics, also suggest that reaction rates at small undersaturation can be more than 1,000 times 
slower than would be calculated for linear kinetics. The available data, however, do not cover near-equilibrium 
conditions (Q/Keq of 0.5–1) and are not available for temperature greater than about 175°C (Daval et al., 2010; 
Dixit & Carroll, 2007).
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The RSA values that are used in the simulations for the primary minerals (plagioclase, clinopyroxene, orthopy-
roxene and olivine) in the matrix blocks are typically 4 × 10 −5 m 2/kg, which seems extremely low. However, 
these values yield dissolution time constants for plagioclase and CPX of about 0.0001 years −1 at 300°C (faster 
for olivine), which are in the right range by comparison to natural systems. For reasons that are detailed in 
Supporting Information S1, these rates are also close to limiting values for the simulations as a consequence of 
the way that fracture-matrix diffusion is formulated in the code (as used here; Supporting Information S1), and 
furthermore allow for realistic modeling of pervasive rock alteration.

For the minerals in fractures, higher RSA values are likely, and simulation results are described here that have 
fracture mineral RSA's higher by a factor of 25 (or 50) relative to those in matrix. However, high RSA's for 
the fracture minerals introduces other issues. If the RSA's are increased by 50×, for example, then the disso-
lution timescale for the minerals becomes 100–200 years. This short timescale means that a simulation run for 
200–400 years ceases to have meaning because the fracture mineralogy changes too much. In the real system, the 
large RSA's are likely, but continued fracturing of the rocks probably limits the lifetime of individual fractures 
(e.g., Ingebritsen et al., 2010). New fractures are continually being generated and it is likely that fluid flow is 
diverted into the newly formed fractures as older fractures are sealed and abandoned. Thus, for the simulations, 
the short timescale effect of rapid fracture mineral reaction may be meaningful only for modeling the initial 
quasi-steady state chemistry and isotopic composition of vent fluids (which is what we have used them for here). 
For the longer term (200–400 years) evolution of the matrix (which is 99.5% of the rock mass), the slightly differ-
ent chemistry of the vent fluids generated by increasing the reaction rates of the fracture minerals does not greatly 
affect the extent of alteration of the matrix (the fluids still have very low Mg, near-zero SO4, and high Ca, e.g.,). 
Our modeling over these longer timescales uses fracture mineral RSA's equal to those of the matrix minerals.

4.  Simulation Results
4.1.  Temperature

Rapid flow of cold seawater through the system results in only a small portion of the computational grid having a 
steady state temperature above 150°C (Figure 8). With heat flux profile 1 and a uniform permeability of 10 −14 m 2, 
the maximum temperature is 380°C and there is a very small part of the grid in the lower left corner where temper-
atures are above 300°C (Figure 8b). Using heat flux profile 2 and a permeability of 1.5 × 10 −14 m 2, the maximum 
T is 390°C and there is a larger region of high temperature at the base of the grid (Figure 8a). Regardless of the 
combination of heat flow and permeability, temperatures in excess of 150°C are confined to a small part of the 
computational grid in the lower left corner and along the left (axis) side where there is strong upwelling. Most of 
the grid is at T < 80°C and more than half is at T < 20°C. This pattern does not change with stronger heating from 
below because stronger heating increases the fluid flux, which moves heat out of the system faster.

Other heat flux—permeability combinations were also investigated, with the constraints that maximum tempera-
ture be below 400°C to avoid fluid phase density variations near the critical point of water, but above 375°C (Text 
S7 in Supporting Information S1). With heating profile 2, only permeability close to that used, 1.5e−14 and a 
maximum basal heat flux of 8 W/m 2 will satisfy these constraints. With heat flux profile 2 and a maximum heat 
flux of 10 W/m 2, permeability needs to be raised to 2.5e−14 or 3e−14 m 2, which causes Rayleigh-Taylor plumes 
to form at the base and non-steady flow. With heat flux profile 1, maximum flux values of 8–12 W/m 2, can be 
matched with permeabilities of 1 to 1.8e−14. Lower heat fluxes can be matched with lower permeability, but this 
combination produces quite different fluid evolution that is incompatible with observations. The model results 
clearly suggest that bulk permeability must be close to 10 −14 m 2 in the natural systems.

Keeping the maximum temperature below 400°C, and balancing the values for heat input and permeability, 
is primarily an issue with simulating flow. However, it is also an important aspect of MOR fluid systems 
(Driesner, 2010; Jupp & Schultz, 2000, 2004). The critical point for H2O is at 374°C and 220 bar. The base of the 
system in fast spreading ridges and in our simulations is at a pressure of about 360 bar, which is close enough to 
the critical pressure that there are rapid density changes that cause the simulations to slow to unusable rates. The 
rapid decreases in density also accelerate flow, which results in more effective cooling of the fluids. To produce 
fluid temperatures approaching 400°C requires balanced permeability and heating rate. The permeability we use 
of 1.5e−14 m 2 is close to the value needed to maximize vent fluid temperature (Driesner, 2010), independent of 
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fluid phase salinity. Preliminary simulations we have done indicate that in slow-spreading ridges, where circula-
tion is deeper and the base of the system is at 450–550 bar, fluid density is less sensitive to pressure, flow is less 
affected by proximity to the critical point, and steady flow is achieved at temperatures well in excess of 400°C.

4.2.  Fluid Fluxes and Time Scales

For our model, with the combination of basal heat flux profile 2 and fracture permeability of 1.5 × 10 −14 m 2, the 
maximum fluid flux in the upflow region is about 1.7 × 10 −4 kg/m 2/s (Figure 9). A fluid flux of 10 −4 kg/m 2/s 

Figure 8.  (a) Temperature field for heat generation profile 2 (H2; 8 W/m 2 max) and fracture permeability = 1.5e−14 m 2, also 
showing the 150°C isotherm. The scales show distance from the ridge axis, depth below the seafloor, and depth below sea 
level. This basal heating profile and permeability correspond to all other model output discussed in the main manuscript text. 
Most of the fluid-rock chemistry occurs above 150°C, and hence is confined to the L-shaped region where fluid is flowing 
sub-horizontally along the base of the system and vertically in the upflow zone near the ridge axis. (b) Temperature field 
for heat generation profile 1 (H1; 8 W/m 2 max) and fracture permeability = 1.0e−14 m 2. These figures, and similar ones to 
follow without the scales shown, are color contour maps representing the 1.2 km tall by 1.6 km wide computational domain, 
with the left side being the position of the ridge axis.
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corresponds to a fluid velocity in fractures of 2 × 10 −5 m/sec or 630 m/yr. This velocity in turn corresponds to 
a transit time for fluid from first entry into the high T region to venting of about 2–3 years, which is compatible 
with observations (Kadko & Butterfield, 1998). The bulk average fluid velocity, accounting for the near-zero 
flow in matrix is about 60 m/yr. The 2D (1-permeability) porous flow models of Kanzaki (2020), produce fluid 
velocities of 100's m/yr at shallow levels where permeability is high, but are closer to 10's of meters per year at 
depth below 100 m.

Varying the heating rate and permeability yields a range of fluid fluxes and maximum temperatures, but the 
overall pattern of flow and temperature does not change much. The chemical results that are discussed here are 

Figure 9.  (a) Fluid flux for heat flux profile 2 and permeability of 1.5 × 10 −14 m 2. The dashed line is the position of a 
stagnation zone; all flow to the left of it is upward and all flow to the right is downward. Along the bottom of the grid the 
flow is mostly horizontal but still has a component of downward flow. The high fluid flux in the lower third of the axial 
upflow zone occurs because of the relatively large decrease in water density with decreasing pressure at 300°C to 400°C and 
350 bar. (b) Fluid velocity in the fractures at high temperature is in the range of 300–1,000 m/yr (1.5 × 10 −5 to 3 × 10 −5 m/s) 
and is highest in the lower part of the upflow zone. It can be inferred that fracture fluid travel time from first encountering 
temperature of 200°C to venting is 2–3 years.
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those that come from simulations using heating profile 2 and uniform fracture permeability of 1.5 × 10 −14 m 2. A 
comparison of results with other permeability values and heating profiles is provided in Text S7 in Supporting 
Information S1.

An estimate of fluid residence time in the system can be obtained by comparing the total flux of fluid back to 
the ocean at the top of the upwelling zone to the total mass of fluid in the pore space of the rocks. Accounting 
for the fact that the simulation is only for one half of the system, the fluid flux for the full model system is about 
5.2 × 10 5 kg/yr per meter of ridge length, similar to values deduced by Lowell et al. (2013) using a simpler flow 
model. The corresponding mass of fracture fluid is about 1.9 × 10 7 kg and the total mass of fracture and matrix 
fluid is 2.1 × 10 8 kg. Hence the flushing time for fracture fluid is 37 years, and for all fluid it is 407 years. The 
numbers, however, do not take account of the enhanced downflow and partial recirculation of fluid within about 
600 m of the axis. The flushing time for the fracture fluid within 600 m of the spreading axis might be closer to 
15 years. The full system fluid flux, when scaled to the global MOR length of 6.5 × 10 7 m, is 3.4 × 10 13 kg/yr, 
approximately the estimated global average (Elderfield & Schultz, 1996).

It is instructive to compare the calculated fracture fluid residence times to the timescales for diffusive commu-
nication between the fractures and matrix. The time required for fracture fluid to traverse one grid block is order 
(20 m/500 m/yr) ≈ 0.04 years. For thermal equilibration, the characteristic time is about 0.03 years assuming a 
1-m length scale (from matrix block center to fracture), so thermal equilibration is fast enough that there are only 
small differences in temperature between matrix and fracture, both for solid and fluid. The chemical diffusion 
timescale is longer; about 1 year at T > 300°C, a few years at 200°C, and about 10 years at 100°C. The chemical 
diffusion times are much longer than the time it takes fracture fluid to flow the 20-m width of a computational 
grid block. Consequently, the chemical composition of the matrix fluid is in general different from that of fluid in 
the fractures, especially in the higher temperature regions, but the larger scale patterns of fluid composition are 
similar for the matrix and fracture fluids (see Supporting Information S1 for additional discussion).

4.3.  Fluid Chemistry

Our reference case simulation uses a starting mineralogy of 56% plagioclase by volume (including 0% or 1% 
microcline), 22% CPX, 15% OPX, 4% OL, and 3% magnetite, which applies to both matrix and fractures at the 
start of a simulation. In some simulations, fractures have no olivine and slightly more plagioclase and CPX. 
As noted above the heat flux - permeability combination yields fluid fluxes close to those of Hasenclever 
et al. (2014) and a maximum temperature of 390°C. The maximum temperature is an issue because the thermo-
dynamic database used is designed for temperatures less than 300°C. However, of the 4,800 grid blocks in the 
simulation, 26 are at temperatures higher than 300°C, and 11 are above 350°C. The program extrapolates the data 
from 300°C where the temperature exceeds that value. The limitations of the thermodynamic database are evident 
in some aspects of analysis of reaction rates and alteration extent as noted below, but these limitations do not 
critically affect the performance of the simulated system as a whole. A higher temperature database has recently 
become  available for the latest release of ToughReact (version 4.12), but that database cannot yet accommodate 
isotopes and has other limitations.

A key result from the simulations is that, because reaction rates reach significant levels only above 150°C (refer 
to Supporting Information S1), and because the fraction of the grid that is above 150°C is so small (Figure 8), 
most of the fluid chemical evolution is compressed into a limited region near the base and axis side of the compu-
tational grid. This is well illustrated by the SO4 concentration (Figure 10). Near the base of the grid, the distance 
over which the SO4 concentrations change from seawater values of 28 mM to zero is only about 60 m (about 
three grid blocks). This large gradient precisely locates the region where anhydrite is precipitating fastest. The 
chemically active regions of the model system are limited in extent and very close to the ridge axis and base of the 
circulation zone. The downflow regions are below 135°C except close to the base of the grid, so little chemical 
interaction occurs associated with downflow as, for example, was hypothesized by Bickle and Teagle (1992).

Our expectation is that the simulation using modern seawater composition, if it is close to reproducing the natural 
systems, should yield high temperature fracture fluids, and ultimately “vent fluid,” with near-zero concentrations 
of Mg and SO4, Ca concentration in the 20–40 mM range, and Na concentration between 420 and 490 mM, as 
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well as some amount of HS −. In addition, we expect that the  87Sr/ 86Sr ratio of the fracture fluid/vent fluid is in 
the range of 0.7040–0.7045 (Bach & Humphris, 1999), and the Sr concentration is in the 100 ± 50 μM range.

The simulations satisfy most of these expectations (Figures 10–12). The color contour plots show concentrations 
and Sr isotopic compositions within the 1,200 × 1600-m subseafloor part of the computational grid. The upflow 
zone is along the left (axial) side of the grid (Figure 9) where temperature is highest (Figure 8). The left-most 
column of grid blocks represents the highest temperature upflow fluid, and the uppermost grid block in that 
column represents the “vent” fluid composition. These model axial venting fluids are devoid of SO4 (Figure 10) 
and contain HS- in mM concentrations. Mg is zero in the deep fluids (Figure 11) and the highest temperature 
(210°C) venting fluids. Ca concentration reaches values >80 mM in the deep hot zone and vents at 20–40 mM. 
The reason that the highest temperature venting fluid is not fully shifted from seawater to Mg = 0 is that the 
downwelling region about 200–400  m from the axis delivers cool, slightly modified seawater (54  mM  Mg), 
deep into the system and this water is entrained into hotter, more chemically evolved fluid near the base of the 
upwelling zone at a depth of about 1,100 m below the seafloor (see Text S7 in Supporting Information S1). The 
other upwelling fluids slightly farther from the spreading axis have higher Mg because they never reach high 
temperature. Those fluids come from circulation around the stagnation zone that separates the upwelling and 
downwelling regions about 200 m from the axis (Figure 9).

Figure 10.  SO4 concentration in fracture fluids for a simulation with (a) fracture mineral reactive surface areas (RSA) equal to 25× those of the matrix minerals after 
150 years at maximum reaction rates, and (b) fracture minerals with RSA equal to those of matrix minerals after 150 years at maximum rates. Venting fluids carrying 
the most advected heat have near zero SO4 in both cases.

Figure 11.  Mg and Ca concentrations in fracture fluids for a model with fracture mineral reactive surface area's 25× those of the matrix minerals. These figures 
represent a snapshot of fluid chemistry after the system has been running with full reaction rates for about 50–100 years. Venting fluids carrying the most advected heat 
have virtually zero Mg, and Ca of about 30 mM.
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The chemistry of downwelling fluid near the ridge axis is influenced by what may be an artifact. Due to the large 
temperature contrast between upwelling fluids and the ocean bottom at the top of the upwelling region, there is 
complicated chemistry happening at the interface that modifies the fluid in the top 40 m of the section. One effect 
is to increase the Na content and thus density. This cooler, denser water flows outward and is incorporated into 
downwelling fluid just outboard of the stagnation zone. This modified fluid is a component of what is circulated 
into the roots of the upwelling zone. Circulation around a stagnation zone close to the spreading axis is found in 
other flow models (Coumou et al., 2009; Hasenclever et al., 2014; Kanzaki, 2020). Rapid recirculation is likely 
to be prominent along and near the ridge axis on the ocean floor. A mixing zone between high temperature 
fluids and seawater could occur in natural systems, and the mixed fluid could be recirculated to depth as in the 
simulations.

The variability in the upflow fluid (vent fluid) chemical composition as a function of distance from the ridge axis 
is shown in Figure 13. The most evolved fluids are closest to the spreading axis as they have traversed the highest 
temperature regions for the longest distance. With increasing distance from the axis, the fluids change composi-
tion significantly, especially beyond 50 m from the axis. There is also a good correlation of  87Sr/ 86Sr with fluid 
Mg concentration, and this correlation, with some additional scatter, extends to essentially all fluids in the high-T 
part of the system (see Supporting Information S1).

Figure 12.  (a) Fracture anhydrite abundance and (b) fluid  87Sr/ 86Sr for a model with fracture mineral reactive surface area's 25× those of the matrix minerals. The 
amount of anhydrite increases with time, and if fracture clogging were included, the spatial distribution would also change somewhat (discussed in a later section); 
the  87Sr/ 86Sr changes only slowly with time as the solid mineralogy changes.

Figure 13.  (a) Mg, Ca, and SO4 profiles of simulated upwelling (vent) fluids within 160 m of the spreading axis and at a depth of 50 m below the seafloor. (b) 
Relationship between fluid  87Sr/ 86Sr and Mg concentration.
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Within matrix blocks, where porosity is only 5%, the fluid compositions are more extreme than in the fractures 
because of the low water/rock ratio and slow communication between matrix fluid and fractures. For example, 
Mg is zero over a larger area of the high temperature region, Ca reaches concentrations greater than 60 mM, and 
HS-concentrations extend to over 5 mM.

4.4.  Saturation State and Dissolution Rates of Primary Minerals

Included in the model output is a snapshot of the fluid saturation state with respect to all of the minerals and the 
rate at which minerals are dissolving and precipitating. Plotted in Figure 14 are examples for both the matrix 
fluids and the fracture fluids for plagioclase and CPX. Plagioclase is highly undersaturated almost everywhere 
in the system except for the highest temperature regions. In fracture fluids, the highest value of plagioclase Q/
Keq is 10 −1.8 or about 0.016. The lowest values occur near the 150°C isotherm (see Figure 8b), where anhydrite 
formation is causing fluid Ca concentration to decrease faster than Ca is added to the fluid from dissolution of 
plagioclase and CPX. Plagioclase remains undersaturated in the upflow zone. The CPX saturation state of the 
fluids is much closer to equilibrium everywhere in the system (Q/Keq ≈ 0.5), and particularly where temperature 
is above about 80°C. Fluids in the upper part of the upflow zone, which should approximate vent fluid composi-
tions, are quite close to CPX saturation.

Figure 14.  Saturation index (log10 Q/Keq) for plagioclase (Plag) and clinopyroxene (CPX) in fracture fluids and matrix fluids after the system has reached a near-steady 
state and mineral-fluid reactions are set at the maximum values used (model year 3100, step 8, modern seawater). Plagioclase is typically highly undersaturated in 
fracture fluids, but approaches equilibrium at the highest temperatures in matrix fluids. CPX is closer to equilibrium over a large area of the grid where temperatures are 
above about 80°C, and approaches equilibrium at temperatures above 200°C.
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The dissolution rate constants for plagioclase and CPX (Text S1 in Supporting Information S1) were varied 
to evaluate the sensitivity of the results to those values. CPX values were modified upward and downward 
while retaining the same temperature dependence. For plagioclase we are using the “albite” kinetic parame-
ters from Palandri and Kharaka (2004), which yield the highest rate constants at high temperature and lower 
constants at low temperature relative to more calcic feldspar. Use of, for example, the “labradorite” param-
eters results in fluid evolution being far too slow at high temperature. We experimented with plagioclase k 
values that are 20× higher than albite at 25°C, but with a lower activation energy so that the 350°C values are 
close to those of albite. The results with the modified plagioclase kinetics were only slightly different from 
those shown in Figures 13–18. A more important issue may be the non-linear kinetics of feldspar dissolution 
(e.g., Oelkers et al., 1994), which would tend to make plagioclase dissolve faster when the saturation index 
is extremely low.

The corresponding dissolution rates of plagioclase and CPX, unlike the saturation states, are similar (Figure 15). 
These figures show only the matrix rates because the matrix accounts for 99.5% of the rock mass. Above 150°C, 
the rates are in the range of 10 −11 to 5 × 10 −9 mol/kgf/s (moles per kilogram fluid per second) and are straight-
forward functions of temperature (Figure 20; Text S2 in Supporting Information S1). These rates correspond 
to fractional dissolution rates of 0.15%–75% in 100 years. The highest dissolution rates apply mainly to the 
region of horizontal flow at the base of the grid and in the lowermost part of the upflow zone. In the middle 
and upper parts of the upflow zone, which represents most of what will constitute the altered ocean floor after 
seafloor spreading moves the rocks away from the high temperature zone, the rates are between 1.5% and 15% 
per 1,000 years.

4.5.  Distribution of Secondary Silicate Minerals and Extent of Rock Alteration

The predicted alteration extent and mineralogy from our simulations are important because they are an indi-
cation of whether the mineral-fluid reaction rates are realistic, and they can be evaluated by comparison to the 
results of extensive study of rock alteration in ophiolites and drill cores. Our ability to do this comparison is 
limited because of the simplicity of our model and the fact that we have not explicitly simulated seafloor spread-
ing. However, we can use the results we have to make an approximate representation of the effects of seafloor 
spreading.

For example, if the temperature distribution remained unchanged with seafloor spreading (an issue i.e., discussed 
further below), and the half-spreading rate were 5 cm/yr, the integrated amount of rock alteration that the model 
produces can be roughly estimated from the output by summing the amount of alteration as a function of horizon-
tal distance from the axis and accounting for the time it takes the rocks to traverse this distance (Figure 17). The 
amount of alteration referred to here is the fractional volume of secondary minerals, mostly chlorite and amphi-
bole, with significant amounts of albite and epidote at T ≥ 250°C, and minor montmorillonite. As discussed in 

Figure 15.  Maps of dissolution rates of (a) plagioclase (Plag) and (b) clinopyroxene (CPX) in matrix in units of moles dissolved per kg fluid per second. Mod3100 
refers to model year 3100 (step 8) and modern seawater.
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Text S6 in Supporting Information S1, thermal memory effects of seafloor 
spreading would keep the system at higher temperature longer, increasing the 
total amount of alteration.

The alteration near the bottom boundary after what would be 3200 years of 
spreading at 10 cm/yr is large, well over 50%, but is not realistic (Figure 17). 
If the bottom boundary were sloped downward away from the spreading axis, 
this alteration would be spread out over some additional vertical interval. 
Between 1,100 m depth and 400 m depth, which might be representative of 
the sheeted dike portion of a natural section, the amount of alteration varies 
from about 45% to 12%, with an average of about 19% using the values 
adjusted for thermal lag. This amount of alteration is roughly compatible with 
observations, such as those reported in Alt et al. (1996) at Site 504B as well 
as Alt et al. (2010) and Heft et al. (2008). Alt et al. (1996) studied oceanic 
crust produced at a slower spreading ridge where circulation is deeper. For 
Site 504B samples between 1,550 and 2,100  m depth the fraction altered 
varies from about 10% to 50% with an average of roughly 30%. Site 1,256, 
which is in crust from a fast-spreading ridge, has a clear layering where lavas 
at depths less than 1,000 m have only been exposed to temperatures below 
120°C, and a dike section between 1,000 and 1,450 m that has been altered 
at temperatures of 300°C–600°C. In the higher temperature region, the alter-
ation is highly variable, from 10% to 80%. Similar observations have made 
at the Pito Deep Rift, where the average extent of alteration of the sheeted 
dike complex is estimated to be 27% although the range is up to 80% (Heft 
et al., 2008).

The close correlation between fraction of alteration and temperature in the 
model is shown in Figure 17b. The data for temperatures above 300°C are 
suspect due to the database issue, but are likely roughly correct as discussed 
in a later section. The fraction altered approximately doubles for every 
50°C temperature increase. The model alteration mineralogy is summarized 
in Table  1, which represents data from arbitrary grid elements of different 
temperature. Olivine disappears after about 14% total alteration. Pyroxenes 
and plagioclase are reduced gradually as alteration increases. The secondary 
mineralogy is mostly chlorite and amphibole. Larger amounts of albite and 
epidote are present at higher temperature. Albite and epidote occur only in the 
matrix, where W/R ratios  are lower, and at temperature above about 250°C. In 

Figure 16.  Distribution of secondary clinochlore and tremolite in units of volume percent of solid. The distribution generally reflects temperature (Figure 8a). Note the 
log scale. Chlorite has Fe/Mg between 0.5 and 1 whereas amphibole has Fe/Mg ≤ 0.1. Mod3100 refers to model year 3100 (step 8) and modern seawater.

Figure 17.  (a) Integrated volume fraction of altered rock versus depth 
below seafloor after 320 m of full spreading at 10 cm/yr. One curve shows 
data unadjusted for thermal effects of spreading and the other accounting 
for a thermal lag of 400 years. (b) Relationship between volume fraction of 
rock alteration and temperature after 400 years in the simulation. Rocks that 
have been held at 200°C–300°C reach 1%–20% alteration after 400 years. 
The degree of alteration is a simple function of temperature and time, and 
approximately doubles with an increase in temperature of 50°C.
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simulations with enhanced reaction rates in fractures, small amounts of epidote 
form in fractures in the upflow zone (Text S7 in Supporting Information S1).

4.5.1.  Rock Alteration and Seafloor Spreading

It is important to recognize that our model starts with fresh rock in the entire 
subseafloor part of the computational grid. In reality, all of the rock other 
than that close to the ridge axis has already been altered by the near-ridge 
processes and would contain a substantial fraction of secondary minerals, 
little if any olivine, and smaller volume fractions of plagioclase and pyrox-
ene. The secondary minerals also have  87Sr/ 86Sr that is different from the 
fresh rock. The model as we have it constructed cannot accurately account 
for this alteration; it would require implementation of seafloor spreading to 
capture the continual supply of fresh rock at the ridge axis, the non-uniform 
distribution of alteration with depth, and the gradual increase in alteration as 
the rocks move away from the axis. We have, however, explored the effect of 
the entire grid being composed of altered rock with a mineralogy correspond-
ing to about 15% alteration (Table 2), the rough column average weighted 
toward the deeper part of the section where most of chemical interaction 

occurs (Figure  17a). The results, some of which are provided in Text S7 in Supporting Information  S1, are 
somewhat different in that the fluids are more depleted in Mg and somewhat higher in Ca. Other aspects of the 
simulations are broadly similar to those shown above for the model starting with fresh rock. Nevertheless, it must 
be an important longer-term objective  to implement seafloor spreading in the simulations.

4.5.2.  Secondary Mineral Kinetics

The appropriate RSA for secondary minerals are uncertain, but simulations have been run with a variety of 
values. The typical values used are twice those of the primary minerals, but in other cases higher values up to 10 
or 20 times those of the primary minerals were used. A check on whether the secondary mineral RSA's are too 
small is the saturation indices of chlorite and tremolite (Figure 18). For chlorite, saturation index is very high at 
temperatures below 100°C (and in seawater), but in the main alteration zone where temperature is above 150°C 
chlorite values are between 0 and 2. Tremolite is highly oversaturated at about 100°C but has log(Q/Keq) ≤ 1 at 
T > 200°C.

In the simulation results shown here, the RSA of albite is set to relatively large values to enhance the rate of 
formation. The higher albite values seem to be required to balance the release of Na from plagioclase dissolution 
so that fluid Na concentrations don't get too high. For albite, compositions of An0, An10, and An20 are included in 
some simulations. Most of the simulated secondary feldspar is An0 (80%) and An10 (20%) which is in reasonable 

Vol.% altered 0 5 10.9 21.7 33.5 59.8

Plagioclase 56 54.8 53.2 47.6 43 25.5

Clinopyroxene 22 18.5 15.5 11.8 6 2

Orthopyroxene 15 15 14.5 12.2 9.6 9.6

Olivine 4 2.8 1.1 0 0 0

Albite 3.2 6.7 19.7

Chlorite 2 4.6 7.5 10.9 15.8

Amphibole 2.9 6.2 8.1 13.4 14.8

Epidote 2.1 3.5 9.5

Magnetite 3 3 3 3 3 3

Temperature 249 276 308 344 390

Table 2 
Example Model Alteration Mineralogy (Volume % of Minerals)

Figure 18.  Saturation indices of secondary mineral components (a) clinochlore and (b) tremolite. The saturation index for anhydrite (not shown) is less than 0.5 
everywhere. Mod3100 refers to model year 3100 (step 8) and modern seawater.
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agreement with observations at Sites 504B and 1,256 (Alt et al., 1996, 2010). Many of the simulations include 
only An0, but the amounts of total low-Ca plagioclase formed are still qualitatively similar.

4.5.3.  Anhydrite Formation and Rock Permeability

It has been hypothesized that the precipitation of anhydrite in fractures tends to seal fractures and that this might 
be a major factor in determining the structure of hydrothermal systems (e.g., Lowell, 2003; Sleep, 1991). This 
aspect of the system has not been modeled completely here. For the model results shown above, permeabil-
ity is NOT a function of porosity. Running the models without a porosity-permeability feedback is instructive, 
however, in that porosity evolution can be evaluated without flow changes causing difficulty in the simulation. 
A porosity-permeability feedback can then be added to determine its effects. An example run with no feedback 
(Figure 19a) is juxtaposed with the anhydrite distribution (Figure 19b). In general fracture porosity decreases 
significantly only where anhydrite is forming. Everywhere else, fracture porosity increases slightly or remains 
close to the starting value of 0.50.

With no feedback, anhydrite accumulation is concentrated in a few grid blocks and is associated with an 
80%–95% drop in porosity in those grid blocks. When a porosity-permeability feedback is included the distribu-
tion of anhydrite is somewhat less concentrated and the total porosity reduction is smaller (Figures 19c and 19d). 
These differences appear subtle, but they can have a significant impact on flow. In the 2D simulation, anhydrite 
formation produces a lower-permeability layer about 30 m above the base of the computational grid. This layer 
acts as insulation and causes the temperature in the underlying higher permeability layer to increase, ultimately 
producing oscillatory behavior where temperature, flow and fluid chemistry undergo oscillations with a period 
of 70–80 years (Text S8 in Supporting Information S1). The oscillatory temperature variations at the base of the 

Figure 19.  Effects of adding weak porosity-permeability feedback. Figures are 2× expansions of the high temperature corner of the computational grid and show 
results with permeability scaled as (ϕ/ϕ0) 0 (a, b) and (ϕ/ϕ0) 1.5 (c, d) denoted in the titles as “phi 0” and “phi 1.5.” Vertical scale is the same as horizontal. With the 
porosity-permeability feedback, porosity decreases less in any one grid block, and anhydrite is distributed more evenly over more grid blocks, but anhydrite formation is 
still restricted to a small region of the grid. Mod3100 refers to 3100 years model time (step 8) and modern seawater.
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system are large, ±40°C and are associated with oscillations in fluid chem-
istry and  87Sr/ 86Sr.

Porosity-permeability feedback is important for modeling the effects on 
flow that could generate highly non-uniform flow fields, especially in 3D. 
However, for our purposes it may be of limited value. The appropriate feed-
back formulation is uncertain. We have experimented only with relatively 
weak dependence of permeability on porosity. As discussed previously, 
the likely case for MOR systems is that new fractures are being continu-
ously generated. The vent fluid chemistry observed in nature may require 
the continual generation of new fresh fractures (next section), so having the 
model fractures seal with time would not correspond to the actual evolution 
of the fluid flow or fluid chemistry. The constraints we have for vent fluids–
flux, temperature, and chemistry—can be interpreted in terms of a steady 
state system with a particular range of permeability and heating rate. This 
“steady state” can be produced by a continually operating process of fracture 
sealing and fracture generation. For our purposes, we seek the time-averaged 
properties, and several studies have concluded that the steady state would 
need to be characterized with a permeability near 10 −14 m 2. In the 2D case 
that we have simulated, the formation of an insulating layer leads to pulsed 
behavior as the fluid in the lower layer heats above 400°C, expands, and 
the lower density fluid causes temporary acceleration of the flow, which 
then cools the lower layer until continued heat input reheats it and another 
cycle begins. Oscillatory temperature variations are closely tracked by 
mineral-fluid reaction rates, which means that matrix fluid chemistry follows 
closely in time, and fracture fluid chemistry responds slightly differently but 
in a similar fashion and with a similar cycle time. Elsewhere in the system, 
the temperature fluctuations and fluid chemistry variations are smaller (Text 
S8 in Supporting Information S1). The integrated rock alteration does not 
change significantly, and the effect of the temperature oscillations is to make 
the temperature distribution at the base of the upwelling zone more uniform, 
but with a similar average temperature. Our conclusion is that accounting for 
the effects of anhydrite formation on flow does not change the overall charac-
ter of our 2D model system in terms of fluid fluxes, average fluid chemistry, 
and alteration mineralogy and extent. Much more work would need to be 
done to explore the effects of anhydrite formation on flow, and ultimately this 
would need to be addressed with 3D simulations.

4.6.  Flow, Reaction, and Fluid Chemistry

In the simulations, the generation of vent fluids with near-zero Mg (e.g., 
Figure 14) is dependent on fluid-rock reaction in fractures. Unless the frac-
ture minerals are reacting fast, the venting fluids tend to have slightly higher 
Mg of a few mM. However, deep fracture fluids along the base of the system 
have Mg  ≈  0 regardless of the fracture mineral reaction rates, and high 
temperature matrix fluids, which constitute 90% of the fluid volume in the 
high-T regions, have near-zero Mg in both the basal and upflow zones.

One reason that simulated vent fluids have non-zero Mg is the recircula-
tion of seawater to the base of the upwelling zone and entrainment of this 

high-Mg fluid into the upwelling fluids. This entrainment also tends to cool the fluids; cooling of order 50°C 
is commensurate with addition of enough Mg to increase the high-T fluid concentration from zero to a few mM 
(Supporting Information S1). Another issue is with regard to spatial averaging within the 20-m grid blocks. The 
chemical and thermal gradients in the high temperature parts of the system are steep, and there may be difficulty 
in producing near-zero Mg fluid because of this.

Figure 20.  (a) Advective heat flux versus distance from spreading axis at 
50 mbsf. (b) Heat flux versus fluid Mg concentration in model vent fluids. 
With increasing fracture mineral reaction rates, fluid Mg decreases, but 
significant heat is still carried by higher-Mg fluids (c) fluid  87Sr/ 86Sr versus 
heat flux for the case with increased reaction rates in fractures. All figures are 
for modern seawater and a model time of 3100 years.
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4.6.1.  Damköhler Numbers

The reduction of fluid Mg concentration during fluid-rock reaction, which is due to the rapid formation of 
secondary, Mg-rich, aluminosilicate minerals, is a measure of the competing effects of fluid flow velocity and 
reaction rate, and can be represented with a Domköhler number. However, estimating this number is complicated 
because the concentration of Mg in the fluid flowing in fractures is affected by reaction with the minerals lining 
the fractures as well by diffusive exchange with the matrix pore fluid. The fracture fluids with lowest Mg are 
those flowing sub-horizontally along the bottom of the system prior to entering the upflow zone (Figure 11). 
For  these horizontal-flowing fluids, temperature increases from 150°C to 350°C, over a distance of about 400 m. 
Typical fluid velocity at these temperatures is 500 m/yr and fluid flux is 3,000 kg/m 2/yr or 3 m/yr. As noted in 
Text S2 in Supporting Information S1, at high T the chemical fluxes between matrix and fractures are approxi-
mately diffusion limited, and the applicable Damköhler number, if the fracture fluid chemistry were only affected 
by diffusive exchange with matrix fluid, is:

𝑁𝑁D =
3𝐷𝐷𝐷𝐷𝐷𝐷m𝐴𝐴fmΔ𝐶𝐶

𝑏𝑏𝑏𝑏𝑏𝑏f
� (3)

Using parameter values from the simulations, D = 0.35 m 2/yr, τ = 0.2, b = 1 m, q = 3 m/yr, ∆C/Cf ≈ 1 (the maxi-
mum), and Afm = 2, gives ND = 0.007. This result suggests that even at relatively high temperature, the fracture 
fluids are strongly influenced by transport. The parameter Afm is the fracture-matrix surface area factor, which is 
2 m 2/m 2 (800 m 2 for each 20 × 20 m grid block). The advective length scale (Ladv) for adjustment of the fracture 
fluid concentration Cf is about 170 m at T ≈ 350°C. At lower temperature down to 150°C the Damköhler number 
is only slightly different because reaction rates and fluid fluxes change in parallel.

The above analysis is consistent with the model output. For fluids that are heating up before reaching the upflow 
zone, the Mg and SO4 concentrations adjust rapidly enough to reach zero above 300°C. However, due to the 
influx of lower temperature, and chemically less evolved water at the base of the upflow zone, the venting fluids 
have low but non-zero concentrations of Mg. The SO4 concentration is not as affected because the cooler fluids 
are stripped of SO4 as they heat up above 150°C due to the high fluid Ca concentrations.

One feature of the model output that was unexpected is the region of low fracture fluid Ca concentration at depth 
of about 100–600 m in the neighborhood of the stagnation zone separating the upflow zone from the proximal 
downflow zone (Figure 11). The low Ca concentration is presumably due to anhydrite formation removing Ca as 
the fluids move into and up through the lower temperature fringe of the upflow zone, get heated above 150°C, 
and then circulate back down on the other side of the stagnation zone. Repeated cycling of fluid around the stag-
nation zone can potentially strip out fluid Ca without greatly affecting SO4 concentration. The temperature of 
the stagnation zone for our simulation parameters is well defined at about 135°C, upwelling fluids are hotter and 
downwelling fluids are cooler. The low Ca concentrations in fracture fluids are associated with relatively small 
amounts of anhydrite forming in fractures and matrix in the upflow zone.

5.  Vent Fluid Composition and Heat Flux
A potentially useful aspect of the model output is that it provides compositions of “vent” fluids and the relation-
ship of those compositions to advective heat flux (Figure 20). For this comparison we use the fluid and heat flux 
values that apply to the grid blocks located 50 m below the ocean floor and within 150 m of the spreading axis. 
Virtually 100% of the magmatic heat entering the system from below is advected to the ocean within 150 m of the 
spreading axis in the simulated system (Figure 20a; see also Kanzaki, 2020). A substantial fraction of the heat is 
carried in intermediate-temperature fluids that have not evolved to zero Mg and SO4 (Figure 20b). The average Mg 
concentration of venting, heat transporting fluids varies depending on the reaction rates of minerals in fractures, 
and is about 10 mM for the faster reacting case. Higher reaction rates might further lower the heat flux-weighted 
vent fluid average Mg concentration, suggesting that advected heat, advected fluid, and Mg removal from seawa-
ter are close to proportional as is generally assumed for ridge-crest hydrothermal systems, although it has been 
recognized that correlations between advected heat and Mg removal fluxes extend continuously to low tempera-
ture (Mottl & Wheat, 1994). In the model, the fast reaction in fractures quickly reduces the effects of the fracture 
mineral dissolution on fluid chemistry on timescales of decades, but in the real system, continued generation of 
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new fractures and re-routing of fluid into newly formed fractures could main-
tain low fluid Mg concentrations in higher temperature vent fluids.

6.  Effects of Changing Seawater Composition
As an example of the possible uses of MOR simulations for studying the 
behavior of seafloor hydrothermal systems under changing boundary condi-
tions, we have attempted to use the model, as calibrated for modern seawa-
ter, to evaluate the effects of changing seawater composition. Simulations 
iden tical to those for modern systems were done using hypothetical Creta-
ceous (95 Ma), Proterozoic (1,800 Ma), and Archean (3,800 Ma) seawater. 
The parameters used for heat flux, permeability, fracture spacing, etc. were 
kept the same and the only change was the seawater composition. The logic 
is to first create a model system that produces a reasonable facsimile to a 
modern system in terms of vent fluid compositions and rock alteration and 
then to perturb it only by changing the seawater composition. The Creta-
ceous seawater composition for Ca, Mg, and SO4, is based on the work 
of Lowenstein et  al.  (2001, 2014) and Horita et  al.  (2002) and the Prote-
rozoic and Archean compositions are based on the models of Halevy and 
Bachan (2017). Cretaceous seawater Sr concentration is based on the analysis 
of Coogan (2009). Proterozoic and Archean seawater Sr is speculative, but 
follows the trend of higher Sr/Ca being associated with higher seawater Ca 
concentration. A summary of key components of the four seawater composi-
tions is provided in Table 3. The main difference between the paleo-seawater 
compositions and modern seawater, is that Ca and Sr are substantially higher, 
and Na, Mg and SO4 are lower. The paleo-seawater compositions also have 
lower pH and higher deep-water temperature.

The overall temperature, pH, major ion concentrations, and alteration patterns that are produced using paleoseawa-
ter compositions (Text S7 in Supporting Information S1) are difficult to distinguish from those in Figures 14–16 
and Figures 18–21, except for the proportion of anhydrite, which reflects the lower seawater sulfate concentra-
tions. The vent fluid compositions are different mainly in Ca, Sr and  87Sr/ 86Sr (Figure 21), and for the Archean 
case, Na.

The data from Cretaceous ophiolites indicates that the altered rocks of that age are more strongly affected by 
exchange with seawater Sr than are ocean floor rocks of age <6 Ma (Figure 22). The bulk Sr isotopic composi-
tion of the rocks is not fully represented in our simulations, but we can compare the isotopic composition of the 
primary Sr-bearing secondary mineral tremolite (Figure 23). It is likely that the other major Sr bearing secondary 
phase, low Ca plagioclase, would have a similar isotopic composition. The simulations show that the secondary 
mineralogy for the paleo-seawater cases will be much more strongly shifted toward the seawater Sr isotopic 
composition for the same amount of alteration.

The late Cenozoic drill core rocks are typically shifted only about 5%–10% toward the seawater  87Sr/ 86Sr value. 
Based on the modern curve in Figure 23, that shift could be accounted for with 15%–35% alteration, assum-
ing that the Sr shift were proportional to alteration fraction. For the Oman ophiolite, where the observed Sr 
isotope shift is 20%–40% toward the seawater value, the 95 Ma curve would suggest that 30%–60% alteration is 
necessary. For Troodos, the shift is highly variable, but reaches 60% seawater component, and averages about 
30%–40%. This implication is that the altered rock fraction for Troodos can approach 100%, although the average 
would be about 50%.

The difference in seawater Ca and Sr for the Cretaceous model, and probably also to a lesser degree the lower SO4, 
results in the rocks being more shifted in  87Sr/ 86Sr toward the seawater value as previously noted by others (Bickle 
& Teagle, 1992; Coogan, 2009). However, the data from the Cretaceous ophiolites seem also to require that the 
rocks have experienced a larger amount of alteration, which in turn means they were exposed to high tempera-
tures for a longer period of time. This difference was also discussed by Bickle and Teagle (1992). For  the model 
presented here, longer times would be associated mainly with slower spreading. Troodos, which has generally 

Component Modern 95 Ma 1,800 Ma 3,800 Ma

Na 10,780 9,600 8,700 2,500

Ca 412 1,400 2,600 8,400

Mg 1,315 740 700 350

Fe 0 0 1.00E−04 1.00E−04

Sr 8 40 80 400

Al 1.00E−06 1.00E−06 1.00E−06 1.00E−06

SiO2 1.00E−06 6 6 6

Cl Chg Bal Chg Bal Chg Bal Chg Bal

SO4 2,700 960 100 10

Molar Ca/SO4 0.35 3.5 30 30

 87Sr/ 86Sr 0.70918 0.7074 0.7048 0.7020

pH 7.5 7 6.8 6.6

T 4 15 20 40

Rock  87Sr/ 86Sr 0.7028 0.7028 0.7012 a 0.6995 b

Note. Concentrations in ppm.
 aRatio that would correspond to εNd = +5 using the modern oceanic basalt 
correlation line.  bThis ratio is not well constrained, but is plausible for simple 
Earth evolution models.

Table 3 
Seawater Compositions
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Figure 21.  Comparison of “vent” fluid chemistry in a transect of upwelling fluids 200 m below the seafloor for model seafloor hydrothermal systems with different 
seawater chemistry and Sr isotopic composition. (a) Ca concentration versus distance from the spreading axis. (b) Sr isotopes expressed as the fraction of seawater 
Sr. (c) HS-concentration, and (d) Na concentration, which includes a model for Archean seawater. For the Archean case the venting fluid is markedly enriched in Na 
relative to seawater. Because the paleo-seawater compositions are high in Ca, there is relatively less enrichment in Ca in the venting fluids.

Figure 22.  Contrasting Sr isotope shifts in young (<6 Ma) oceanic crust and Cretaceous ophiolites that formed at a time when seawater had high (Ca + Sr)/SO4 
(from Coogan, 2009), as well as higher temperature and lower pH. The gray vertical lines are the fresh rock isotopic compositions and the heavy dashed lines are the 
contemporaneous seawater compositions.
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been interpreted as a back-arc spreading center, probably did have a slow spreading rate (Varga & Moores, 1985). 
The Oman ophiolites are inferred to represent faster spreading rates (Braun & Keleman, 2002), which would be 
more comparable to the model presented here.

The model paleo-vent fluids also have increased fluxes of HS − and Na + to the oceans. According to the model 
results, when seawater has low SO4, the hydrothermal system converts that sulfur to a reduced form at a substan-
tial rate and does not significantly sequester sulfur into the oceanic crust. Also, the model suggests that when the 
seawater Na concentration is low, hydrothermal systems leach Na from the rocks and supply it to the oceans. On 
billion-year timescales the leaching rate would be high enough to supply a substantial fraction of seawater Na. 
Simulations with a model “early Archean” ocean with 210 mM Ca and 110 mM Na (see Halevy & Bachan, 2017 
for the Ca concentration) indicate even larger Na enrichments in venting fluids relative to the contemporary 
oceans, enough to supply the current budget of seawater Na in less than 10 9 years. The implication is that early 
in Earth history, seawater Na could have been derived from ocean floor basalts rather than requiring continental 
weathering. For the modern system, there is little difference in Na between seawater and vent fluids, so the effects 
of the seafloor hydrothermal process are small relative to other fluxes of Na to the oceans, and do not significantly 
affect seawater Na.

7.  Discussion
The models presented represent in two dimensions the fluid flow, reaction kinetics, alteration patterns, and Sr 
isotopic exchange between seawater and a model oceanic crustal section of 1.2 km vertical dimension. The heat-
ing rates and vertical dimension are similar to those inferred for fast spreading ridges; those with total spreading 
rates of about 10 cm/yr. However, the crustal sections of such ridges are inferred to have a two-layer permeability 
structure rather than the uniform permeability modeled here (Alt et  al.,  2010). The shallow convective layer 
tends to isolate the lower layer thermally, producing somewhat higher temperatures than in the current models. 
The effect of such higher temperatures can be inferred from the temperature-alteration relationships found in 
the current models (Figure 17b). Higher temperatures produce more rock alteration (assuming fluid flow is still 
large), and because the upper layer has relatively low temperatures, mostly restrict it to the lower layer (e.g., Alt 
et al., 2010).

Other evidence from Site 1,256 indicates that fast spreading ridges also incur alteration at temperatures well above 
400°C (Alt et al., 2010), and under conditions where seawater is supercritical (Coumou et al., 2008). There has 
been no attempt to model those conditions here, mainly because they complicate the fluid flow and will require a 
focused effort at representing them accurately in reactive transport models that is beyond the scope of this paper. 
However, at temperatures in excess of 400°C it is also likely that permeabilities are low and fluid fluxes are much 

Figure 23.  (a) Depth profile of Sr isotopic composition of secondary tremolite for different seawater compositions, expressed as the fraction of seawater Sr. The data 
are taken from the first column of the simulation, which represents a distance of 0–20 m from the spreading axis and includes the highest temperature upwelling fluids. 
(b) 2D map of tremolite  87Sr/ 86Sr, using modern seawater as an example, showing that tremolite forming farther from the axis has higher  87Sr/ 86Sr, although the majority 
of the tremolite forms within about 60 m of the axis. Tremolite that forms in the horizontal flow region at the base generally has lower  87Sr/ 86Sr.
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smaller. The preponderance of fluid flow in natural systems is inferred to be 
at temperature below 400°C (Driesner, 2010). Although higher temperature 
fluid fluxes deep in the hydrothermal systems must be low, the length of 
time the rocks spend at those high temperatures could be considerably longer, 
which must  be the case to account for the δ 18O shifts observed in ophiolitic 
gabbro (Gregory, 2003).

In our model, fluids enter the upflow zone at 1,200 mbsf at temperatures 
above 350°C, but are cooled by about 100°C in the first 250 m of upflow. The 
venting fluids at the axis are further cooled to 210°C or 220°C. The initial 
large decrease in temperature is a result of admixed cool, rapidly descending 
seawater that is injected into the base of the upwelling zone. This effect is an 
unavoidable feature of the convection that results from the strong upwelling 
at the ridge axis. The fact that natural vent fluids can emerge on the seafloor 
at much higher temperature presumably requires appropriate permeability 
structure that can separate the hot upwelling fluid from the cool downwelling 
fluids only a few tens of meters away. The continued cooling of the axial 
upflow fluids is a consequence of the circulation around the stagnation zone, 
which causes cooler fluids to continually be mixed into the axial upflow 
fluids. Considering that the model allows us to “see” the deep fluids before 
they are cooled, the cooling effect does not prevent us from assessing the 

fluid chemistry produced at higher temperatures in the model. In general, the fluids at temperatures >300°C have 
near-zero Mg and SO4, low  87Sr/ 86Sr, and high Ca.

7.1.  Reaction Rates

An important aspect of the model used here, described in more detail in Text S3 in Supporting Information S1, is 
that the fracture-matrix diffusion scheme sets a limit to the reaction rates of the matrix minerals at high tempera-
ture. This limit may in fact represent fairly accurately how a dual permeability system works at high temperature. 
The high temperature reaction rates therefore are appropriate even with the small mineral RSA's; the small RSA's 
compensate for diffusive transport limitations. However, in the model the small RSA's also apply to the lower 
temperature parts of the system, where diffusion between matrix and fractures does not limit reaction to the 
same extent. The consequence may be that the low-temperature reaction rates in the matrix could be too slow. If 
this were the case, then the curve shown in Figure 17b would have a lower slope below about 200°C. This could 
make some difference, but it might be subtle on the short timescales associated with high temperature alteration 
near the ridge axis. For example, rocks held at 100°C for 400 years might be 0.2% altered instead of 0.02%. This 
difference becomes much more significant for older seafloor rocks. An alternative explanation of the small RSA 
values needed for the simulations is that they compensate for the non-linear nature of plagioclase and pyroxene 
dissolution kinetics (Daval et al., 2010; Dixit & Carroll, 2007), an effect that may apply equally at low- and high 
temperature.

An interesting comparison is afforded by the approach of Kanzaki  (2020) who used a model for hydrother-
mal convection and a simplified formulation of rock-fluid reaction rates to estimate the effect of hydrothermal 
exchange on oxygen isotopes. His model assumes porous flow, and his porosity of 5% matches ours for matrix. 
His rate of bulk O isotopic exchange, based on experimental data for fluid-rock effects on oxygen isotopes (Cole 
et al., 1987), is compared to our rock matrix alteration rates in Figure 24. The agreement is good above 100°C. 
As noted above, our rates might be too low below 100°C, but the change in alteration fraction on a 1,000-year 
timescale might be from 10 −5 to 10 −4, which would not affect the results presented here. Limitations of the ther-
modynamic database above 300°C are not evident in Figure 24.

7.2.  Fluid/Rock Ratios and Sr Isotopes

There has been much discussion about the effective fluid/rock ratios that should be used in conceptual models 
of MOR hydrothermal alteration (cf. Kanzaki, 2020). One aspect of the model presented here is to highlight the 
difficulty in reducing the system to a simple mass balance concept. An example that can be used for illustration 

Figure 24.  Comparison of matrix alteration rate in the Toughreact model to 
the bulk rock dissolution or exchange rate used by Kanzaki (2020), which is 
based on O isotope exchange experiments of Cole et al. (1987).
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is the imaginative and largely insightful analysis done by Bickle and Teagle (1992) in an effort to understand 
the implications of Sr isotope modification of the Troodos ophiolite. They divided the hydrothermal exchange 
process into separate high temperature “equilibrium” regions and lower temperature “disequilibrium” or 
kinetically-controlled regions. They associated the low temperature region with downwelling fluids and the high 
temperature region with the narrow upwelling region. The problem highlighted by our model is that the down-
welling regions are so cold that very little fluid-rock reaction occurs at all (see also Barker et al., 2008). The 
lower temperature alteration happens at the fringe of the upwelling region where the fluids have not been fully 
heated and/or are admixed with local downwelling fluids. The lower temperature alteration still tends to overprint 
the high-temperature alteration because the rocks start out at the ridge axis where temperatures are highest and 
migrate to lower temperatures over a period of thousands of years. Our simulations also indicate that the lower-T 
overprint will be associated with fluids that look chemically a lot more like seawater, so an important point is 
that altered rock will have interacted with fluids that changed composition with time as temperature decreased.

A problem with conceiving of the high-T part of the system as “equilibrium” is that it results in an inappropriate 
description of fluid Sr isotope ratio evolution. As Bickle and Teagle (1992) point out, equilibrium between fluid 
and rock in terms of Sr isotopes implies that an isotopic “front” moves through the rocks. This is an incorrect 
view of the process; it implies that the Damköhler numbers are >>1, whereas in fact they are <<1. The fluids in 
the rocks being altered at low temperature are upwelling fluids and largely vent to the ocean rather than feed the 
regions where higher temperature alteration is happening. However, there is downward flow of warm fluids that 
have previously reacted slightly with the rocks just outboard of the stagnation zone, although the temperatures are 
still substantially below 150°C and fluids reach the base of the upwelling region having retained  87Sr/ 86Sr that is 
little changed from that of seawater (Figure 12b).

The total fluid volume calculated by Bickle and Teagle  (1992) to account for the Sr isotope shift in Troodos 
rocks is 3 × 10 7 kg/m 2, although this number should be decreased by 3× or 4× to account for higher seawater 
Sr concentration in the Cretaceous. The fluxes that come from our model in the high-T regions are in the range 
of 1,000–3,000 kg/m 2/yr. So 10 Ky of fluid flow would give an integrated number similar to that calculated by 
Bickle and Teagle (1992).

It isn't obvious how to calculate an effective fluid/rock ratio that can be used to approximate the isotopic shifts 
in the rocks. The integrated fluid flux of say, 10 7 kg/m 2 moving through rock that has a density of 3,000 kg/m 3 
seems to imply a fluid/rock ratio of 3,000. If the fluid and rock equilibrated Sr isotopes as a closed system with 
this fluid/rock ratio, the rock  87Sr/ 86Sr ratio would be completely converted to the seawater ratio. Bickle and 
Teagle (1992) get around this point by hypothesizing that the fluid, before entering the high-T region, has already 
been modified to have a lower  87Sr/ 86Sr than seawater. Our model suggests that this is unlikely. As shown in 
Figure 16d, downwelling fluid reaches all the way to within three grid blocks of the bottom of the system without 
having its  87Sr/ 86Sr changed significantly.

Figure 25 shows the Bickle and Teagle (1992) concept, and something that more closely resembles what comes 
from our model. Using the same framework, fluid moves through the first 1.5 km without being modified much 
at all, then, as temperature ramps up over a short distance, rapidly shifts toward the rock value but not all the way 
to the rock value. Mixing with local downwelling fluids then causes the fluid  87Sr/ 86Sr to increase, and further 
reaction causes it to drift back to lower values as the fluid moves through the upwelling region. Different fluid 
paths trace different trajectories on this plot depending on what maximum temperatures they traverse, and much 
of the fluid is shifted by a lesser amount toward the rock  87Sr/ 86Sr.

The Bickle and Teagle (1992) representation has value in understanding what is happening in our model system. 
The rock being traversed by downwelling fluid has already been altered and presumably has the endpoint  87Sr/ 86Sr 
of about 0.7054; it does not get further modified by the downwelling fluid. The downwelling fluid maintains 
the seawater value until it reaches the high-T region, which coincidentally is made up largely of fresh rock just 
formed at the ridge axis and with low  87Sr/ 86Sr. As the fresh rock moves through the high-T aureole as a result of 
spreading, its  87Sr/ 86Sr gradually shifts toward the 0.7054 value. At no time has the rock and fluid  87Sr/ 86Sr value 
“equilibrated.” Especially with regard to isotopic modification of the rocks, the process cannot be understood 
without accounting for and modeling the role of mineral-fluid reaction kinetics.
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7.3.  Precambrian “Mantle” Sr Isotope Evolution

An interesting issue in Precambrian mantle geochemistry is the discrepancy between the values estimated for 
mantle Nd and Hf isotopic ratios and those that have been found for Sr isotopes. This discrepancy is illustrated 
in Figure 26, which shows that the initial  87Sr/ 86Sr of a selection of Precambrian mafic rocks thought to repre-
sent the equivalent of modern oceanic mantle, and two curves (in bold) that describe the mantle evolution for Sr 
based on analogy with Nd and Hf isotopes. The bold curves use the measured Precambrian isotope ratios for Hf 
and Nd, and assume that the departure from the bulk Earth curve for Sr is proportional to that for Nd, with the 
proportion ality indicated by that of modern oceanic basalts.

In most discussions of Precambrian mantle isotopic evolution, mantle Sr isotopes are either not mentioned (e.g., 
Vervoort & Blichert-Toft, 1999) or are not emphasized (McCulloch & Bennett, 1993). One reason is that it is 
unclear how representative the existing data are of the depleted mantle  87Sr/ 86Sr values. The uncertainty stems 
partly from the fact that the Sr data depart so strongly from the patterns established with Nd and Hf data, and 
partly from the recognition that Sr isotopes are more readily modified by post-magmatic processes. The mode-
ling  presented here amplifies this second explanation-that the high Sr concentrations, and low SO4 concentra-
tions, in the Precambrian oceans caused the Sr isotopic composition of oceanic crust to be much more affected by 
hydrothermal exchange with seawater. The high- 87Sr/ 86Sr oceanic crust, when subducted, could carry its signal 
into the mantle where it may have affected the Sr isotopic composition of island-arc rocks such as those repre-
sented by the 1.73 Ga rock compositions plotted in Figure 25.

The effect of ocean floor basalt Sr exchange with seawater could have been a maximum at about 1.6–2.0 Ga 
because it took until about 2.0 Ga for seawater to evolve a relatively high  87Sr/ 86Sr ratio of about 0.7045–0.7048 

Figure 25.  Representations of the evolution of  87Sr/ 86Sr in 95 Ma seawater fluid circulated into and through a MOR 
hydrothermal system. (a) After Bickle and Teagle (1992) for the Troodos ophiolite and (b) schematic representation of our 
model.
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(Shields & Veizer, 2002). Subsequent to 1.6 Ga, the Ca and Sr concentrations 
of seawater may have been lower, decreasing the size of the effect (Halevy 
& Bachan, 2017), at least until the Phanerozoic when the seawater  87Sr/ 86Sr 
was higher. However, even in the Archean, Sr isotopic modification of ocean 
floor rocks may have been extreme if the seawater Sr concentration were 
as high as 400 ppm. In fact, the entire global Sr cycle may have been quite 
different.

8.  Summary and Conclusions
Our simplified MOR hydrothermal model is useful for a first look at the 
likely internal structure of hydrothermal systems, and the relationships 
between temperature, fluid flux, fluid composition, and rock alteration. 
Further modifications are needed to improve the correspondence between 
model and natural systems, but the simple model provides useful insight into 
what can be gained from simulations. In this work, we place an emphasis on 
using the model to evaluate effects of changing seawater chemical composi-
tion, but it also provides an initial view of relationships between chemistry, 
mineralogy, heat flux, and fluid flow.

8.1.  Fluid Chemistry

The simple representation using modern seawater and a rectangular computa-
tional grid with dual permeability and heating from below produces fracture 
fluid compositions at T > 300°C that have the characteristics of observed 
vent fluids on the seafloor. The model fluids have low Mg (≤1 mM), zero 
SO4, a small amount of HS-, elevated Ca, Sr concentration slightly higher 
than seawater, and  87Sr/ 86Sr near 0.704. The model unaltered rock has the 
chemical composition of typical MORB with a diabase mineralogy, no glass, 
Sr concentration of about 120 ppm, and  87Sr/ 86Sr of 0.7028.

8.2.  Mineralogy, Heating, Permeability, and Fracture Spacing

The model primary rock mineralogy is based on a typical igneous assem-
blage, adjusted to give a bulk composition close to average MORB. The array 
of secondary minerals considered is guided by observations in ophiolites and 
basement drill cores. The model fracture spacing of 2 m is close to the aver-
age observed in ophiolites. Heating rate and permeability were adjusted to 
yield steady flow with a maximum temperature <400°C to minimize criti-
cal point effects on flow. The basal heat flux is compatible with a shallow 
magma lens 200–300 m below the computational grid. The (fracture) perme-
ability used is 1.5 × 10 −14 m 2, close to an average inferred value for the real 
systems. Fracture spacing is an important parameter, simulations with larger 
fracture spacing (4 or 10 m) tend to isolate the matrix too much from the 
fracture flow so that the fracture fluids do not evolve sufficiently as they pass 
through the model system.

8.3.  Role of Fractures

A dual permeability grid allows us to evaluate separately the fluid flow and chemical evolution in fractures and 
in the larger volume of rock matrix. Because flow is confined almost entirely to fractures, flow velocities reach 
500–1,000 m/yr or more in the upflow zone, consistent with residence time estimates. We have a baseline model 
where reaction timescales are similar for matrix and fracture minerals, and another version where the reaction 
timescales are accelerated in the fractures. For the baseline model fracture fluids tend not to reach zero Mg except 

Figure 26.  Sr isotopic evolution diagram showing bulk Earth evolution, 
expected “depleted mantle” evolution, and some available data on Mantle Sr 
isotopic composition. The modern (MORB) data (typical  87Sr/ 86Sr = 0.7025) 
show the strong depletion effects of preferential loss of Rb from the mantle 
and fit the depleted mantle models. The samples older than 1,700 Ma plot 
substantially above the depleted mantle lines. The contrast between the 
modern and Precambrian samples, especially for those at 1,600 to 2,000 Ma, 
is problematical. The curve labeled τaccrete = 50 myr corresponds to a model 
of extended Earth accretion as discussed by Halliday (2000). The extended 
accretion model elevates the effective initial ratio of the Earth and hence 
makes the measured  87Sr/ 86Sr ratios plot below the bulk Earth line and hence 
look more like “depleted mantle” values. The bulk Earth curve could also be 
moved to slightly higher values by making the modern endpoint higher than 
0.7045. The Sr data are taken from Stern and Abdelsalam (1998) (790 Ma), 
McCulloch (1994) (3,504 Ma), Zindler (1982) (2,704 Ma), Machado 
et al., 1986 (3,500 Ma), DePaolo, unpublished (1,730 Ma).
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at the highest temperatures, which is a consequence of the high fluid velocities in the fractures. With accelerated 
fracture mineral dissolution rates the fluids have near-zero Mg over a wider temperature range and spatial extent. 
We use the baseline model to assess longer term effects of fluid-rock interaction because the fracture mineral 
evolution is too fast when reaction kinetics are accelerated. This simplification doesn't greatly affect the amount 
of alteration that occurs in the rock matrix; and rock matrix accounts for 99.5% of rock mass. In a natural system 
it is likely that reactions are faster near the fractures, but also that new fractures are continually generated and 
replace older fractures, so that the average fracture mineralogy doesn't evolve too quickly. Our current model does 
not have the capacity to simulate new fracture formation during a simulation, but that could be a feature that could 
be useful if sufficiently well constrained. Our current interpretation is that rapid fracture mineral reaction, and 
continual production of fresh fractures, are needed to yield fully evolved vent fluids.

8.4.  Alteration Rate

In our models, alteration rate depends mainly on temperature, and alteration extent depends on temperature-time 
history. This simple relationship may apply only when fluid flow is adequate and there is sufficient porosity. 
In our model, porosity is more or less constant and about 5% in matrix, and permeability is also constant. At 
temperatures sufficiently in excess of 400°C, permeability and porosity are likely to be smaller and the extent of 
alteration could be less strongly correlated with temperature.

8.5.  Permeability Evolution

In our models we have made permeability independent of porosity. Anhydrite formation does decrease porosity 
near the base of the upwelling zone, and simulations that include a porosity-permeability feedback show that 
the permeability changes cause significant changes in flow of the high temperature fluids. The overall effects 
on the system are not large. Fluid chemistry, typical flow velocities, and rock alteration patterns change mini-
mally. Secondary mineral formation, including anhydrite formation in fractures, is balanced by primary mineral 
dissolution, and this effect plus continuing fracture generation may cause average permeability to remain close to 
constant on 100- to 1,000-year timescales.

8.6.  Reaction Rates

The dual permeability model requires adjustments to mineral reaction rates to account properly for diffusive 
transport between matrix blocks and fractures. For reasons detailed in Text S3 in Supporting Information S1, we 
have done this by setting the RSA of the primary minerals to a value of 0.00004 m 2/kg. This value yields altera-
tion timescales for the 2-m fracture spacing model that accord with observations of natural systems (Figures 17 
and 23), and in any case are close to maxima because the formulation used for fracture-matrix communication 
limits high temperature reaction rates in the matrix blocks (Text S3 in Supporting Information  S1). We use 
secondary mineral RSA values that are 2× the values for the primary minerals (0.00008 m 2/kg). The reaction 
rates for the primary secondary minerals chlorite and amphibole are similar to those of plagioclase and pyroxenes 
(Text S1 in Supporting Information S1). Additional adjustment was made to the RSA of albite to enhance its 
formation. Anhydrite kinetics at elevated temperatures are not well constrained by available data. We have used 
celestite kinetics from Dove and Czank (1995), which are consistent with the experimental results of Syverson 
et al. (2018).

8.7.  Seawater Composition Effects

At various times in the geologic past seawater had higher Ca and Sr concentration, and lower SO4, Mg, and Na 
than modern seawater. Deep water temperature and pH were also different. We used the model to evaluate the 
effect of changing seawater composition while keeping all other input parameters the same. Using model seawa-
ter compositions for the Cretaceous (95 Ma) and early Proterozoic (1,800 Ma), we find that the evolution of 
fluid  87Sr/ 86Sr is limited and vent fluid compositions are much less shifted toward rock values and more similar 
to the seawater values. A correlative effect is that altered seafloor rocks take on  87Sr/ 86Sr values that are much 
more strongly shifted toward the seawater values. As with modern systems, vent fluids are somewhat enriched in 
Ca and Sr relative to seawater and have zero SO4 and near-zero Mg. Unlike modern systems, in paleo-seawater 
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systems much less anhydrite is formed, vent fluids are quite highly enriched in reduced sulfur as HS-, and 
are substantially enriched in Na relative to the contemporaneous seawater. The latter results suggest that MOR 
hydrothermal systems could have been a significant contributor to keeping the oceans in a reducing state when 
SO4 was low, and could be the ultimate source of seawater Na in the Archean, before emergent continents were 
a major source.

8.8.  Limitations of 2D Static Simulations

Our simulations do not account for effects that can only be fully represented by 3D simulations that include 
spreading. The rapid ascent and minimal cooling of fluids such as those observed at black smokers is a conse-
quence of the formation of cylindrical pipes with high permeability that are sufficiently isolated from cool down-
welling fluids that the deep, hot fluids can flow quickly to the seafloor vents without cooling. They also move 
heat out of the deeper regions efficiently and could alter the overall thermal structure. The effects of fracture 
clogging by anhydrite and its effect on flow also is not addressed in our models, and can probably only be  appro-
priately treated in 3D. The continuous movement of rock away from the ridge due to spreading means that most 
of the rock in the cooler parts of the system has already been altered near the ridge axis. We have not tested this 
effect extensively, except for a few experimental runs with zero olivine, and with chlorite and amphibole as 
additional primary minerals. These experiments showed only minor differences relative to those with the typical 
igneous mineralogy.

8.9.  Future Work

There are many additional features that can be added to the simulations, and most of those can be implemented 
in ToughReact. The next generation of models could evaluate slower spreading systems with deeper circula-
tion, ultramafic host rocks, two-layered permeability systems, enhanced vertical permeability, seafloor spread-
ing, alternate mineral kinetic formulations, and the effects of sediment cover. Improved modeling of the rock 
alteration process is important, because many observational constraints come from study of altered rocks. 
Three-dimensional simulations might also be useful, but represent another level of computational power and 
parameter sensitivity analysis. The ultimate goal, to have models that are realistic enough to be a valuable parallel 
effort to accompany continued observation and characterization of natural systems, probably requires a commu-
nity effort. The simulations also suggest that better data and models are needed for mineral reaction kinetics and 
trace element partitioning.

Data Availability Statement
Input and output files, as well selected figures used for the simulation results shown in the manuscript and 
the Supporting Information  S1 are available at Zenodo (CERN Data Centre) via https://doi.org/10.5281/
zenodo.7328447 with open access. Version 4.13 of the TOUGHREACT software, similar to that used for MOR 
hydrothermal system simulations described in the manuscript, is described at https://tough.lbl.gov/software/
toughreact_v4-13-omp/, and is available with an Academic, Commercial, Government, or Collaborator license 
agreement at https://marketplace.lbl.gov/search?q=toughreact.
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