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Abstract

Investigating Source Processes of Isotropic Events

by

Andrea Chiang

Doctor of Philosophy in Earth and Planetary Science

University of California, Berkeley

Professor Douglas S. Dreger, Chair

This dissertation demonstrates the utility of the complete waveform regional moment
tensor inversion (Dreger and Woods, 2002; Dreger, 2003; Minson and Dreger, 2008) for nu-
clear event discrimination. I explore the source processes and associated uncertainties for
explosions and earthquakes under the effects of limited station coverage, compound seismic
sources, assumptions in velocity models and the corresponding Green’s functions, and the
effects of shallow source depth and free-surface conditions. The motivation to develop better
techniques to obtain reliable source mechanism and assess uncertainties is not limited to
nuclear monitoring, but they also provide quantitative information about the characteristics
of seismic hazards (e.g. Petersen et al., 2014), local and regional tectonics and in-situ stress
fields of the region (Hardebeck and Hauksson, 2001; Hardebeck and Michael, 2006).

This dissertation begins with the analysis of three sparsely recorded events: the 14
September 1988 US-Soviet Joint Verification Experiment (JVE) nuclear test at the Semi-
palatinsk test site in Eastern Kazakhstan, and two nuclear explosions at the Chinese Lop
Nor test site. We utilize a regional distance seismic waveform method fitting long-period,
complete, three-component waveforms jointly with first-motion observations from regional
stations and teleseismic arrays. The combination of long period waveforms and first motion
observations provides unique discrimination of these sparsely recorded events in the context
of the Hudson et al. (1989) source-type diagram. We demonstrate through a series of Jack-
knife tests and sensitivity analyses that the source-type of the explosions is well constrained.
One event, a 1996 Lop Nor shaft explosion, displays large Love waves and possibly reversed
Rayleigh waves at one station, indicative of a large tectonic release. We demonstrate the
behavior of Network Sensitivity Solutions [NSS] (Ford et al., 2010) for models of tectonic
release (Toksöz et al., 1965) and spall-based tensile damage (Patton and Taylor, 2008) over
a range of F-factors and K-factors.

A potential issue for moment tensor inversion of explosions is that Green’s functions have
vanishing amplitudes at the free surface. Because explosions are detonated at very shallow
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depths, this can result in bias in the moment tensor solution (Stevens and Murphy, 2001).
It is important to understand these free surface effects on discriminating shallow explosive
sources for nuclear monitoring purposes. It may also be important in natural systems that
have shallow seismicity such as volcanoes and geothermal systems. To tackle this problem,
we examine the effects of the free surface on the moment tensor via synthetic testing, and
apply the moment tensor based discrimination method to well-recorded chemical explosions.
These shallow chemical explosions represent rather severe source-station geometry in terms
of the vanishing traction issues. We show that the combined waveform and first motion
method enables the unique discrimination of these events, even though the data include un-
modeled single force components resulting from the collapse and blowout of the quarry face
immediately following the initial explosion. In contrast, recovering the announced explosive
yield using seismic moment estimates from moment tensor inversion remains challenging but
we can begin to put error bounds on our moment estimates using the NSS technique.

The estimation of seismic source parameters is dependent upon having a well-calibrated
velocity model to compute the Green’s functions for the inverse problem. Ideally, seis-
mic velocity models are calibrated through broadband waveform modeling (e.g. Dreger and
Helmberger, 1990; Bhattacharyya et al., 1999), however in regions of low seismicity velocity
models derived from body or surface wave tomography may be employed (e.g. Tape et al.,
2010; Shen et al., 2013; Porritt et al., 2014). Whether a velocity model is 1D or 3D, or
based on broadband seismic waveform modeling or the various tomographic techniques, the
uncertainty in the velocity model can be the greatest source of error in moment tensor inver-
sion. These errors have not been fully investigated for the nuclear discrimination problem.
To study the effects of unmodeled structures on the moment tensor inversion, we set up a
synthetic experiment where we produce synthetic seismograms for a 3D model (Moschetti
et al., 2010) and invert these data using Green’s functions computed with a 1D velocity
mode (Song et al., 1996) to evaluate the recoverability of input solutions, paying particular
attention to biases in the isotropic component. We then evaluate source inversions for real
data using Green’s functions for 1D and 3D velocity models in which the Green’s functions
were computed by utilizing the principle of source-receiver reciprocity (Aki and Richards,
2002; Dahlen and Tromp, 1998), and the finite-difference method (Appelo and Petersson,
2009; Eisner and Clayton, 2001; Graves and Wald, 2001). Using the full waveform moment
tensor inversion method we analyze earthquakes and explosions at NTS using 1D and 3D
Earth models and compare the solutions and associated uncertainties at different frequency
bands.

The synthetic experiment results indicate that the 1D model assumption is valid for
moment tensor inversions at periods as short as 10 seconds for the 1D western U.S. model
(Song et al., 1996). The correct earthquake mechanisms and source depth are recovered with
statistically insignificant isotropic components as determined by the F-test. Shallow explo-
sions are biased by the theoretical ISO-CLVD tradeoff but the tectonic release component
remains low, and the tradeoff can be eliminated with constraints from P wave first motion.
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Path-calibration to the 1D model can reduce non-double-couple components in earthquakes,
non-isotropic components in explosions and composite sources and improve the fit to the
data. When we apply the 3D model to real data, at long periods (20-50 seconds), we see
good agreement in the solutions between the 1D and 3D models and slight improvement
in waveform fits when using the 3D velocity model Green’s functions. At high frequencies
the advantage of the 3D model is limited except for paths from NTS to the San Francisco
Bay, where we see a marked improvement in waveform fit. However, we do not see a clear
reduction in source uncertainties when using a 3D model. A larger sample size is required to
make useful interpretations about the use of 3D models in estimating source uncertainties.
Our results indicate that the 3D model for the western U.S. (Moschetti et al., 2010) still
needs further refinement to adequately model wave propagation at high frequencies and that
path-averaged 1D models derived from the 3D model may be a more attractive approach
than the more costly 3D simulation for short period inversions.
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Chapter 1

Introduction

The use of regional distance long-period, complete waveform data to determine the seis-
mic moment tensor is now a routine and reliable approach in determining the source mech-
anism of natural and manmade seismicity, and may be used to identify or discriminate
different types of seismic sources. Such source-type identification is important for better
understanding the physics of earthquakes (e.g. Romanowicz et al., 1993; Kao et al., 1998),
geothermal and volcanic seismicity (Guilhem et al., 2014; Boyd et al., 2015; Templeton and
Dreger, 2006; Minson et al., 2007; Tkalčić et al., 2009; Shuler et al., 2013b; Shuler et al.,
2013a), seismicity in ice (Walter et al., 2009; Walter et al., 2010), as well as seismicity in-
duced by anthropogenic activities such as mining (Dreger et al., 2008; Ford et al., 2008),
oil and gas operations (McNamara et al., 2015), and explosions (e.g. Ekström and Richards,
1994; Dreger and Woods, 2002). The successful applications of the regional moment tensor
method at the Nevada Test Site (NTS) and the 2006 and 2009 North Korea nuclear tests
(Ford et al., 2009a; Ford et al., 2009b; Ford et al., 2010) show that the method is robust and
capable for source-type discrimination of nuclear explosions at regional distances. Studies
of underground cavity collapse and volcanic seismicity also show significant departures from
assumed double-couple models of earthquakes (Minson et al., 2007; Ford et al., 2008).

The benefits of developing better techniques to study and understand seismic source pro-
cesses are not limited to explosion monitoring. The recent and dramatic rise in unexpected
seismicity in the central and eastern United States has generated much interest from the pub-
lic and the scientific community because of the potential link to hydrocarbon production,
and the possibility of industrial activities triggering damaging earthquakes in areas that are
considered relatively stable and of low seismic risk. Monitoring microseismicity related to
wastewater injections, mining activities and other industrial operations is sorely needed to
improve our understanding of the relationship between seismicity and anthropogenic activi-
ties (Baig and Urbancic, 2010) and the imposed risks of induced seismicity (e.g. Ellsworth,
2013; McGarr, 2014; Keranen et al., 2014).

The goals of this dissertation are to study the uncertainty in regional distance seismic
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moment tensor estimation due to the effects of limited station coverage, assumptions in
velocity models for Green’s function estimation, the effects of shallow source depth and
free-surface conditions, compound seismic sources, as well as to expand the seismic moment
tensor database to include more non-double-couple events.

To explore these issues and address these goals this dissertation is divided into three main
sections: (1) The determination of source properties and associated uncertainties for explo-
sions with large tectonic release and in sparse-monitoring situations in Eastern Kazakhstan
and Lop Nor using long period seismic waveforms and regional and teleseismic P-wave first
motion polarities; (2) The study of the effects of free-surface vanishing traction (FSVT) on
shallow source inversions and magnitude-yield relations of low-magnitude, industrial chem-
ical explosions; (3) The analysis of the effects of 3D wave propagation on source inversions
and development of procedures for routine 3D moment tensor inversions of earthquakes and
explosions.

In Chapter 2 the combined use of regional broadband waveforms and regional and teleseis-
mic P-waves was applied to investigate the 14 September 1988 US-Soviet Joint Verification
Experiment (JVE) nuclear test at the Semipalatinsk test site in Eastern Kazakhstan, and
two nuclear explosions conducted less than ten years later at the Chinese Lop Nor test site.
These events were very sparsely recorded by stations located within 1600 km, and for each
event only 3 or 4 stations were available in the regional distance range for source analysis.
Bowers (1997) and Bowers and Walter (2002) have qualitatively used teleseismic P waves
to constrain moment tensors derived from regional broadband waveforms of mining events
in South Africa, Germany and Wyoming. Ford et al. (2012) applied a more quantitative
approach in which the combined use of regional and teleseismic data was implemented to
constrain the source-type for the 2009 Democratic Peoples Republic of Korea nuclear test.
Following the results of Ford et al. (2012) we incorporated first motion data from teleseismic
stations, as well as regional stations to constrain the moment tensor derived source-type
(Hudson et al., 1989; Julian et al., 1998) for the Soviet JVE and Lop Nor nuclear tests. The
results show that unique discrimination of these events with large non-isotropic radiation is
possible under extremely sparse monitoring conditions when long-period regional waveforms
and P-wave first motion polarities are combined.

For the nuclear explosion discrimination problem the uncertainty in a given solution is
as important as the best fitting parameters and therefore necessary to fully understand and
model possible biases that can result in the recovered source mechanisms. A potential issue
for shallow seismic sources that are effectively at the free surface is that as the traction
vanishes the associated vertical dip-slip (DS) Green’s functions have vanishing amplitudes
(Julian et al., 1998), which in turn can result in the indeterminacy of the Mxz and Myz

components of the moment tensor and therefore bias in the moment tensor solution. The
free-surface effect was noted in a study on fundamental Love and Rayleigh waves for nuclear
explosions and associated tectonic release (Given and Mellman, 1986). It is important to
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understand its effects for discriminating shallow explosive sources for nuclear monitoring,
but could also be important in natural systems that have shallow seismicity such as volcanic
and geothermal systems, and other manmade shallow seismicity related to mining and oil
and gas operations.

In Chapter 3 the potential bias that can arise in the determination of moment tensors
for shallow sources is investigated by performing a series of synthetic tests to document
and understand the effects of FSVT on the total seismic moment, isotropic seismic moment
and the source mechanism. We evaluate the sensitivity of the moment tensor solution as a
function of source depth, data quality, frequency bandwidth, and the velocity model. The
results of the synthetic studies are then applied to the determination of seismic moment
tensors of small industrial chemical explosions. These small chemical explosions are approx-
imately 10 m deep and are recorded at up to several km in distance. Therefore the data
represent rather severe source-station geometry in terms of the vanishing traction issues,
and is therefore an excellent dataset for improving the understanding of FSVT on source
recovery, and in evaluating the discrimination capabilities of the moment tensor method as
a function of source depth and frequency passband. We show that the combined method
utilizing three-component, complete seismic waveforms and P-wave first motion polarities is
able to obtain robust full moment tensor solutions that are comprised predominantly of an
isotropic or explosive component. Unlike the synthetic studies, yield estimation using the
real quarry blast moment tensor inversion results remains challenging, however the results
show that we can put error bounds on our moment and yield estimates using the Network
Sensitivity Solutions [NSS] (Ford et al., 2010) approach and that the derived yields are con-
sistent with an empirical relationship obtained from a much larger yield nuclear explosion
data set (Stevens and Murphy, 2001).

In source studies it is necessary to assume a velocity structure to compute the needed
Green’s functions for the inverse problem. Typically it is assumed that a 1D velocity model is
adequate, and this is often justified by using long period waves that have wavelengths larger
than the spatial extent of the source and much of the heterogeneity in the Earth for the
particular path and receiver distance. In seismic source studies (e.g. Dziewonski et al., 1981;
Dreger and Helmberger, 1993; Ekström and Nettles, 1997) typically one uses the longest
period waves with good signal to noise levels to estimate the seismic moment tensor because
the assumptions of the spatio-temporal point-source and the suitability of 1D velocity struc-
ture are robust. However even at low-frequency there can be multipath of body and surface
waves along particular paths that could lead to bias in moment tensors, and therefore affect
the ability to discriminate the source-type of seismic events. In addition, in the monitoring
of low yield nuclear explosions noise levels can be high in the traditional moment tensor pass-
band affecting discrimination capability. The desire to extend capability to smaller yields
and resolve explosion source depth necessitates the need to incorporate shorter-period data
in the analysis. In general the limits of the 1D velocity model assumption is not very well
defined in terms of receiver distance and inversion passband, nor is it routinely explored in
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the published literature.

As a result of the unprecedented coverage of the NSF EarthScope transportable ar-
ray (network code TA), a number of high-resolution regional 3D Earth models have been
published in the literature (Bensen et al., 2009; Moschetti et al., 2010; Shen et al., 2013;
Porritt et al., 2014). These finer resolution regional tomography models may be used to
compute Green’s functions for regional distance source inversion. In addition, advancements
in high-performance, parallel computing, and development of capable numerical 3D wave
propagation codes (e.g. Olsen et al., 1995; Pitarka, 1999; Aagaard et al., 2008; Appelo and
Petersson, 2009) makes the computation of short period Green’s functions for regional scale
3D velocity models a tractable problem. Chapters 4 and 5 utilize the high-performance
finite-difference code SW4 (Appelo and Petersson, 2009) and the Western US velocity model
of Moschetti et al. (2010), determined from joint inversions of surface wave dispersion maps
derived from ambient noise cross-correlation and earthquake data, to investigate the effect
of unmodeled 3D velocity structure on moment tensor recovery through synthetic tests, and
then by re-examining Western US earthquakes and explosions (Ford et al., 2009a).

In Chapter 4 the assumption of the 1D velocity model as a good approximation for real
Earth structure is examined through numerical simulation. Synthetic data are constructed
using the 3D velocity model and then the data re constructed for pure double-couple, pure
explosion and compound events. The synthetic data are then inverted assuming the regional
1D velocity model for western U.S. (Song et al., 1996). The results indicate that the 1D
model assumption is valid for moment tensor inversions at periods up to 10 seconds. Path-
calibration, in which source-receiver path specific 1D representations of the 3D structure are
utilized can reduce non-double-couple components in earthquakes studies and improve the
fit to the data for the three source-types.

In Chapter 5 we develop a platform to perform routine 3D moment tensor inversions.
Of the 32 explosions, earthquakes and collapses studied by Ford et al. (2009a), we select six
explosions and earthquakes in the vicinity of NTS, and compare the 1D and 3D full moment
tensor solutions in different frequency bands. We apply the source-receiver reciprocity prin-
ciple (Aki and Richards, 2002) to compute 3D Green’s functions (Eisner and Clayton, 2001;
Graves and Wald, 2001; Zhao et al., 2006). The advantage of seismic reciprocity is a drastic
decrease in computation cost, especially when the number of sources outweighs the number
of receivers. This approach is very attractive for seismic monitoring where we can set-up a
grid of virtual source points across an area of interest and invert for a moment tensor using
pre-computed Green’s functions at each grid point. The results of the application of 3D
Green’s functions on the inversion of the explosion and earthquake data show that the 3D
model needs further refinement for some paths to model data between 8 to 20 seconds, where
the dominant period is around 10 seconds. At longer periods the 3D model improves the fit
to the data and the estimated moment magnitude is in better agreement with the reported
body wave magnitude.
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Finally, in chapter 6 the results from each chapter are summarized and recommendations
for future research are provided.
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Chapter 2

Source characterization of
underground explosions in Eastern
Kazakhstan and Northwestern China

Published as: Source characterization of underground explosions from com-
bined regional moment tensor and first motion analysis by Andrea Chiang, Douglas
S. Dreger, Sean R. Ford, and William R. Walter, published in Bulletin of Seismological
Society of America.

2.1 Abstract

In this study we investigate the 14 September 1988 US-Soviet Joint Verification Exper-
iment (JVE) nuclear test at the Semipalatinsk test site in Eastern Kazakhstan, and two
nuclear explosions conducted less than ten years later at the Chinese Lop Nor test site.
These events were very sparsely recorded by stations located within 1600 km, and in each
case only 3 or 4 stations were available in the regional distance range. We have utilized a
regional distance seismic waveform method fitting long-period, complete, three-component
waveforms jointly with first-motion observations from regional stations and teleseismic ar-
rays. The combination of long-period waveforms and first-motion observations provides a
unique discrimination of these sparsely recorded events in the context of the Hudson et al.
(1989) source-type diagram. We demonstrate through a series of Jackknife tests and sensi-
tivity analyses that the source-type of the explosions is well constrained. One event, a 1996
Lop Nor shaft explosion, displays large Love waves and possibly reversed Rayleigh waves at
one station, indicative of a large F-factor due to tectonic release. We show the combination
of long-period waveforms and P-wave first motions are able to discriminate this event as
explosion-like and distinct from earthquakes and collapses. We further demonstrate the be-
havior of network sensitivity solutions for models of tectonic release and spall-based tensile
damage over a range of F-factors and K-factors.



CHAPTER 2. KAZAKHSTAN AND LOP NOR 7

2.2 Introduction

The use of regional distance long-period, complete waveform data to determine the seis-
mic moment tensor and discriminate the source-type of earthquakes, underground cavity
collapse and nuclear explosions has been demonstrated for events in the western United
States (Dreger et al., 2008; Ford et al., 2008; Ford et al., 2009a), and for the recent 2006
and 2009 North Korean nuclear tests (Ford et al., 2009b; Ford et al., 2010). In these studies
populations of earthquakes, underground cavity collapses and nuclear explosions are found
to separate when considered on a Hudson et al. (1989) source-type diagram. The source type
plot simplifies the moment tensor into two parameters that depend on the eigenvalues of the
moment tensor. These parameters T and κ describe the deviation from a pure double-couple
(DC) in terms of non-volumetric (compensated linear vector dipole, CLVD) and volumetric
components. Ford et al. (2010) utilized the Hudson et al. (1989) source-type representation
to develop a network sensitivity solution (NSS), which tests on the order of 100 million
moment tensor solutions uniformly distributed in source-type space to determine the best
fitting solution, the uncertainty in the solution, and the capabilities of the method given the
topology of a recording station network. The regional distance moment tensor inversion,
coupled with NSS analysis, and the characterization of sensitivities and uncertainties due to
random errors and systematic velocity model errors enable the discrimination of source-type
in relatively sparse regional distance monitoring.

We investigate the 14 September 1988 US-Soviet Joint Verification Experiment (JVE)
nuclear test at the Semipalatinsk test site in Eastern Kazakhstan, and two nuclear explosions
conducted less than ten years later at the Chinese Lop Nor test site (Table 2.1). These events
were very sparsely recorded by stations located within 1600 km, and in each case only 3 or 4
stations were available in the regional distance range for moment tensor analysis. Following
the results of Ford et al. (2012) we incorporated first-motion data from the regional stations,
as well as teleseismic stations to provide additional constraint in the NSS analysis. The
results show that unique discrimination of these events is possible under these extremely
sparse monitoring conditions when long-period regional waveforms and P-wave first-motion
polarities are combined.

2.3 Data Processing and Methods

Data and instrument response for the US-Soviet Joint Verification Experiment (JVE)
and Lop Nor nuclear tests were downloaded from the Incorporated Research Institutions for
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Table 2.1: Event Information

1988 JVE 1995 Lop Nor 1996 Lop Nor 1999 Lop Nor EQ
Origin Time

(UTC)
03:59:57.30 04:06:00.20 02:56:00.06 03:51:05.42

Latitude 49.882 41.553∗ 41.5804∗ 41.674
Longitude 78.882 88.7496∗ 88.6893∗ 88.463

Depth (km) < 1.0 0.7∗ 0.5∗ 17
mb
† 6.1 6.1 5.9 5.9

Ms
‡ 4.8 5.0 4.3 5.3

Mw 5.2 5.2 to 5.4 5.2 5.3
F 0.97 to 1.15 3.79 to 4.20 -12.75 to -20.44
K 2.59 to 2.73 2.80 to 2.88 2.81 to 2.90
T -0.87 to -0.91 -0.82 to -0.83 -0.62 to -0.66 0.1424
κ 0.57 to 0.59 0.56 to 0.57 0.36 to 0.39 0.0540

∗ Waldhauser et al. (2004)
† Priestley et al. (1990); Yang et al. (2003)
‡ ISC catalog (explosions); NEIC catalog (earthquakes)

Seismology (IRIS) that consists of a collection of stations from the regional broadband seis-
mic network in China, the Global Seismic Network (GSN), and other temporary networks
(Figure 2.1a). In addition to data from IRIS for the 1988 Soviet JVE, we also have data
from temporary deployments of short period instruments located at near-regional distances
< 260 km (Priestley et al., 1990) and the Borovoye station (BRVK) at a distance of 690
km. The data was instrument corrected, integrated to displacement, rotated to radial and
transverse components, and filtered between 12.5 to 80 seconds with an Butterworth filter
depending on instrument type and signal-to-noise levels (SNR). Table 2.2 lists the stations
used for each event, and the frequency passband that was employed. The processed data
were then inverted using the time domain full waveform moment tensor inversion of Minson
and Dreger (2008). For JVE we used a source depth of 1 km that gives the highest goodness
of fit between data and synthetics, and for the two Lop Nor events we used the source depths
from Waldhauser et al. (2004). We then inverted the data with Green’s functions computed
for a range of source depths to determine the source depth sensitivity.

The seismic moment tensor consists of nine force couples that represent the equivalent
body forces for seismic sources of different geometries (Jost and Herrmann, 1989), that
due to conservation of angular momentum reduce to six independent couples and dipoles.
The data are represented by the convolution of Green’s functions for a given Earth model,
source terms and the moment tensor elements. The individual moment tensor elements are
obtained using a generalized least square inversion and the goodness of fit between the data
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Figure 2.1: (a) Event locations (stars) and seismic stations (triangle and square) used in the
moment tensor analysis. The two Lop Nor events are located very close together, hence the
overlapping stars. Triangles represent the stations used in the analysis of the 15 May 1995
Lop Nor explosion and 8 June 1996 Lop Nor explosions, and squares are the stations used in
the 14 September 1988 U.S.Soviet Joint Verification Experiment (JVE). Focal mechanisms
of local earthquakes used in the velocity model calibration are also plotted, with the solution
from this study (right) and Global Centroid Moment Tensor solution ([GCMT],left).(b)
Velocity models used in the analysis: BAY from Walter and Ammon (1993); MOD1 from
broadband waveform modeling of local earthquakes in (a); MOD2 is a 1D model simplified
from a 3D surface wave tomography model (Sun et al., 2010); NE is a simple layer over
halfspace model.

and synthetics is measured by the variance reduction (V R) given by:

V R =

(
1−

∑
i (di − si)

2∑
i di

2

)
× 100 (2.1)

where d represents the data and s represents the synthetic waveforms. Because the data
are linear combinations of the Green’s functions weighted by their associated moment ten-
sor elements, we need a well-calibrated velocity model in order to estimate robust seismic
source parameters. For each test site we utilized several published seismic velocity models,
and for some paths we additionally calibrated models by modeling earthquake records. The
inversion method also allows for small time shifts between the data and Green’s functions
to compensate for errors in origin time, location, and in velocity structure.

In addition, we use two alternative methods in order to fully characterize the source
solution space. One utilizes a grid search to find the best-fitting double-couple (DC), pure-

www.globalcmt.org
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isotropic/explosion (ISO), or DC+ISO source mechanism. The other, described below, uti-
lizes a moment tensor grid search in order to assess solution uniqueness and resolution of
source-type.

Although the seismic moment tensor inversion gives a unique moment tensor solution,
the decomposition of the moment tensor solution is non-unique. Therefore we implemented
the Hudson et al. (1989) source-type representation that circumvents the need to decide on
a particular moment tensor decomposition scheme. The source-type diagram has two key
parameters T = -2ε and κ on the x- and y-axis, respectively, given by the two equations:

ε =
−m1

′

|m3
′|

(2.2)

κ =
MISO

|MISO|+ |m3
′|

(2.3)

m1
′ and m3

′ are the deviatoric principal moment associated with the minimum and max-
imum principal compressive stress axes, and MISO is the isotropic moment. Equation 2.2
measures the deviation from a pure shear dislocation and equation 2.3 describes the volume
change. In this convention, ε is 0 for a pure DC source and ±0.5 for a pure CLVD source,
and κ is ±1 for a spherical explosion and implosion, respectively. Understanding the relative
contributions of the different moment tensor elements provides insights into the complex
source processes of explosions as well as other seismic events. This representation of the
seismic source has been shown to result in separate populations for explosions, underground
cavity collapse and earthquakes (Dreger et al., 2008; Ford et al., 2008; Ford et al., 2009a;
Ford et al., 2009b) enabling discrimination capability.

To assess the confidence of the moment tensor solution, we implemented the Network
Sensitivity Solution (NSS) technique developed by Ford et al. (2010). The technique presents
the level of fit between actual data and the different theoretical solutions described by the
source-type diagram for a given station configuration, Earth model, and frequency band.
From the NSS of a given event we can determine whether or not the best fitting full moment
tensor solution from the inversion is well-resolved to make useful interpretations about the
source. We included regional and/or teleseismic P-wave first motions in addition to waveform
data in the NSS analysis to better constrain the moment tensor solution. To include P-wave
polarities as additional constraints, we take the suite of synthetic moment tensor solutions
from the previous waveform NSS, compute their P-wave polarities, and compare them to the
observed P-wave polarities. We assign −1 for downward motion and +1 for upward motion.
The V R is calculated as:

V R =

(
1−

∑
(Polobs − Polsynth)2∑

Polobs
2

)
× 100 (2.4)
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Then we calculate the combined waveform and first motion V R as:

V R = (sV Rreg × sV Rfm)× 100 (2.5)

where sV Rreg and sV Rfm are normalized by the maximum regional waveform and first mo-
tion V R, respectively. The take-off angles are calculated using iaspei-tau (Snoke, 2009) and
the iasp91 reference Earth model (Kennett and Engdahl, 1991). Incorporating the first mo-
tion data proves to be a powerful tool eliminating solution non-uniqueness, and in assessing
the confidence of a solution under sparse station coverage monitoring situations. We find
that additional polarity constraints assist by uniquely discriminating the events as predom-
inantly explosive.

This powerful result is due to the fact that the tradeoff between a pure explosion and
−CLVD (Ford et al., 2012) only occurs for a −CLVD in which the compressional major
vector dipole is vertically oriented. For these two sources and combinations of the two, the
surface wave radiation patterns are identical for Rayleigh waves, and are theoretically null
for Love waves. This vertical CLVD mechanism predicts dilational first motions in the center
of the focal sphere. For explosions, the incorporation of P-wave first motion data, particu-
larly teleseismic observations with low takeoff angle proves to be an effective test against the
negative CLVD source type. Naturally challenges remain for cases with low SNR in P-waves,
or cases in which free-surface reflections, or interactions with nearby velocity structure result
in reversed dilational polarities. Furthermore, the absence of good P-wave polarities from
teleseismic arrays or stations may require the use of regional seismic waveform data alone.
Nevertheless, as will be shown in the following, even in such regional distance, sparse cov-
erage situations, the combination of low-frequency full waveform fits with regional distance
P-wave first-motions, greatly enhances the discriminatory power of the method.

2.4 Results: Source Characterization

2.4.1 14 September 1988 Soviet Joint Verification Experiment
(JVE)

Our analysis of the Soviet JVE event included three stations in Eastern Kazakhstan and
one station in northwestern China. Stations BAY and KKL are filtered between 12.5 to 20
seconds, station BRVK is filtered between 12.5 to 30 seconds, and station WMQ is filtered
between 20 to 50 seconds. The use of station-specific filters allows tailoring of the approach
for path specific SNR, and with respect to the suitability of the velocity model used to
compute the Green’s functions. We used a well-calibrated velocity model BAY (Walter and
Ammon, 1993) for the Eastern Kazakhstan stations and tested two models for the path to the
Chinese station WMQ. The two models used for station WMQ are from broadband waveform
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Table 2.2: Station Information

Event Station Passband (s) Distance (km) Azimuth (◦)
1988 JVE BAY 12.5 - 20 255 257

KKL 12.5 - 20 256 295
BRVK 12.5 - 30 690 304
WNQ 20 - 50 953 132

1996 Lop Nor MAK 30 - 50 794 319
AAK 30 - 80 1184 280

TTB02 30 - 50 1410 246
1999 Lop Nor EQ WMQ 30 - 50 246 346

PDG 30 - 50 760 287
MAKZ 30 - 50 770 320
TLG 30 - 50 940 284
TLY 30 - 50 1602 41

modeling of two local earthquakes in Kazakhstan and the Lop Nor nuclear test site, called
MOD1 (Figure 2.1b), and another 1D model simplified from surface wave tomography (Sun
et al., 2010), called MOD2. Figure 2.1b shows all the velocity models used in this paper to
calculate the Green’s functions and generate the synthetic seismograms. Table 2.3 shows the
1D velocity models used in this study. We have both regional P-wave first motions including
the four stations used in the waveform inversion (Walter and Patton, 1990; Priestley et al.,
1990), and teleseismic P-wave first motions from the Adirondack array in New Hampshire,
reported by Battis and Cipar (1991), and Gauribidanur array in India.

The best fitting source mechanism from full moment tensor inversion of regional wave-
forms consists of a predominantly explosive component and a moment magnitude (Mw)
between 5.21 and 5.25, depending on the velocity model used. The calculated moment used
the convention for total moment described by Bowers and Hudson (1999). Mw falls close to
the surface wave magnitude (Ms) in the catalog because the frequency range we used in the
inversion is dominated by long period surface waves. Respective V Rs for a full, deviatoric,
DC, DC+ISO, and ISO mechanism are 84-85%, 79-80%, 75-76%, 81-82%, and 77-78%. Vari-
ations in V R resulted from different velocity models (MOD1 and MOD2) used for WMQ.
The goodness of fit between data and synthetics are similar for the five different moment
tensor decompositions shown in Figure 2.2, due to the dominance of surface waves and the
presence of Love waves, but a pure DC solution has the lowest V R as compared to the other
four decompositions that are either purely isotropic or included an isotropic component.

We computed the NSS using three different combinations of data sets: (1) from regional
waveforms, (2) combined waveform, regional and teleseismic P-wave first motions, and (3)
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Table 2.3: Velocity Models

Model Thickness (km) Vp (km/s) Vs (km/s) Density (g/cc)
BAY∗ 5 5.89 3.40 2.60

5 6.22 3.59 2.63
5 6.34 3.66 2.63
5 6.29 3.62 2.67
5 6.60 3.81 2.67
5 6.79 3.92 2.67
5 7.03 4.06 2.80
5 7.07 4.08 2.80
5 7.25 4.19 3.00
5 7.22 4.17 3.00
5 8.35 4.82 3.00
∞ 8.57 4.95 3.00

MOD1 5 5.00 2.80 2.50
20 6.20 3.50 2.67
20 6.43 3.72 2.80
5 7.58 4.32 3.30
5 7.776 4.48 3.30
∞ 8.20 4.70 3.30

MOD2 7.5 5.40 2.80 2.50
5 5.80 3.50 2.67
25 6.30 3.72 2.80
10 6.70 4.32 3.40
7.5 7.56 4.48 3.30
∞ 8.20 4.70 3.30

NE 45 6.09 3.49 2.67
∞ 8.20 4.70 3.30

∗ Walter and Ammon (1993)
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Figure 2.2: 1988 Soviet JVE Source Model and Waveform Comparisons. The top trace is
the observed waveform data and the rest are synthetic waveforms according to their cor-
responding source mechanisms (The order from top to bottom is: data, full, deviatoric,
double-couple [DC], DC+isotropic [ISO], and ISO). Station name, source-receiver distance,
azimuth and maximum amplitude are shown. Associated variance reduction (V R) for each
source type is plotted next to their focal mechanisms. Data shows small Love waves on
the tangential component, characteristic of an explosion. We show results using Green’s
functions calculated from MOD2 for WMQ.
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combined waveform and four regional P-wave first motions. We also compare the NSS using
different Earth models MOD1 (Figure 2.3a-c) and MOD1 + MOD2 (Figure 2.3d-e) to com-
pute the Green’s functions. The regional waveforms only NSS solution (Figure 2.3a,d) shows
a similar trend compare to other nuclear explosions, such as the NTS events and the two
DPRK tests (Ford et al., 2010), with the best-fitting full moment tensor solution plotting
near the theoretical opening crack mechanism and there being a trend in the best fitting
region extending to the negative CLVD. The shaded contour regions correspond to different
scaled variance reduction (sV R) in which the sV R in Figure 2.3 is scaled to the moment
tensor solution in the NSS that has the maximum V R. Moment tensor solutions fitting
≥ 90% sVR covers the upper right half of the Hudson source type plot, whereas solutions
fitting ≥ 98% sV R wraps around a small region around the theoretical opening crack and in-
cludes the best fitting mechanism from the full moment tensor inversion. In the case of using
just the waveform data, source mechanisms without a significant explosive component can
fit the observed data just as well as a predominantly explosive mechanism (Figure 2.3a,d).
However, when regional and teleseismic P-wave (Figure 2.4) first motions are included in
the computation of the NSS a solution that is predominately explosive is obtained (Figure
2.3b,e). The NSS results show significant improvement in discrimination capabilities when
we included additional constraints from P-wave first motions, especially for moment tensor
solutions fitting better than sVR of 90%. Figure 2.3c,f suggests including just the regional
P-wave polarity measurements from the same four stations used in the waveform inversion
can greatly increase discrimination capabilities, which is good since good teleseismic data
may not always be available. The additional constraints from P-wave first motions eliminate
the common ISO-CLVD tradeoff as well as the mechanisms that do not agree with both the
higher frequency polarity data and the long period waveforms.

2.4.2 15 May 1995 Lop Nor Shaft Explosion

In contrast with the 1988 Soviet JVE, the Lop Nor events studied here had only three
available regional stations with adequate SNR in the intermediate- to long-periods employed
by our method, and therefore this case presents a very sparse monitoring scenario. We used
broadband waveform data filtered between 30 to 50 seconds period from three stations in
Eastern Kazakhstan, Eastern Kyrgyzstan and Central Siberia. For the furthest station TLY
in Siberia we used a simple layer over halfspace velocity model, NE. This model was obtained
using forward and inverse modeling of a local earthquake in Lop Nor, the same earthquake
used to obtain MOD1. We used the iasp91 crustal velocity as a starting model, and from
our modeling result we observe that because of the distance and long periods the waves are
not sensitive to the finer details of the velocity model, and additional layers to the halfspace
model do not improve the waveform modeling results significantly. For station AAK in Kyr-
gyzstan we used MOD1, and for station MAK in Kazakhstan we tested both MOD1 and
MOD2. The original instrument response file for MAK from IRIS resulted in anonymously
low waveform amplitudes. After comparing the coda envelope functions with nearby stations
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Figure 2.3: Network sensitivity solution (NSS) for the 1988 U.S.Soviet JVE. Circles are
source mechanisms from Figure 2.2; crosses are the theoretical mechanisms; shaded regions
are full moment tensor solutions contoured according to their scaled variance reduction
(sV R). Best-fitting full and deviatoric mechanisms are also plotted. Black crosses, open
circles, and circles plotted on top are P-wave up first motions, T- and P-axes. (a-c) NSS
using MOD1. (d-f) NSS using MOD1 and MOD2.

we concluded the original response file could not be used because the amplitude of the coda
envelope function for MAK is significantly shifted from all other nearby stations, indicative
of a problematic instrument response. Rautian and Khalturin (1978) observed that coda
envelope functions decay stably over time, and amplitudes only vary from event to event.
Instead we used a response file from the previous date for the analysis. The first motion picks
for the 1995 Lop Nor event are all from regional stations obtained through IRIS, including
the three stations used in the moment tensor inversion (Figure 2.4).

The best fitting full moment tensor is a predominantly explosive mechanism and has
comparable V R to the deviatoric, DC and DC+ISO mechanisms, but a pure ISO source
does not fit well. Respective V Rs for a full, deviatoric, DC, DC+ISO and ISO mechanisms
are 81-86%, 76-78%, 73-74%, 74-78%, and 10%, depending on the velocity model used for
MAK. A pure explosive source cannot generate Love waves to fit the large observed Love
wave amplitudes on the tangential component, and therefore the pure explosion model has
the anonymously low V R of 10% (Figure 2.5a). This is of concern since natural tectonic
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earthquakes represented by a DC actually fit better than the pure explosion, however in
similarity to the JVE, a pure DC solution has the lowest VR compared to other decompo-
sitions that include an ISO component (excluding a pure ISO source). Difficulty fitting the
relatively small Rayleigh waves on radial and vertical components at AAK is likely caused
by Love wave multipathing based on the particle motions. Surface waves on the radial and
vertical components exhibit horizontally polarized Love wave particle motion. The best fit-
ting full moment tensor solution is located near the opening crack mechanism on a Hudson
source type plot. This result is consistent with the JVE event and previously studied nuclear
explosions (Ford et al., 2010). The waveform only NSS results show a wide range of possible
sources fitting ≥ 90% of the best fitting moment tensor solution (Figure 2.5b,d), which is
largely the result of the large Love wave amplitudes and the sparse station coverage. How-
ever, if we use both waveform data and P wave polarities observed at regional distances we
see the combined analysis significantly reduces the distribution of solutions with high sV R
(≥ 90%) and uniquely discriminates the event as consistent with other nuclear explosions
and inconsistent with earthquakes and collapses (Figure 2.5c,e). Figure 2.5c,e shows that
the DC and deviatoric mechanisms that can fit the surface wave data well fail to fit the
first motions at the sites. Velocity model variations also show some variation in the NSS
as expected; however, the distribution of sources fitting ≥ 98% of the best fitting solution
is similar for both velocity models illustrating that the approach is capable of source type
discrimination even in cases where the earth structure is not as well constrained.

2.4.3 8 June 1996 Lop Nor Shaft Explosion

For the second Lop Nor event we used regional waveform data from three broadband
stations MAK in Kazakhstan, AAK in Kyrgyzstan, and TTB02 in northeastern Pakistan,
and displacement data and synthetics are filtered between 30 to 50 seconds, 30 to 80 sec-
onds and 30 to 50 seconds, respectively. For AAK and TTB02 we used MOD1 to calculate
the Greens functions, and for MAK we used both MOD1 and MOD2 since its location falls
within the surface tomography study of Sun et al. (2010). We used P-wave first motions
at regional distances and one station at teleseismic distances (Figure 2.4). All stations are
obtained from IRIS. The qualities of the picks are good and most show impulsive upward
P-wave first motions on the vertical components. The 1996 Lop Nor event has a slightly
smaller mb of 5.9 reported in the catalog compared to the 1995 Lop Nor event, which has an
mb of 6.1. The Mw from the regional moment tensor inversion is around 5.2 depending on
the velocity models used (Table 2.1). Similar to that of the 1995 event we observe significant
Love waves on the tangential component. Because of the strong Love waves the goodness of
fit between data and synthetic for a pure ISO solution could not fit the data well (<10% V R)
and the best fitting mechanism is an implosion instead of an explosion. To further explore
how a pure isotropic solution fits the data, we searched for the best fitting ISO mechanism
using the vertical displacement only. A pure implosion mechanism fits station TTB02 and
AAK at 44% V R and 51% V R, respectively with a seismic moment of 1.7×1022 dyne-cm,
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Figure 2.5: (a) The 1995 Lop Nor source model and waveform comparisons. The top trace
is the observed waveform data and synthetic waveforms according to their corresponding
source mechanisms. Associated VR for each source type is plotted next to their focal mech-
anisms. Data shows big Love waves on the tangential component.We show results using
Green’s functions calculated from MOD1 for MAK. (b-e) NSSs for the 1995 Lop Nor explo-
sion. Circles are the best-fitting full, deviatoric, pure DC, ISO+DC, and pure ISO source
mechanisms; crosses are the theoretical mechanisms; shaded regions are full moment tensor
solutions contoured according to their sV R. Crosses, open circles, and filled circles plotted
on top are P-wave up first motions, T and P axes. (b and c) NSS using MOD1; (d and e)
NSS using MOD1 and MOD2.
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but does not fit station MAK, in fact the synthetic is phased-shifted by ±π from the data.
Significant contribution from non-isotropic sources resulted in poor fits to the data when we
assume a purely isotropic source. It is possible that the tectonic release for this event is large
and likely caused Rayleigh wave reversals (Toksöz and Kehrer, 1972; Ekström and Richards,
1994) thus the pure ISO mechanism is more implosive rather than explosive (Figure 2.6a).
Rayleigh wave reversals due to large tectonic release have been observed in other nuclear
explosions as well, such as the 1998 Indian test (Walter and Rodgers, 1999).

The full and deviatoric solutions for the 1996 Lop Nor event have comparable V R at 78%
but are not significantly higher than the best fitting pure DC and ISO+DC mechanisms that
have V R at 73% (Figure 2.6a). However, a vertical dip-slip mechanism is an uncommon shal-
low crustal earthquake. The majority of near-vertical or sub-horizontal dip-slip mechanisms
in the Harvard Global Centroid Momnet Tensor (GCMT) catalog are associated with sub-
duction and spreading centers. We expect the waveform only NSS result cannot uniquely
discriminate the 1996 event as a predominantly explosive source due to the strong Love
waves and sparse station coverage. This is indeed the case and the waveform only NSS
shows many different moment tensor solutions have high sV R ≥ 90%, and although the
NSS contours with sV R ≥ 98% includes mostly explosion-like mechanisms it also extends
downward and crosses into the horizontal deviatoric axis that is not observed in the 1996
event (Figure 2.6b,d). This behavior is likely due to Rayleigh wave reversal. However, after
we incorporated regional P-wave first motions the combined NSS results now show similar
trends as observed in the 1995 Lop Nor test and the 1988 Soviet JVE, though the differ-
ence is contours showing solutions with sV R ≥ 90% are more extensive and cross slightly
over to the horizontal deviatoric line (Figure 2.6c,e). Although the 1996 Lop Nor combined
waveform and first motion NSS does not give a unique discrimination, it identifies the source
as non-DC. Unlike earthquakes, the distribution of moment tensor solutions is not situated
around the pure DC mechanism but shifted along the vertical volumetric axis and towards
an opening dipole. The best fitting full moment tensor for the 1996 Lop Nor explosion lies
close to the opening dipole, whereas for the Lop Nor earthquake the solution lies close to
the DC. Although the 1996 Lop Nor event is not uniquely discriminated as a predominantly
explosive source, NSS shows the event is unusual and unlike a typical earthquake that needs
further analysis to fully characterize its source process. The earthquake shown in Figure 2.7
is one of earthquakes used to obtain MOD1, located close to the Lop Nor test site and at
17 km depth. Five stations were available in Eastern Kazakhstan and central Siberia for
the inversion (Figure 2.7a) and NSS (Figure 2.7b-c) but the data are nosier compare to the
explosion data.
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Figure 2.6: (a) The 1996 Lop Nor source model and waveform comparisons. The top trace is
the observed waveform data and synthetic waveforms according to their corresponding source
mechanisms. Associated VR for each source type is plotted next to their focal mechanisms.
Data shows big Love waves on the tangential component.We show results using Green’s
functions calculated from MOD1 for MAK. (be) NSSs for the 1996 Lop Nor explosion. Circles
are best-fitting full, deviatoric, pure DC, ISO+DC, and pure ISO source mechanisms; crosses
are the theoretical mechanisms; shaded regions are full moment tensor solutions contoured
according to their sVR. Crosses, open circles, and filled circles plotted on top are P-wave up
first motions, T and P axes. (b and c) NSS using MOD1; (d and e) NSS using MOD1 and
MOD2.
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2.5 Discussion

2.5.1 Sensitivity to Station Geometry and Source Depth

Manmade explosions are conducted at shallow depths. For the 1988 Soviet JVE we used
a source depth of 1.0 km and for the two Lop Nor shaft explosions we used initial source
depths reported in Waldhauser et al. (2004), which were estimated using the relationships
between mb, yield, and source depth. To test our method’s sensitivity to source depth we
performed regional waveform moment tensor inversion using a suite of Green’s functions
calculated at source depths ranging from 0.2 km to 16 km. Unlike tectonic earthquakes,
explosions have much shallower source depth, generally < 1 km. Therefore, source depth
can be a very useful discriminant for earthquakes and explosions.

Plotting all of the best fitting full moment tensor solution with additional constraints
from P-wave first motions at different depths on a Hudson source-type plot (Figure 2.8), we
see the sV R gets much worse as source depth increases. The 1988 JVE and 1995 Lop Nor
event solutions with high sV R and shallow depths (< 1 km) are centered at the theoretical
opening crack mechanisms. In comparison, source depth for the 1996 Lop Nor event is less
constrained. Higher uncertainty from the Green’s functions (path between the event and
station TTB02) and possibly greater tectonic release for this event may have resulted in less
sensitivity to source depth. We did not specifically model the path between the event and
station TTB02, hence greater errors may be introduced into the calculation of the Green’s
functions. Although the 1996 Lop Nor event source depth is not as well constrained as the
other two events in this paper, most of the high V R solutions are shallow and the mechanisms
are close to an opening linear vector dipole. Solutions at greater depths are not explosive
but also have lower V R.

In addition to depth sensitivity, we also performed Jackknife tests for the three events
to discern the inversions’ sensitivity to station geometry. The Jackknife tests reveal we need
at least three stations to have confidence in the moment tensor solution. Solutions obtained
using less than three stations are not stable, and depending on station geometry can give
you incorrect source mechanism. Generally moment tensors computed using stations closer
to the source (∼ 300 − 700 km, as in the case of JVE) resolve more isotropic component
and can better constrained the NSS, regardless of the total number of stations used in the
inversion.

2.5.2 Effects of Tectonic Release and Damage Source Medium

The presence of shear waves in seismic recordings of nuclear explosions indicates the ex-
plosion process is complex and involves other source processes such as interactions with the
free-surface, the effects of shockwave and relaxation of tectonic strain (Patton and Taylor,
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2011; Toksöz et al., 1965; Toksöz and Kehrer, 1972; Burger et al., 1986; Day et al., 1987). Re-
cent studies (Ben-Zion and Ampuero, 2009; Patton and Taylor, 2011) have suggested that
significant contributions to the radiated seismic wavefield can arise from source medium
damage. Material damage associated with explosions affects the Rayleigh wave radiation
pattern (Patton and Taylor, 2008), therefore damage may have significant implications to
source-type discrimination. Our combined waveform and first motion analysis of the Lop
Nor tests shows the regional moment tensor is a promising method for source-discrimination
even when tectonic release is large. The best fitting solutions located in the region between
a pure explosion and tensile crack on the source type diagram is comparable to solutions for
the DPRK (Ford et al., 2009b; Ford et al., 2010) and NTS explosions (Ford et al., 2009a),
and is consistent with the nature of tensile damage above the shot point due to spall and
other free surface interactions as proposed by Patton and Taylor (2008). To further assess
the capabilities of regional moment tensor on events with tectonic release or source damage,
we conducted a series of synthetic tests to examine these effects.

Two types of composite sources were tested: (1) a ISO+DC source and (2) a ISO+CLVD
source. The ISO+DC source examines the effects of tectonic release and consists of an ex-
plosion and a 45-degree dipping reverse fault mechanism. The ISO+CLVD source examines
the effects of source medium damage and consists of an explosion and a CLVD mechanism
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with a vertically oriented major vector dipole (Patton and Taylor, 2008) To describe the
relative seismic moments between the different source types, we used the relationships pro-
posed by Toksöz et al. (1965) for tectonic release and Patton and Taylor (2008) and Patton
and Taylor (2011) for material damage from a deviatoric source. The index F measures the
ratio between isotropic moment (MISO) and double-couple moment (MDC),

F = 1.5
MDC

MISO

(2.6)

The index K measures the relative strengths of the moment tensor elements,

K =
2Mzz

Mxx +Myy

(2.7)

and when tectonic release occurs only in the horizontal plane as in our second test case,

K =
2 (MISO +MCLV D)

2 (MISO −MCLV D)
(2.8)

We used the 1988 Soviet JVE station geometry and Green’s functions from our moment ten-
sor analysis to compute the synthetic data, and added real noise collected from the stations
used in the Soviet JVE analysis or from other nearby IRIS stations when pre-event seismic
recordings are not available. For the two composite sources (ISO+DC and ISO+CLVD) we
tested different F -factors and K-factors, and for each factor we looked at different SNRs at
5%, 10%, 15% and 20% of the maximum vertical Rayleigh wave amplitude. We performed
the synthetic testing using long period waveforms only, and another one combining the wave-
forms and four P-wave first motion measurements recorded at the same seismic stations. For
the remaining part of this section we focused on results from the tests where SNR is 20%
of the maximum vertical Rayleigh wave amplitude. This is the most extreme case of SNR
and generally the real data we use have SNR levels that are much lower than 20%. The
distribution of individual moment tensor solutions ≥ 98% sV R in the Hudson et al. (1989)
source-type diagram are more compacted for lower SNR levels, but the contours outlining
all possible points are very similar for all SNR levels. This observation applies to both com-
posite source cases we tested.

The ISO+DC composite source case shows the waveform only NSS becomes more con-
strained with increasing contribution from tectonic release (Figure 2.9). Best-fitting full
moment tensor solutions center around the opening crack mechanism, which is consistent
with solutions obtained from real explosions. Although this seems counterintuitive, the NSS
gives a predominantly explosive source because the contribution from a reverse fault mech-
anism helps eliminate the well-known ISO-CLVD tradeoff between explosion and −CLVD.
The reverse fault radiation pattern is more similar to a +CLVD mechanism. Hence, the two
competing mechanisms eliminate the ISO-CLVD tradeoff. Best-fitting full moment tensor
solutions of different degree of tectonic release are all near the opening crack mechanism,
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which is consistent with solutions obtained from real explosions. The waveforms only NSS
and combined waveform and first motion NSS show very similar distribution for sV R ≥ 98%.
We see no significant improvement by adding first motions because the waveforms only NSS
already uniquely identifies the source as predominantly explosive. However, first motions
do help constrain the NSS for solutions with sV R ≥ 90%, due to the fact that the P-wave
radiated from the explosion is primary and precedes motions due to secondary block faulting
(delay time between explosion and secondary faulting is 1 second), or tensile damage above
the shot point. By using both long period waveforms and P-wave polarities we can capture
the volumetric signature of the event when tectonic release has significant contribution to
the explosion source processes. In the event that we cannot uniquely discriminate the event
as explosive, the deviation from deviatoric mechanisms flags the event as uncommon and
warrants further analysis to understand its source processes.

To look at the effects of medium source damage, we adopted the model proposed by
Patton and Taylor (2008) where the cause of damage is represented by a vertically oriented
CLVD source. The deformation observed at the source with this model is extensional along
the vertical axis and horizontal compressions around the explosion (+CLVD). As defined by
Patton and Taylor (2008), a K-factor of 1 means contribution from CLVD vanishes to zero,
K > 1 means extension along the vertical axis, and K < 1 means compression along the
vertical axis. Our synthetic tests with just waveform data show K > 1 (implying greater
material damage) reduces the commonly observed ISO-CLVD tradeoff (Figure 2.10). This
is the result of competing mechanism between the −CLVD and +CLVD, increasing contri-
bution from a +CLVD source mechanism affects the Rayleigh wave radiation pattern thus
enhancing the explosive characteristics of the source. In contrast, K < 1 where compres-
sional deformation is along the vertical axis the ISO-CLVD tradeoff persists. In some cases
when K is high (≥ 2.5) the NSS identifies the event as explosive even without additional
constrains from P-wave first motions. In other cases where the event is not uniquely identi-
fied as explosive, additional P-wave first motions improve the solution by shifting the 98%
sV R contours above the deviatoric CLVD mechanism and reducing the region of possible
source mechanisms.

2.6 Conclusions

We have performed seismic moment tensor inversions for the 1988 Soviet JVE test and
two Lop Nor nuclear tests. These cases represent sparse monitoring conditions and/or uncer-
tainty in velocity structure. In each case we have shown that the use of long-period waveform
data comprised mostly of regional surface waves result in solutions with large isotropic com-
ponents that are consistent with solutions for other studied nuclear tests (Ford et al., 2009a;
Ford et al., 2009b; Ford et al., 2010). Using only regional waveforms, the distribution of
solutions on the source type diagram of Hudson et al. (1989) do not cleanly discriminate the
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event either because of the known explosion −CLVD tradeoff (case of the JVE event) or due
to large observed Love waves (cases of the two Lop Nor tests). In each case, however, the
inclusion of regional P-wave polarities, and ideally observations from teleseismic arrays when
available, reduces area of solutions that provide a good level of fit to the data, providing
good separation from double-couple solutions and solutions on the deviatoric line.

The 8 June 1996 Lop Nor test indicates that Rayleigh waves may be reversed at some
of the regional stations due to a large tectonic release. The large tectonic release is possibly
due to shock driven block faulting or tensile damage (Patton and Taylor, 2008). To further
investigate this we carried out a series of synthetic tests using the JVE station geometry
to evaluate the regional moment tensor method capabilities for different levels of tectonic
release measured by both the Toksöz F index and the Patton K index. These tests show
that the combination of long-period regional waveform data and regional distance P-wave
first motions are able to resolve the anomalous volumetric nature of compound explosion
tensile damage and block faulting events.
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Figure 2.9: NSSs for an ISO+DC composite source. Plotted are the 98% sV R contours with
increasing F -factor (therefore increasing contribution from the DC component), and dashed
contours are from a pure reverse-fault (DC) mechanism. The circles are the best-fitting full
moment tensor solution from waveform inversion. Here, we compare how the NSS changes
when additional P-wave first motions are included.
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Chapter 3

Moment Tensor Analysis of Shallow
Sources

3.1 Abstract

A potential issue for moment tensor inversion of shallow seismic sources is that some
moment tensor components have vanishing amplitudes at the free surface, which can result
in bias in the moment tensor solution. The effects of the free-surface on the stability of
the moment tensor method becomes important as we continue to investigate and improve
the capabilities of regional full moment tensor inversion for source-type identification and
discrimination. It is important to understand these free surface effects on discriminating
shallow explosive sources for nuclear monitoring purposes. It may also be important in nat-
ural systems that have shallow seismicity such as volcanoes and geothermal systems. In this
study, we examine the effects of the free surface on the moment tensor via synthetic testing,
and apply the moment tensor based discrimination method to the HUMMING ALBATROSS
quarry blasts. These shallow chemical explosions at approximately 10 m depth and recorded
up to several kilometers distance represent rather severe source-station geometry in terms of
vanishing traction issues. We show that the method is capable of recovering a predominantly
explosive source mechanism, and the combined waveform and first motion method enables
the unique discrimination of these events. Recovering the correct yield using seismic moment
estimates from moment tensor inversion remains challenging but we can begin to put error
bounds on our moment estimates using the Network Sensitivity Solution (NSS) technique
(Ford et al., 2010).

3.2 Introduction

Waveform inversion to determine the seismic moment tensor is now a standard method for
determining the source mechanism of natural and man-made seismicity, and can identify, or
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discriminate different types of seismic sources. Such source-type identification is important
for better understanding the physical processes of explosions as well as other man-made seis-
micity and earthquakes from geothermal (Guilhem et al., 2014), and volcanic environments
(Templeton and Dreger, 2006; Minson et al., 2007) and oil and gas operations (McNamara
et al., 2015). For the nuclear explosion discrimination problem the uncertainty in a given
solution is as important as the best fitting parameters and it is therefore necessary to fully
understand and model possible bias that can result in such inversions. A potential issue for
shallow seismic sources that are effectively at the free surface is that as the traction vanishes
the associated vertical dip-slip (DS) Green’s functions (GFs) have vanishing amplitudes (Ju-
lian et al., 1998; Stevens and Murphy, 2001), which in turn can result in the indeterminacy
of the Mxz and Myz components of the moment tensor and therefore lead to bias in the mo-
ment tensor solution. The free-surface effect was noted in a study on fundamental Love and
Rayleigh waves for nuclear explosions and associated tectonic release (Given and Mellman,
1986). The effects of the free surface on the stability of the moment tensor becomes im-
portant as we continue to investigate and improve the capabilities of regional full waveform
moment tensor inversion for source-type identification and discrimination. It is important
to understand its effects for discriminating shallow explosive sources for nuclear monitoring,
but could also be important in natural systems that have shallow seismicity such as volcanic
environments and geothermal systems, and other manmade shallow seismicity related to an-
thropogenic activities such as hydraulic fracturing and mining.

To investigate the potential issues that could arise in the estimation of moment tensors
for shallow sources, we perform a series of synthetic tests to document and understand the
effects of free surface vanishing traction (FSVT) on the total seismic moment, isotropic seis-
mic moment and the source mechanism. We evaluate the sensitivity of the moment tensor
solutions as a function of source depth, data quality, frequency and velocity model. Based
on what we learn from the synthetic studies, we applied the moment tensor method to the
HUMMING ALBATROSS quarry blast events, this is an excellent dataset in terms of under-
standing the effects of FSVT and evaluating the discrimination capabilities of the moment
tensor method as a function of source depth and frequency. These small chemical explosions
are approximately 10 m deep and are recorded at up to several km distances. Therefore the
data represent rather severe source-station geometry in terms of vanishing traction issues.
We show that the combined method utilizing both complete seismic waveforms and P-wave
first motion polarities is able to obtain robust full moment tensor solutions that are com-
prised predominantly by an isotropic or explosive component. However, unlike the synthetic
studies, yield estimation using the real quarry blast moment tensor inversion results remains
challenging.
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3.3 Methods

The seismic moment tensor consists of nine force couples that represent the equivalent
body forces for seismic sources of different geometries (Jost and Herrmann, 1989), which due
to conservation of angular momentum reduce to six independent couples and dipoles. The
data (e.g. displacement waveforms) are represented by the convolution of GFs for a given
Earth model, the source time function, and the moment tensor elements. Because relatively
long-period waves are used in the inversion we assume that the source time function is an
impulse. We obtain the individual moment tensor elements by inverting the 3-component,
complete waveform data using a time domain, generalized least square inversion (Minson
and Dreger, 2008), and the goodness of fit between the data and synthetics is measured by
the variance reduction (VR):

V R =

(
1−

∑
iwi (di − si)

2∑
iwidi

2

)
× 100, (3.1)

where d is the data, s is the synthetic waveforms and w is the inverse distance weighting
at each station i. Because the data are linear combinations of the GFs weighted by their
associated moment tensor elements, one major source of error in the inverted moment tensor
solution comes from the assumed velocity model. A well-calibrated velocity model is impor-
tant to obtain robust estimates of the source parameters. For HUMMING ALBATROSS we
used the 1D velocity model by Saikia et al. (1990) computed from Rg wave dispersion, and
calculated the GFs using frequency-wavenumber integration (Wang and Herrmann, 1980;
Herrmann and Wang, 1985; Herrmann, 2013). The inversion method also allows for small
time shifts between the data and GFs to compensate for uncertainties in origin time, loca-
tion, and velocity structure. To properly account for non-double-couple radiation we used
the Bowers and Hudson (1999) formulation to calculate the moment magnitude.

To assess the full uncertainties in the moment tensor inversion and avoid the need to
decide on a particular moment tensor decomposition scheme, we examine the moment tensor
solution in terms of the maximum fit surface called Network Sensitivity Solutions [NSS] (Ford
et al., 2010). The NSS presents the goodness of fit between data and a suite of moment tensor
solutions for a given station configuration, Earth model, and frequency band. We contoured
the populations of best-fitting moment tensor solutions that have VR equal and above a
certain threshold. In descending order, the contours map out the solutions that have VRs of
98%, 95%, 90%, 80%, 70%, 60%, and 50% of the maximum VR in the NSS population. From
the NSS of a given event we can determine whether or not the best-fitting full moment tensor
solution from the inversion is well resolved to make useful interpretations about the source.
The maximum fit surface is parameterized and represented in the source-type space (Hudson
et al., 1989; Tape and Tape, 2012a; Tape and Tape, 2012b; Vavryčuk, 2015). In essence the
source-type diagram is a graphical representation of the full moment tensor eigenvalues. The
source-type diagram has two key parameters γ and δ, which are the longitude and latitude



CHAPTER 3. SHALLOW SOURCES 33

of a lune on the unit sphere (Tape and Tape, 2012a; Tape and Tape, 2012b):

tanγ =
−λ1 + 2λ2 + λ3√

3 (λ1 − λ3)
, (3.2)

cosδ =
λ1 + λ2 + λ3√

3
(
λ1

2 + λ2
2 + λ3

2
) , (3.3)

δ =
π

2
− β. (3.4)

β is the colatitude and λ1−3 are the eigenvalues of the full seismic moment tensor where
λ1 ≥ λ2 ≥ λ3. Equation 3.2 measures the deviation from a pure shear dislocation and
equation 3.3 and 3.4 describes the volume change.

In this convention when δ = 0 (no volume change): γ = 0 describes a pure double-couple
(DC) source and ±π

6
describes a pure compensated-linar-vector-dipole (CLVD) source; and

γ = 0 and δ = ±π
2

represents a spherical explosion (+V) and implosion (−V), respectively.
Understanding the relative contributions of the different moment tensor elements provides
insights into the complex source processes of explosions as well as other seismic events. This
representation of the seismic source has been shown to result in separate populations for
explosions, underground cavity collapse and earthquakes (Ford et al., 2009a; Ford et al.,
2009b; Dreger et al., 2008; Ford et al., 2008; Chiang et al., 2014) enabling discrimination
capability.

Instead of the original forward-modeling approach by Ford et al. (2010) we implemented
the damped least square inversion scheme by Nayak and Dreger (2015) to compute the NSS.
This method significantly reduces the computation time, and recovers a true maximum fit
surface in the source-type space. In addition to long period waveform data we include P-
wave first motion polarities in the NSS calculations as additional constraints (Ford et al.,
2012; Guilhem et al., 2014; Chiang et al., 2014). The damped least square inversion finds
the moment tensor solutions that best fit both the complete waveform data and the P-wave
first motion polarities. Similar to comparing synthetic waveforms to data, we compare the
theoretical P-wave first motions against the observed polarities. We assign −1 for downward
motion and +1 for upward motion, and each observed polarity is weighted by the quality of
the pick. The first motion VR is calculated as:

V R =

(
1−

∑
iwi (Polobs − Polsynth)

2∑
iwiPolobs

2

)
× 100. (3.5)

The final combined VR (Eq. 3.5) is computed by weighing the two data sets equally. Incorpo-
rating the first motion data proves to be a powerful tool in reducing solution uncertainties.
Constraints from first motion can reduce uncertainties due to the theoretical ISO-CLVD
(Isotropic-CLVD) tradeoff (Ford et al., 2012; Chiang et al., 2014), sparse station coverage
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(Chiang et al., 2014), illuminate possible complexities in earthquake ruptures in geothermal
environments (Guilhem et al., 2014), and as illustrated later in this study, free surface effects
at shallow depths. We find that the additional polarity constraints assist by uniquely dis-
criminating the events as predominantly explosive and greatly enhance the discriminatory
power of the moment tensor-based method.

3.4 Free-Surface Vanishing Traction

We generate the ten fundamental GFs at a distance of 100-km from the source and with
source depths ranging from 0.2 to 1.2 km. We apply an acausal bandpass Butterworth filter
at 10 to 50 seconds to filter the GFs. As shown in Figure Figure 3.1a we see a strong source
depth dependency on the vertical dip-slip (DS) fundamental GFs associated with the Mxz

and Myz elements for all three components: vertical (ZDS), radial (RDS) and transverse
(TDS) in which there is a systematic reduction in displacement amplitude with decreasing
source depth. The averaged Fourier spectral amplitude shows a linear relationship between
the source depth and DS waveform amplitudes (Fig. 3.1b). In contrast, the vertical strike-
slip GFs for all three components (ZSS, RSS and TSS) and the explosion GFs for the vertical
and radial components (ZEX, REX) show little to no variation in amplitude and waveform
with respect to decreasing source depth. The vertical and radial 45-degree dip-slip GFs
(ZDD and RDD) show variations in amplitude as well due to the constructive and destruc-
tive interference of waves interacting with the free surface. While the wave interference
appears minor in the 10 to 50 second period passband (Fig. 3.1a) it is more pronounced in
the unfiltered displacement GFs.

Since traction perpendicular to the vertical vanishes at the free surface, the inversion
may not resolve the Mxz and Myz, as well as the isotropic components Mxx, Myy, Mzz of the
moment tensor. It is important to note however that while there are strong effects on ampli-
tude, the waveforms remain similar and there is little effect on the phase of the waveforms
of these components. The systematic behavior of the GF suggests that it may be possible
to scale the isotropic moment (MISO) to recover the correct moment, enabling a more ro-
bust estimate of the explosive yield. But because the ability to resolve seismic waveforms
at the free surface depends on the velocity model, frequency band, station configuration
and background noise level, it is necessary to understand the behavior of the moment tensor
inversion for each particular monitoring scenario in order to correct for bias in the seismic mo-
ment. Poor station coverage and low signal-to-noise ratio (SNR) will decrease the method’s
ability to fit the observed waveforms and resolve the problematic moment tensor component.

In the synthetic study we examine the ability to recover the correct moment tensor
elements by generating a suite of velocity models derived from a 1D western U.S. velocity
reference model (Song et al., 1996). We choose this particular model as a reference because
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Figure 3.1: (a) Computed using the Song et al. (1996) 1D western U.S. velocity model.
Green’s functions are in displacement and filtered between 10-50 second period. The traces
for each component, from top to bottom, are at 200, 400, 600, 800, 1000, and 1200 m source
depths. (b) Averaged spectral displacement amplitudes between 10 to 50 seconds for the
ten fundamental Green’s functions. (c) Moment tensor elements computed using the same
velocity model and filtered between 10-50 second period.
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it was used to model the NTS explosions in Ford et al. (2009a). We generated the suite
of models by splitting the top 2.5-km thick layer in the reference model into two separate
layers. We systematically adjust the thickness and velocity of the two new layers (Fig.
3.2), but constrain the perturbations of the two parameters (velocity and layer thickness)
to maintain the same vertical travel time as the reference model. The reason to maintain
the same vertical travel time is to generate different but comparable velocity models and
to minimize travel-time differences. For each 1D model, we generate displacement GFs at
regional distances between 100 and 400 km with source depths ranging from 0.2 to 3.5 km.
Using the same set of GFs we generate two types of synthetic data with different source
mechanisms: 1) a pure explosion case (EXP) and 2) a composite source case (DC and EXP)
with a DC to EXP ratio of 2:3. We compute the synthetic data following the expressions from
Minson and Dreger (2008), and add random Gaussian white noise. We scale the amplitude
of the random noise for a given SNR using the following equation:

SNR = 20 log10

(
RMSsignal

CnoiseRMSnoise

)
(3.6)

The scaling factor Cnoise is calculated for a given SNR using the root mean squared (RMS)
amplitudes of the signal and noise, then the noise-included data and GFs are bandpass-
filtered between 10 to 50 seconds using an acausal Butterworth filter. To model after real-life
monitoring capabilities we use an SNR of 10 but also tested different SNRs. We implemented
a semi-ideal four-station coverage for the moment tensor inversion, consisting of source-to-
receiver distances at 100, 200, 300 and 400 km, and distributed in semi-regular azimuths.

In this test we keep the source depths of the synthetic data and the GFs used in the
inversion the same to isolate the effect of only vanishing traction for shallow depth of burial.
Of the 59 velocity models tested the full moment tensor inversion successfully recovers the
correct mechanism for both the pure explosion case and the composite case over the targeted
depth range (< 1 km) for nuclear explosions, as well as at deeper depths. Given the same fil-
ter parameters and station configuration, models that have a thick continuous layer generally
have larger deviations in the moment estimates, whereas the more gradient-like models show
little to no change. Figure 3.3 shows the sensitivity of total and isotropic scalar moment with
respect to source depth. At the shallowest depths (< 0.5 km), for the pure explosion case
the MISO estimates all fall within about 10% of the input values (Fig. 3.3a), whereas the
total moment varies even less. The composite case exhibits greater deviations from the input
value at the shallowest source depths, however all moment estimates are within about 20% of
the input values (Fig. 3.3b). In general the seismic moment estimates approach the correct
value as the source depth increases. The Mzz component is not as well constrained, thus
affecting the method’s ability to resolve the MISO. In most cases the FSVT has little effect
on recovering the correct mechanism for models with a shallow velocity gradient. However,
as the noise level increases the bias in the seismic moment and mechanism also increases.
The key observation from the synthetic tests is that the bias in the recovered moment and
source mechanism of very shallow sources depends on various factors, including the velocity



CHAPTER 3. SHALLOW SOURCES 37

0.0

0.5

1.0

1.5

2.0

2.5

3.0

D
ep

th
 (k

m
)

0 1 2 3 4 5 6 7

Vp (km/s)

0.0

0.5

1.0

1.5

2.0

2.5

3.0

0 1 2 3 4 5 6 7

Vs (km/s)

Figure 3.2: Derived from the Song et al. (1996) 1D model by keeping the top 2.5-km vertical
travel time constant. The model parameters are the same below 2.5-km depth.

model.

In practice when we perform moment tensor inversions the source depth is also tested
because we do not know the true source depth. Thus we also looked at synthetic comparisons
where we fixed the source depths to 0.2, 0.5, 1.5 and 3.0 km and for each depth the full suite
of GF depths are tested. The results for both source types are shown in Figure 3.4. In this
synthetic test the deviation from the true seismic moment is much greater due to errors from
incorrect source depth, the percent change in total and isotropic moment decrease as the
GF depths approach the correct value. For the four source depths we examined, the mean
percent changes in moments are similar but the spreads are different. For example when
source depth is at 1.5 km the change in isotropic moment away from the true source depth
encompasses a much wider range compare to other tested source depths. The change in VR
is most prominent at source depth of 3.0 km because a layer boundary exists at 2.5 km for
all the velocity models.

3.5 HUMMING ALBATROSS

The synthetic tests show that although the loss of traction at the free surface can affect
the method?s ability to resolve the moment at shallow depths, the impact on the recover-
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Figure 3.3: Percent change for (a) a pure explosion source and (b) a composite source,
plotted as a function of source depth. The average value of all 59 models is the solid red line,
the shaded region is 2σ from the mean, and the dashed line represents no deviation from the
input seismic moments.
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Figure 3.4: Source depth is fixed while we tested the full suite of Green’s function depths
(x-axis), and compare the VR, total moment percent change and isotropic moment percent
change as a function of varying Green’s function depth for (a) a pure explosion source and
(b) a composite source. Similarly, the solid lines are the average values of all 59 models
and the shaded regions are 2σ from the mean. The lines and shaded regions are color-coded
according to source depths (data).
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ability of the source mechanism is much less. To further evaluate the performance of the
moment tensor method for shallowly buried sources we apply the method to data from the
HUMMING ALBATROSS series. The data sets consist of twenty-six broadband, strong mo-
tion and short-period seismic recordings (Fig. 3.5). The chemical explosions are denoted at
very shallow depths (< 20 m) and recorded at stations up to the several kilometers. We ap-
ply the moment tensor based discrimination method to three of the five chemical explosions,
the two smallest events in the series have poor SNR below 3 Hz and we cannot estimate the
source parameters with high confidence. Weston Geophysical Corp. provided the instrument
corrected velocity and acceleration data for HUMMING ALBATROSS, and we prepare the
velocity waveforms for source analysis by rotating the horizontal recordings to radial and
transverse components, and bandpass-filtered the data and GFs with an acausal Butterworth
filter. Depending on the instrument response and data quality the bandpass filter applied to
each station ranges between 0.4 to 1.25 seconds. Table 3.1 lists the source depth and filter
corners used, and the moment magnitude (MW ), MISO and waveform fits (VR) from time
domain full moment tensor inversions.
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Figure 3.5: Event and station locations for the HUMMING ALBATROSS series. The seis-
mic array includes broadband instruments (square), short period sensors (triangle) and ac-
celerometers (inverted triangle). We looked at three of the five chemical explosions (circle)
and the background colors represent the local topography where green is lower elevation.

Following the results of Ford et al. (2012) and Chiang et al. (2014) we utilize full waveform
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data from broadband and/or short period stations for the time domain waveform inversion,
and include both waveform and P-wave first motion polarities from all twenty-six stations into
our source-type uncertainty analysis. We present results from the moment tensor sensitivity
analysis both as a function of depth and frequency for the largest, delayed-fire production
shot.

Table 3.1: Moment Tensor Solution and Yield

Event Centroid
Depth
(m)

Filter
(sec)

MW MISO

(dyne-cm)
VR
(%)

Estimated
Yield
(tons)

Design
Yield
(tons)

Production Varied 0.5-1.25 2.5 3.25x1019 70 29 9.22
800 9 0.5-0.83 1.9 3.36x1018 72 3.0 0.357
400 11 0.4-1 1.4 9.91x1017 64 0.9 0.182

The time-domain moment tensor inversion yields similar results for all three explosions
in which the full moment tensor solutions all have relatively large isotropic components that
are approximately between 40 to 50 percent of the total seismic moment, and the deviatoric
inversions all result in vertical dip-slip-like mechanisms (Fig. 3.6). The deviatoric solutions
are thus dominated by the Mxz and Myz components, which as shown in Figure 3.1c, the
TDS, RDS and ZDS GFs, show a marked reduction in amplitude with decreasing source
depth. An example of the waveform fits and moment tensor solutions for the production
shot is shown in Figure 3.7. All three explosions have strong shear wave energy in the trans-
verse component, and many of those component have amplitudes comparable to Rayleigh
waves on the vertical component. We avoid using stations in the direction of the free face
(quarry cliff) for the production shot because of spallation at the cliff face. For shot 800 we
tried a combination of stations with and without those in the direction of the free face and
found the moment tensor solutions to be very similar.

The production shot source parameter uncertainties using only seismic waveforms show
the best-fitting mechanisms are mostly isotropic (Fig. 3.8a). The source parameters are well
constrained for solutions with VRs equal and above 95% of the maximum VR, but if we relax
the threshold down to 90% of the maximum VR the population of well-fitted solutions ex-
tends across the DC/deviatoric line. Previous NSS studies of nuclear explosions have shown
tradeoffs between ISO (+V) and −CLVD mechanisms, but generally not between ISO and
DC mechanisms (Ford et al., 2012; Chiang et al., 2014). A combination of strong Love waves
and free-surface effects most likely contributed to this apparent ISO-DC tradeoff and it is
especially pronounced for the two smaller shots. To increase the confidence in our moment
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waveform and P-wave first motion (filled circle) Network Sensitivity Solutions. All polarities
are up.

tensor solutions we bring in constraints from P-wave first motion polarities. We have excel-
lent azimuthal coverage for the first motion observations that sampled the entire focal sphere,
significantly reducing the NSS to a predominantly explosive mechanism (Fig. 3.8b). The
best solutions from the combined NSS are similar to the solutions from the waveform-only
inversions (Fig. 3.6) Moment tensor solutions that deviate away from a theoretical opening
crack do not fit the observed polarities. NSSs for shots 800 and 400 show similar behaviors,
namely the ISO-DC tradeoff using only waveforms, and a well-constrained solution when
combining both waveform (dominated by surface waves) and P-wave first motion polarities.
We also present an example of a first motion only NSS (Fig. 3.8c), the maximum fit surface
using only polarity data is extensive, therefore first motions only are not sufficient for event
source-type discrimination.

Given the frequency band and source-receiver distance, the moment tensor inversion is
not very sensitive to source depths shallower than ∼100 m. We estimate source depth sensi-
tivity by looking at the VR as a function of source depth and observe that the deviatoric VR
drops sharply starting around 100 m, whereas the full VR shows a more gradual decrease in
VR. If we have no prior knowledge on source depth, the sensitivity analysis shows we can
constrain the depth to be shallower than ∼100 m, indicative of possible manmade seismicity
since natural earthquakes rarely occur at these depths. Although we do not have much sensi-
tivity at the very shallow depths, the mechanisms remain stable and predominantly explosive
at the borehole depths (Fig. 3.9a-b). We start to see a tradeoff between the mechanism and
incorrect source depth at around 100 m for the production shot, and around 50 m for 800



CHAPTER 3. SHALLOW SOURCES 43

Tangential Radial Vertical

1.25 sec

W1
1 km
244°

NW3
3km
338°

W2.5
3 km
239°

NW4
4 km
291°

W4
4 km
254°

Depth = 11 m
Mw = 2.51
Percent DC = 13
Percent CLVD = 32
Percent ISO = 55
VR = 69.6

Depth = 11 m
Mw = 1.78
Percent DC = 79
Percent CLVD = 21
Percent ISO = 0
VR = 63.5

W1

NW3

NW4

W4
W2.5 W1

NW3

NW4

W4
W2.5

FULL MT DEVIATORIC MT

Figure 3.7: Focal mechanisms and waveform fits from full and deviatoric moment tensor
inversions.
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and 400; however the combined waveform and first motion inversion eliminates this tradeoff.
Because we know the depth of the borehole where the explosions are detonated, we focus on
the behavior of seismic moment at depths less than and equal to 20 m. Due to free surface
effects the total and isotropic moment increases as source depth decreases (Fig. 3.9c-d), and
the increases in seismic moments are controlled by changes in the Mzz and Myz components
(Fig. 3.9d), components that we anticipated to be strongly influenced by the free surface.
The behavior of the moment tensor solution as a function of depth is similar for shots 800
and 400, although the free surface effects are more pronounced at the shallowest depths,
where the full moment tensor solutions become vertical dip-slip due to a greater increase in
moment from the Myz component.
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Figure 3.8: (a) waveforms, (b) waveform and first motions, and c) first motions. Best MT
solutions from time-domain inversion (plus) and NSS (circle) are plotted in (a) and (b).
Production shot NSS are plotted as shaded contours, and the white, gray and black contours
are populations of solutions with normalized VR ≥ 95% relative to the maximum for the
Production, 800 and 400, respectively.

The Earth becomes very heterogeneous at high frequencies where the smoothed 1D model
is no longer adequate in characterizing the complexities in high frequency wave propagation
between the source and receiver. Therefore the reason for utilizing low frequency waveform
data is to minimize the bias from unaccounted velocity structures. However, the challenge
for moment tensor inversion at these very shallow depths for the HUMMING ALBATROSS
data is that the free surface effect not only increases with decreasing source depth but also at
longer periods. The production shot has relatively good SNR at periods up to 2.5 seconds,
but if we fix the source depth to 11 m and look at the free surface effects on the inversion as
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a function of filter passband we see the solutions become vertical dip-slip at longer periods
(Fig. 3.10a-b). The total moment increases (Fig. 3.10c) as we go towards longer periods
due to rapidly increasing contributions from the Mxz and Myz components (Fig. 3.10d).
Hence finding the optimal filter passband that minimizes both the effects of the velocity
structure at high frequencies, and the free surface at low frequencies is especially important
and potentially challenging for moment tensor analysis of shallow sources. However, it is
important to note again that by combining the first-motions with the waveforms this issue
is eliminated or at least surppressed.
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Figure 3.9: Production shot moment tensor solutions as a function source depth, using only
waveform data. (a) VR from full moment tensor inversion (focal mechanism) and deviatoric
moment tensor inversion (cross), (b) full moment tensor decomposition. Shaded bars are
the percent DC, CLVD and ISO components, (c) total moment from full inversion (square)
and deviatoric inversion (cross), and (d) moment tensor elements (filled circles) and isotropic
moment (open circle).
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Figure 3.10: Production shot full moment tensor solutions as a function of filter passband,
using only waveform data. (a) VR and focal mechanism), (b) decomposition, (c) total
moment (square) and isotropic moment (cross), and (d) moment tensor elements (filled
circle). Horizontal lines in (a)-(c) specify the filter passband used for each inversion at 11 m
depth.

3.6 Yield Estimates

Empirically the magnitude-yield relationship can be described by the following equation:

M = A log10 Y + C, (3.7)

where M is the seismic magnitude, Y is the yield in kilotons and A and C are constants
that depend on the magnitude measurement used. C may also include additional corrections
to account for differences in source medium that are independent of the yield. Empirical
relationships to estimate yield have been developed using body wave magnitudes (mb) and
surface wave magnitudes [Ms] (Mueller and Murphy, 1971; Murphy, 1977; Burger et al.,
1987; Murphy, 1996, e.g.) from past nuclear explosions with known yields. Given and Mell-
man (1986) and Ekström and Richards (1994) performed moment tensor inversions on the
Shagan River explosions from the former Soviet Union and explosions from the U.S. Nevada
Test Site (NTS), and computed the moment-yield relationships for those event. Yield esti-
mation using the MISO from moment tensor inversions can be challenging due to difficulties
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assessing the contributions from the isotropic and the non-isotropic radiation of the source
as discussed in Stevens and Murphy (2001), as well as due to free surface effects at shallow
depths. However as demonstrated in Ford et al. (2012) and Chiang et al. (2014) and the pre-
vious sections of this paper, source-type analysis (NSS), and the combination of waveform
and first motion data can help to better constrain the isotropic radiation of the moment
tensor.

We calculated the yields for HUMMING ALBATROSS using the waveform moment
tensor results at the reported centroid depths, and the MISO-yield relationship MISO =
log10 Y + 14.05 from Stevens and Murphy (2001). The empirical relationship is derived from
previously published moment tensor inversion results, and announced yields or estimated
yields from Shagan and NTS explosions (Fig. 3.11a). To use Stevens and Murphy (2001)’s
empirical relationship we extrapolate the curve down to very low values of yield and isotropic
moment. Because the empirical relationship is derived from nuclear explosions, differences
in the seismic coupling efficacy between nuclear and chemical explosions (Murphy, 1996)
can also bias our yield estimates. We present our yield estimates and the design yields in
Table 3.1. The moment tensor inversion at shallow depth overestimates the yields for all
three explosions; the estimated values are 2.8 times, 7.6 times and 4.4 times greater than the
true yield for the production shot, 800, and 400, respectively. However, from our combined
NSS analysis, we can estimate the errors associated with our moment tensor solutions. We
choose a population of moment tensor solutions with normalized VRs ≥ 90% and computed
the mean and 2σ from the mean. For the Production shot, the mean is very close to the
Stevens and Murphy (2001) scaling, and for the two smaller shots the lower error bounds
overlaps with the empirical scaling.

From our synthetic studies on the effects of the free surface at regional distances, we
observe the recovered mechanism is less sensitive to the source depth, but there can be bias
in the moment due to the loss of traction at the surface. Although the deviations from
the true moment are all within 20% from our synthetic tests, the amount of deviation also
depends on station coverage, frequency passband and station quality. Additional synthetic
tests on varying the station coverage, frequency passband and SNR suggest that although
the amount of bias in MISO varies, the asymptotic behavior as a function of depth remains
similar, and that the recovered MISO approaches the true value as the source depth increases.
Thus in order to minimize the vanishing traction effects, it may be possible to invert for the
source parameters at a deeper depth where the synthetic tests show the MISO approaches the
true value. Here we investigate the possibility to recover the correct yield by intentionally
inverting for the source at a deeper depth.

We first perform similar synthetic tests for a pure explosion scenario using the production
shot station configuration, filter passband and 1D velocity model to predict the depth range
in which we can minimize both the effects from vanishing traction and incorrect source depth.
We fix the depth of the data but vary the depth of the GFs (as what is done in practice
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when source depth is unknown or has large uncertainties), and found that the moment ten-
sor inversion is able to recover the correct focal mechanism and seismic moment at depths
between 0.02 and 0.05 km. This is an idealized case with no time shift in the inversion,
high SNR and prefect knowledge of the Earth structure, the question remains whether this
adjustment in the source depth can correctly estimate the yield from real explosions where
we have imperfect knowledge of the Earth structure.

In Figure 3.11b the yield estimates for HUMMING ALBATORSS as a function of source
depth are compared. In general because MISO decreases as source depth increases, the esti-
mated yield also decreases. Yields computed from MISO obtained at 0.02 and 0.05 km depth
do agree with the true yield, but as noted previously we start to see tradeoff between incor-
rect source depth and source mechanism around 50 to 100 km where the moment tensors
are no longer predominately explosive using only waveform data. Unlike the synthetic case,
with real data when we introduce additional errors from incorrect source depth can have a
greater impact on the recoverability of the mechanism, particularly for the smaller shots 800
and 400 where we use higher frequency waveforms.

3.7 Discussion

Synthetic moment tensor inversion tests show that although the loss of traction at the
free surface affects the moment tensor inversion?s ability to resolve the seismic moment at
shallow depths, the impact on the recoverability of the source-type (explosion, double-couple,
composite mechanism) is substantially less. This is illustrated by the successful discrimina-
tion of the NTS, DPRK, Soviet JVE, Chinese Lop Nor and HUMMING ALBATROSS events
as explosions. However, the degree in which free-surface vanishing traction affects the seis-
mic moment depends not only on the station geometry, noise levels and filter passband but
also on the velocity model. Free surface effects are more pronounced when modeling longer
wavelengths.

Non-isotropic radiation in the HUMMING ALBATROSS moment tensor solution results
from a combination of both the free-surface effects and the strong SH waves. SH and Love
wave generation from chemical explosions is not an uncommon observation, and a number
of studies on quarry blasts suggest that the non-isotropic radiation results from spall of
material from the quarry face (Goforth and Bonner, 1995; Bonner et al., 1996), and the
interaction of the wavefield with the severe topographic features of quarry benches (Barker
et al., 1993). McLaughlin et al. (2004) modeled observed short period Love and Rayleigh
waves from a Texas quarry and found that the horizontal throw of material from the free
face (spall model) is the dominant mechanism. Our moment tensor analysis does not take
into account the horizontal single-force component due to spall, the collapse of the quarry
cliff face, and for the production shot, the temporal and spatial spread from the delay-firing
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a. Moment-Yield Relationship from Stevens and Murphy (2001)

b. HUMMING ALBATROSS
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Figure 3.11: (a) Isotropic moment vs. yield from nuclear explosions listed in Stevens and
Murphy (2001) and HUMMING ALBATROSS chemical explosions. Blue line is the moment-
yield scaling relations from Stevens and Murphy (2001). The shaded regions are the 95%
confidence bounds. The mean isotropic moment and error bars (2σ) for the three HUMMING
ALBATROSS events are computed from a population of moment tensors with normalized
VRs ≥ 90% in the combined NSS, as shown in Figure 3.8b. (b) Isotropic moment vs. yield for
HUMMING ALBATROSS at various depths. The yields are computed using the empirical
scaling relation by Stevens and Murphy (2001), and the isotropic moment (at the reported
centroid depth) from waveform moment tensor inversion vs. the true yield is also plotted.
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scheme. These complications contribute to the difficulty in obtaining unique source-type
identification using long-period waveforms only (Figure 3.8a). The non-isotropic component
of the inversion results is manifested as a reverse mechanism with either a near-vertical or
near-horizontal dipping layer, and a vertical dip-slip mechanism in the deviatoric solution.
Because the high frequency P waves may be more sensitive to radiated energy from the ini-
tial rupture (Pearce and Rogers, 1989; Guilhem et al., 2014), including P-wave first motion
polarities are particularly useful to constrain the isotropic component of explosive events
where the first arrivals come from the detonated explosion. As illustrated in Figure 3.8, the
added constraints from first motion observations greatly reduces the ambiguity in source
mechanism from waveforms and results in a unique identification of the events as having
substantial volumetric components consistent with explosions.

Moment tensor based event discrimination for shallow sources is reliable when SNR is
high, especially with the combination of data from waveforms and first motions. When we
include errors in the isotropic moment estimated from the NSS analysis, we see although
there is still a bias towards larger moment (events 800 and 400) even at such low yields
and low magnitudes, the isotropic moments intersect with the empirical scaling relation.
Although source inversions at greater depth reduce the effects of vanishing traction, in cases
of extreme free-surface effects and complexities in the source such as the chemical explosions
from this study, added errors from incorrect source depth can impact event discrimination.
Incorrect source depth can result in biases up to a factor of 2 in the total seismic moment
and isotropic moment based on the average values in our synthetic study (Fig. 3.4). Two
other factors that are difficult to quantify can also contribute to the difference in our esti-
mated yield and the design yield, one is the nature of the explosive and also the frequency
content of the waveforms used to derive the magnitude-yield scaling law. The Stevens and
Murphy, 2001 scaling law is derived from modeling large nuclear explosions at relatively long
periods (17-60 seconds; Given and Mellman, 1986). For the same yield, nuclear explosions,
single-fired buried chemical explosions, and ripple-fired quarry blasts exhibit differences in
radiated seismic energy (Murphy, 1996). ), therefore additional scaling is required to factor
in the differences in seismic coupling for different types of explosions. All three shots are
partially confined but the production shot uses a ripple-firing scheme and the two smaller
shots are single-fired chemical explosions. Traditionally single-fired shots are designed to
maximize the strength of the seismic signal (Khalturin et al., 1998). In addition, possible
site effect due to the use of higher frequency waveforms from temporary surface sensors may
also contribute to the overestimation of the yield.

3.8 Conclusion

Theoretical vertical dip-slip GFs associated with the Mxz and Myz components have van-
ishing amplitudes at shallow depths (< 1 km) due to the loss of traction at the free surface,
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while the GF waveforms look similar with little phase distortion. However synthetic calcu-
lations at shallow depths show moment tensor based event discrimination is reliable and the
resolvability of the moment tensor solution depends on station configuration, noise level, the
frequency band and the velocity model.

We are able to recover a predominantly explosive source mechanism for the three HUM-
MING ALBATROSS chemical explosions from moment tensor inversions. Although the
source-type uncertainty analysis shows that we cannot uniquely characterize the events as
predominantly explosive using only waveform data, the combined waveform and first motion
method enables the unique discrimination of these events. This method has been applied in
previous studies which have shown the inclusion of P-wave first motions in addition to full
waveform data eliminates the common ISO-CLVD tradeoff (Ford et al., 2012; Chiang et al.,
2014) and reduces the uncertainties of sparsely recorded underground explosions with strong
Love waves and reversed Rayleigh waves (Chiang et al., 2014). In this study we further
demonstrate that incorporating the two data sets is particularly useful in constraining the
isotropic component of explosions, and the method not only applies to large events, but
also small magnitude, very shallow explosions that are effectively at the free surface. The
combination of both low frequency full waveform data and high frequency P-wave polarities
greatly enhances the capabilities of the moment tensor source-type discrimination method
in cases of sparse station coverage, strong Love waves and free-surface effects.

The moment tensor method is capable of event discrimination, although yield estimation
using the recovered absolute seismic moment from moment tensor inversion remains chal-
lenging and can have large uncertainties, we can begin to put error bounds on our moment
estimates, and therefore yield, using the NSS technique and combining waveform and first
motion. Pure explosion synthetic tests suggest source inversions at deeper depths reduce
the free surface effects on the moment, but we cannot draw definite conclusions using the
results from the HUMMING ALBATROSS data set due to not only free-surface effects, but
uncertainties associated with imperfect knowledge of the Earth structure, unaccounted non-
isotropic radiation due to the mass movement of the quarry face and differences in seismic
coupling between different types of explosions. In addition, the moment-yield relationship
derived from larger nuclear explosions may not be adequate for such low magnitude chemical
explosions.
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Chapter 4

Sensitivity of Seismic Moment
Tensors to 3D Velocity Structure: A
Synthetic Study

4.1 Abstract

The estimation of seismic source parameters is dependent upon having a well-calibrated
velocity model to compute the Green’s functions for the inverse problem. Ideally, seis-
mic velocity models are calibrated through broadband waveform modeling (e.g. Dreger and
Helmberger, 1990; Bhattacharyya et al., 1999), however in regions of low seismicity, velocity
models derived from body or surface wave tomography may be employed. For purposes of
broadband strong motion simulation regional 3D velocity models have been constructed (e.g.
Rodgers et al., 2008; Kim et al., 2010; Aagaard et al., 2010). Whether a velocity model is
1D or 3D, based on broadband seismic waveform modeling or the various tomographic tech-
niques the uncertainty in the velocity model can be the greatest source of error in moment
tensor inversion. These errors have not been fully investigated for the nuclear discrimination
problem. This study focuses on the effects of the 1D model assumption on moment ten-
sor inversion through a synthetic sensitivity study, where we produce synthetic 3D velocity
model seismogram data and invert them using 1D velocity models. The effect of 1D model
assumption can then be interpreted via the difference between input and inverted moment
tensor solutions.

4.2 Introduction

We have established in the previous two chapters that the regional seismic moment ten-
sor (MT) method is a robust and reliable technique to identify different seismic source types
under sparse monitoring situations, at shallow source depths, and when the complexities in
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isotropic source processes are often not well understood (e.g. Massé, 1981). For this study
we will explore possible biases associated with one of the most fundamental assumptions in
seismic source analysis, which is the assumption that a 1D velocity model is a good approx-
imation to real Earth structure.

The ground motion (u) recorded at the receiver is a linear combination of the source
(seismic moment tensor, M) and the Green’s tensor (G), where u = GM. The Green’s ten-
sor represents the impulse response of the medium, describing the seismic wave propagation
between the source and receiver for a reference Earth model. Basic source types are typically
comprised of fundamental fault representations (e.g. Jost and Herrmann, 1989), but they can
also be fundamental single-couples and vector dipoles. In previous studies (e.g. Ford et al.,
2009b; Walter et al., 2009; Nayak and Dreger, 2014; Chiang et al., 2014) simple but well-
calibrated 1D velocity models have been used to compute the Green’s function and invert for
the MT. This assumption is valid at relatively long periods where the wavelengths being in-
verted are much larger than the spatial dimension of the sources, and the source time history
is short compared to the frequency passband of the inversion. However the limits of the defi-
nitions are not very well defined, nor are they thoroughly explored in the published literature.

The approach to compute Green’s functions, especially in regions of low-seismicity where
high-resolution velocity models are not available, is through waveform modeling of regional
earthquakes to produce calibrated 1D velocity models (e.g. Dreger and Helmberger, 1990;
Bhattacharyya et al., 1999; Baise et al., 2003; Kim et al., 2011). However, the 1D velocity
model assumption can be the greatest source of error in the MT solution and has never been
thoroughly investigated for the source-type discrimination application. In Ford (2008), the
sensitivity of full MT solutions for the 2009 Memorial Day DPRK nuclear explosion to 1D
velocity structure was examined. In that study 880 1D velocity models for the region from
the North Korean test site to regional distance broadband stations, derived from the Monte
Carlo Markov Chain inversion results (Pasyanos et al., 2006), were tested to investigate
the effect on the recovery of the seismic MT source type (e.g. Hudson et al., 1989; Ford
et al., 2010). The results indicated that while there was a strong effect on the source-type
and the ability of the Green’s functions for the individual velocity models to fit the data,
overall the velocity model uncertainty was not large enough to affect the discrimination of
the seismic event as an explosion. The spread of the derived solutions in source-type space
(e.g. Hudson et al., 1989) in that study does illustrate however that the effect needs to be
examined further, particularly for cases where precise source-type determination is impor-
tant, and for very sparse monitoring conditions where the range of acceptable solutions in
terms of the ability to fit the data can become large due to poor station coverage. From our
study of explosions in Eastern Kazakhstan and Lop Nor (Chapter 2; Chiang et al., 2014)
we also observe similar variations in waveform fits, moment and MT derived source-types
as a function of velocity model. Thus, a comprehensive understanding of the uncertainties
associated with the assumed 1D velocity structure is crucial in being able to apply the MT
based discrimination method to new regions of interest in order to fully assess populations
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of MT results for explosions, collapses, earthquakes, geothermal and volcanic events.

There are some studies that have examined errors in regional MT inversions due to biases
from velocity models. Wei et al. (2012) shift the theoretical seismograms used in their 1D
Green’s functions according to a 2D correction surface. Comparison with and without the
time shift shows the solution improved when the authors incorporated the correction. This
is similar to what Ford (2008) found in which when time shifts were employed the spread
of MT solutions for different 1D velocity model Green’s functions in source type space was
reduced. In the Berkeley MT code (Dreger, 2003; Minson and Dreger, 2008) a time shift is
applied for optimal alignment of the data with the applied Green’s function which takes into
account, to a degree, the discrepancy between the velocity model and the actual Earth struc-
ture (Pasyanos et al., 1996). Š́ılený (2004) has investigated the sensitivity of full regional MT
inversion for an MW4.8 earthquake in Italy to perturbed 1D velocity models and found that
the DC mechanism is well-resolved from 10 to 50 second but not from 5 to 10 seconds. Liu et
al. (2004) obtain MTs for three earthquakes in Southern California with a regional 3D model
using the spectral element method and compare the 3D solutions with those obtained from
body wave and surface wave inversions, and found that the solutions agree well. Covellone
and Savage (2012) calculated 3D Green’s functions for earthquakes in the Middle East and
show improved waveform fits and a reduction of non-double-couple (non-DC) components.
Panning et al. (2001) included near source 3D velocity heterogeneity and found its effect to
be minimal in the bandwidth of interest, although small isotropic components (∼10% of the
total scalar moment) could arise due to the unmodeled near-source 3D structure. Although
there have been studies on the effects of 3D structure on source inversions (e.g. Panning
et al., 2001), to our knowledge, there has not been much work investigating the effect of
3D heterogeneity along the full source-receiver path on the full regional MT for earthquakes
aside from the Covellone and Savage (2012) work. For non-DC sources, Tkalčić et al. (2009)
determined the source parameters of a volcanic earthquake using data from 20 to 50 seconds
and path-specific 1D velocity models to account for 3D heterogeneity. This work offers the
first systematic investigation of potential bias due to unaccounted 3D structure on regional
MT inversion.

As a result of the unprecedented coverage of the NSF EarthScope transportable array
(TA), a number of high-resolution regional 3D Earth models have been published in the liter-
ature (Bensen et al., 2009; Moschetti et al., 2010; Porritt et al., 2014; Shen et al., 2013). The
availability of these finer resolution regional tomography models, particularly the ambient
noise surface wave models allow us to generate synthetic waveforms in the frequency range
relevant for regional waveform modeling of small to moderately-large events. Previous work
by Ford et al. (2009a) studied a variety of events in the western U.S. with the majority of
events near or at the Nevada Test Site (NTS). These events included nuclear and chemical
explosions, earthquakes and mine and nuclear cavity collapses. For these events we study the
impact of the 1D velocity model assumption on moment tensor results be means of a series
of synthetic studies. In the synthetic studies we compute 3D velocity model GFs using the
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anelastic finite-difference (FD) code, Seismic Waves, 4th order (SW4), developed at the Cen-
ter of Applied Scientific Computing at Lawrence Livermore National Laboratory (Sjögreen
and Petersson, 2012; Petersson and Sjögreen, 2014). We use the Moschetti et al. (2010)
tomographic model for the western U.S. and station geometries from Ford et al. (2009a).
We then invert these 3D synthetic data using GFs for a 1D model to determine the seismic
MT and compare the results to the known input moment MT. The effects of the 1D velocity
model assumption can then be interpreted via the difference between input and inverted
solutions.

4.3 Velocity Model and Computation Set Up

The synthetic experiment is set up to evaluate the effects of 3D heterogeneity along the
source-receiver path. We simulate three-component velocity records using the Moschetti et
al. (2010) 3D Earth model and the FD code SW4, and perform the standard MT analysis
using Green’s functions computed from a well-calibrated 1D Earth model for the Western
U.S. (Song et al., 1996). The Moschetti et al. (2010) model spans the entire western U.S. and
is constructed based on surface wave dispersion measurements from teleseismic earthquakes
and regional-scale ambient noise measurements; the combination of data and dense station
coverage better constrains the shear wave velocity structure in the crust and uppermost
mantle than previous, earthquake only tomographic models. Moschetti et al. (2010) invert
for both isotropic and anisotropic models but in this study we only consider the isotropic
model. The 3D velocity model consists of a low velocity sediment layer and three crystalline
crustal layers above the Moho, and a smoothly varying upper mantle below the Moho. The
compressional wave velocity to shear wave velocity (Vp/Vs) ratio and density structure of
the inverted 3D model are based on empirical relations between wave speed and density
(Brocher, 2005). Focusing on California and Nevada (Fig. 4.1), the California Coast Ranges
have slow wave speeds in the upper and middle crust, and beneath the Central Valley of
California the low wave speeds are associated with thick sediments in the San Joaquin Basin
to the south and the Sacramento Basin in the north. In the Central Valley and southernmost
end of Sierra Nevada the Moho varies between 20 to 40 km, and the crust thickens near the
eastern edge the Sierra Nevada. Moschetti et al. (2010) contribute the low velocity anomalies
of the lower crust beneath eastern California, the Basin and Range and the High Lava Plains
to conductive heating. The Basin and Range in northern Nevada have relatively uniform
crustal and mantle structure, as the relatively long-period surface waves used to construct
the model are not sensitive to large impedance contrasts from very thin layers.

For our FD simulation we did not include any water layers. We account for attenua-
tion Q using a function of local Vs [km/s] (e.g. Graves et al., 2008; Olsen et al., 2009),
such that Qs = 50Vs and Qp = Qs. The FD code SW4 solves the seismic wave equation
in a displacement formulation using a summation-by-parts principle and it is fourth-order
accurate in space and time (Sjögreen and Petersson, 2012; Petersson and Sjögreen, 2014).
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Figure 4.1: Background color represents the shear wave velocity (Vs) from Moschetti et al.
(2010) at various crustal depths, white circle is the event location, and black triangles are
the station locations.

The code utilizes a Cartesian mesh to solve for the seismic wave equations and the mesh
can be built using the PROJ.4 cartographic projections library (Developed by G. Evenden,
https://trac.osgeo.org/proj/) to ensure accurate mapping between geographic and Cartesian
coordinates. In contrast to a staggered grid finite difference scheme (e.g. Larsen and Shultz,
1995), SW4 uses a node-centered formulation to reduce computation memory. The compu-
tation domain consists of a free-surface boundary at the top with the option for irregular
topography (Appelo and Petersson, 2009), and absorbing super-grid boundaries in the far
field to minimize boundary reflections from the side and the bottom of the computation
domain. We performed the calculations on the Livermore Computing Center (LC) 8-core
Xeon 35-2670 Linux cluster, cab, consisting of 1,296 nodes, each with 16 cores per node
and 32 GB memory. The velocity model is discretized on a Cartesian grid with 500 m grid
spacing and a minimum Vs of 1.1 km/sec. SW4 internally resamples the coarser 3D tomo-
graphic model (0.5 degree grid spacing) on to the finer computation grid via 2-steps: (1)
linear interpolation in the vertical direction and (2) Gaussian averaging in the horizontal
directions. The model domain extends approximately 665 km x 950 km x 70 km, and we
apply a Dirac delta forcing function at the source to simulate a seismic source in our FD
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calculations. To avoid numerical artifacts due to grid dispersion we consider 10 grid points
per minimum wavelength, and therefore the maximum resolvable frequency is 0.2 Hz for
the given minimum Vs. Since we are inverting data between 0.01 to 0.1 Hz and given the
magnitude range (M < 5) of the events we are investigating it is not necessary to consider
a source time history beyond the basic Dirac delta function.

Prior to performing the synthetic sensitivity tests, we performed benchmark testing to
validate the wave propagation simulated using SW4. We generated and compared 1D velocity
waveforms using the two different methods: (1) the frequency-wavenumber (FK) integration
method (Wang and Herrmann, 1980; Herrmann and Wang, 1985; Zhu and Rivera, 2002) and
(2) the numerical FD method (SW4). The FK code is included as part of a software package
called Computer Programs in Seismology (CPS3.30) developed by Herrmann (2013) at St.
Louis University. We use a simple three-layer model with no attenuation and computed the
synthetics at 100 km distance for the fundamental Green’s tensor force couples (Fig. 4.2).
Both methods agree closely, where deviations are mostly due to small amplitude differences
in the GXZ , GY Z and GZZ components.
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Figure 4.2: Waveform comparison between finite-difference (SW4, solid black line) and fre-
quency wavenumber integration (FK, dashed line).
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4.4 Sensitivity to 3D Velocity Structure

We set up the synthetic experiment to simulate the standard processing procedure used
in regional MT analysis. The simulated 3D, three-component velocity records (north-south,
east-west and up-down) from SW4 are treated as “data” in our synthetic test. For each sta-
tion, we rotate the data to transverse, radial and vertical, and add random Gaussian white
noise to the data by scaling the amplitude of the noise to 10% of the maximum amplitude
of the three components. 1D Green’s functions were calculated using the FK method Her-
rmann (2013). The 3D synthetic data and 1D Green’s functions are both filtered between 10
to 50 seconds. Differences between the input and recovered MT reveals the bias due to 3D
structure. A direct comparison of the 3D and 1D synthetics for a normal earthquake mecha-
nism shows minor differences in the arrival times and waveforms, and almost no difference in
the 20 to 50 second period range which is a commonly used passband in regional waveform
source inversion Pasyanos et al. (1996). This is due to the large wavelengths in the 20 to
50 second passband and the smooth nature of the 3D tomographic model. Nevertheless, as
regions of monitoring interest are calibrated the 3D models produced are likely to be with
the same type of regional-scale surface wave approach used to construct the 3D tomographic
model examined in this study. The following section describes the results for the three types
of sources we have tested: (1) double-couple (earthquake), (2) isotropic (explosion) and (3)
composite source mechanisms. We used the Little Skull Mountain mainshock station geom-
etry of Ford et al. (2009a) for all of the synthetic sources in this experiment to reflect a real
regional monitoring configuration.

4.4.1 Double-Couple Sources

First we examine the 1D model assumption for the double-couple (DC) sources. We
tested two DC mechanisms: a normal earthquake and an oblique reverse event, both at 4.5
km depth. The normal faulting mechanism is taken from the Little Skull Mountain main-
shock MT solution in Ford et al. (2009a). For the DC synthetics, both deviatoric and full
MT inversions can recover the correct source mechanism (Fig. 4.3), and the variance reduc-
tion (VR), a measure of the goodness-of-fit between data and synthetics, are very similar for
both inversion schemes. Although the full MT results have up to 16% ISO component in the
full MT inversion (Fig. 4.3), the change in VR is not statistically significant as determined
by an F-test (Menke, 1989; Templeton and Dreger, 2006; Menke, 2012), where the level
of significance is only 57%. Similarly, the Network Sensitivity Solution [NSS] (Ford et al.,
2010), a mapping of the goodness of fit parameter in the complete source-type space, shows
an earthquake-like surface centered on the origin (pure DC). The CLVD components are 17%
and 40% for the normal and oblique mechanisms, respectively (Fig. 4.3). Interestingly the
oblique earthquake was found to have larger variability in the non-DC components compare
to the normal earthquake (Fig. 4.4a). The best solutions for the oblique mechanism are more
widely distributed in the NSS. The differences in the NSS distribution and non-DC compo-
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nents between the two types of DC mechanisms are likely the result of different radiation
patterns, and the non-uniform sampling of the radiation from the sparse station coverage.
All stations except one are located to the west of the source (Fig. 4.1).

Total moment from the full MT solution is quite close to the true value, estimates of
seismic moment are all within 10% of the true value. The source depth can be determined
from the goodness of fit curve (Fig. 4.4b), however there is some mechanism sensitivity. The
source-type plots (Fig. 4.4b) illustrate the tradeoff between source depth and mechanism
that as source depth deviates from the true depth the ISO component also increases. But
for both cases the MT solutions are stable with respect to source depth and the solutions
with the best waveform fits (VR > 60%) are between 5 and 7 km. The best fitting solutions
yield the correct mechanism and depths close to the correct source depth of 4.5 km. In
summary for the two DC cases, we can recover the correct fault plane solution using only
regional waveforms and it appears that the 1D model assumption is adequate, but one must
be careful when trying to interpret the CLVD component. Apparently the effect of 3D het-
erogeneity is negligible at these periods for recovering the correct DC mechanism using a 1D
model, but 3D heterogeneity can increase contributions from the CLVD. However, the NSSs
show a pure DC mechanism fits the data equally well and can be used to quantify the level
of variability in the non-DC components (Fig. 4.4a).
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Figure 4.3: The simulated 3D data is in black, the deviatoric solution is in green and the
full solution is in brown. All waveforms are in displacement (cm).
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Figure 4.4: (a) Network Sensitivity Solutions color-coded by variance reduction (VR) pre-
sented on the Tape and Tape (2012a) and Tape and Tape (2012b) Lune. The white circle
represents the location of the best full moment tensor solution in source-type space. (b) VR
with respect to source depth for two different DC mechanisms and color-coded by source
depth. The filled circles are full moment tensor solutions and the filled squares are deviatoric
moment tensor solutions. The full moment tensor solutions are also plotted in source-type
space and color-coded by source depth as well.

4.4.2 Isotropic Sources

A direct comparison between 1D and 3D synthetic data for the explosion case shows more
variation in waveforms compared to the earthquake cases (Fig. 4.5), which is likely due to
the shallow explosion source depth that was considered (500 m). In addition, the averaged
1D model is less representative of the shallow structure in the 3D tomographic model. Since
the isotropic source radiation pattern has no azimuthal dependence, variations in waveforms
due to the 3D structure are more prominent; whereas an earthquake source imposes an order
of magnitude variation in the radiation pattern as a function azimuth. At long periods the
source variation is large compare to the effects of 3D structure in this long-period passband.
The recoverability of the explosion source depth is similar to what was found in the previous
1D synthetic studies (Fig. 4a in Chapter 3) and real explosions (Fig. 8 in Chapter 2) in
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that the source depth recoverability primarily depends on the frequency band used in the
MT inversion. Because the source depth is much less than the wavelengths considered, we
cannot resolve the source depth in detail and can only constrain it to be shallower than 1
km. The MT analysis shows the deviatoric MT solutions are stable at shallow depths (Fig.
4.6b), but the isotropic component is not well constrained in the full MT inversion since the
isotropic component is very sensitive to the time shifts in the inversion. The full MT solu-
tions alternate between an explosion and a CLVD mechanism with the major vector dipole
in compression depending on the time shifts due to the fact that the long-period surface wave
radiation of the isotropic source and a CLVD with a major vector dipole in compression are
the same. The tradeoff between these two source types is seen in the NSS for this test (Fig.
4.6c), where a pure explosion mechanism obtained from a grid-search method has a VR of
75% and the full MT has a VR of 76%.

The alternation between the two mechanisms is the manifestation of the classic trade-
off for an explosion source (e.g. Ford et al., 2009b). For an isotropic source, the level of
false non-ISO components in the moment tensor results from unmodeled 3D structures and
the theoretical ISO-CLVD tradeoff, and thus it is difficult to tease out how much of the
CLVD component is due to unmodeled 3D structure. Combining waveform and first motion
polarities can eliminate the tradeoff to get the best MT, and we obtain a solution located
close to the theoretical explosion (Fig 4.6c). The best solution consists of a predominantly
explosive mechanism with 60% ISO, 28% CLVD and 12% DC. The MT still has a relatively
high CLVD component but the level of false-DC is low. This is an important result for
discrimination because it shows that unmodeled 3D structure at the typical passband used
in regional distance nuclear monitoring does not introduce false-DC in the inversion results.

4.4.3 Composite Sources

Explosion processes are often not purely isotropic, and they typically exhibit evidence of
complex seismic radiation, particularly from the presence of long-period Love wave energy.
Large non-ISO components have been observed in real explosion data, sometimes referred to
as tectonic release (e.g. Massé, 1981; Ekström and Richards, 1994), and this component can
become large enough to reverse the Rayleigh wave polarities (e.g. Walter and Rodgers, 1999;
Chiang et al., 2014) which can complicate discrimination, as well as generate long-period (20
to 50 s) Love waves that can have the largest amplitudes of all three-components at a given
station (e.g. Dreger and Woods, 2002; Ford et al., 2009a). In addition, shear failure is often
seen in real explosions (Toksöz et al., 1965; Toksöz and Kehrer, 1972; Burger et al., 1986;
Day et al., 1987). Therefore it is necessary to examine whether the MT inversion method
breaks down and can become biased when both the effects of complex source processes and
unaccounted for 3D effects are included, and whether the ability to successfully identify a
given seismic event as an explosion can be compromised.
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Transverse Radial Vertical

Figure 4.5: Dashed lines are waveforms calculated using a 1D Earth model and solid lines
are waveforms calculated using a 3D Earth model. The waveforms are in displacement (cm)
and band-pass filtered between 10-50 seconds.
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Figure 4.6: (a) Explosion moment tensor solutions and waveform fits from 10 to 50 seconds.
The simulated 3D data is in black, the deviatoric solution is in green and the full solution is in
brown. All waveforms are in displacement (cm). (b) Variance reduction (VR) as a function
of source depth. Circles are full moment tensor solutions and the squares are deviatoric
moment tensor solutions. (c) Network Sensitivity Solutions using only waveforms, only first
motions or combining waveforms and first motions. The white circle represents the location
of the best full moment tensor solution in source-type space.
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The composite source considered here consists of a pure explosion and reverse mecha-
nism (strike= 135; dip= 40; rake= 105) both at 500 m depth. We apply the same data
processing procedure and station configuration used for the DC and ISO cases, and added
random Gaussian white noise. For a composite source that is predominantly explosive, the
combination of 3D effects and source tradeoff appears to have an impact on the inverted
solution. The level of CLVD can be as high as 60% (for the case with 40% DC). The MT
solutions and waveforms fits for a composite mechanism with 30% DC is shown in Figure
4.7a. The full MT solution is 45% CLVD suggesting that the solution is still dominated
by the theoretical trade-off for explosive mechanism. Figure 4.7b shows that the solutions
for composite sources with varying percentages of DC are still dominated mostly by the
explosion-CLVD trade-off and the waveform NSS distributions remain more explosive-like
even as the contribution from the DC increases. Although the recovered DC components for
the MT inversions are close to the input value (30% DC), the inversions do not recover the
correct DC mechanism. Instead of a reverse mechanism the full MT inversion for a compos-
ite source with 30% DC recovers a normal mechanism (strike= 169; dip= 72; rake= −104).
The inversion recovers a shallow dipping reverse component only when the DC contribution
reaches 50% (Fig 4.7b). The orientation of the DC cannot be resolved for a predominately
explosive composite source. The results of this test and the previous tests indicate that
there can be substantial variability in the minor components of a recovered moment tensor.
These minor components appear to be the most strongly affected from the unaccounted for
3D velocity model. It is good news, however that the primary moment tensor components,
namely a DC for tectonic earthquakes, and the isotropic component for explosions are not
strongly affected and therefore the discrimination of the two types of mechanism remains
robust.

4.4.4 Path Calibrations

One solution for trying to reduce possible MT solution bias due to unaccounted for 3D
wave propagation effects is to develop source-receiver specific 1D velocity models. Given
earthquake data in the source region and independent constraint on the focal mechanism,
it would be possible to perform broadband waveform modeling either by forward modeling,
genetic algorithm, or full grid-search approaches (e.g. Dreger and Helmberger, 1990; Bhat-
tacharyya et al., 1999; Baise et al., 2003; Kim et al., 2011) to improve the source-receiver
velocity. On the other hand if there is independent information from tomography and re-
ceiver functions the information can be used to compute path specific 1D models to improve
seismic MT recovery in regions of large lateral heterogeneity (Tkalčić et al., 2009). Here we
use the 3D synthetic data to evaluate the procedure of using source-receiver path specific
1D velocity structure interpreted from tomographic models.

We use the averaged elastic properties and attenuation from the 3D tomographic model
for each source-receiver pair, with a total of seven path-specific 1D velocity models (Fig.
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example shown here is a composite source with 30% DC. (b) The best-fitting full moment
tensor solution and NSS in source-type space for four composite sources. All solutions have
the same mechanism (explosion + reverse fault) but different percentage of DC. The contours
represent moment tensor solutions with normalized VR≥ 98%.

4.8a) and compute the Green’s functions for each of these models. The average 1D models
have slightly shallower sediment layer and mantle velocities compared to the Song et al.
(1996) model. But the Moho depths are very similar (within 5 km) for all the models.
Our synthetic study shows path-specific calibration does help in cases where one simple lay-
ered model cannot adequately characterize the underlying Earth structure between different
source-receiver pairs, it reduces the non-DC components in earthquakes in the time-domain
waveform inversion and increases the waveform fits. The MTs are 88% and 69% DC for
the normal and oblique mechanisms, respectively. The biggest difference in the NSS using
a universal 1D model for all stations and using path-specific 1D models for the pure DC
sources is that for the path-specific models the goodness of fit distribution is centered on
the pure DC solution and is not shifted along the deviatoric or isotropic axes. Comparing
Figure 8b to Figure 4 we see that the region of best fitting solutions (normalized VR≥ 98%)
has a smaller distribution for the oblique mechanism whereas for the normal mechanism the
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area of the contoured region remains similar to the results using a single velocity model.
For the explosion case, the tradeoff between explosion and CLVD persists although the best
solution becomes more isotropic compared to the result without path calibration. For the
composite source with 30% DC, the best MT is explosive and the CLVD has reduced to
only 12%. However we still cannot recover the correct DC mechanism, which is surprising,
the recovered fault plane solution is a shallow dipping normal mechanism. In this study, we
found that the DC sources benefited more from the path-specific approach.
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Figure 4.8: (a) Seven 1D models derived from the 3D model by Moschetti et al. (2010). (b)
Full moment tensor solutions and NSS result using path-specific 1D models for each source-
receiver pair. The contours are the best-fitting solutions with a normalized VR≥ 98%.

4.4.5 Random Velocity Perturbations

Since the 3D tomographic models are smooth representations of Earth structure we
wanted to examine a more severe case in which we apply random velocity perturbations
in the model to increase the effects of scattering and multipath in the 3D synthetic data.
A realistic description of the inhomogeneous Earth can be described by the von Karman
correlation function (Goff and Jordan, 1988):

C(r) =
rυKυ(r)

2υ−1Γ(υ)
(4.1a)
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Kυ is the modified Bessel function of the second kind order υ, where 0 < υ < 1. υ is the
Hurst number which describes the roughness of the medium, Γ is the Gamma function, x, y,
and z are vectors in the 3D random field, and ax, ay, az are the correlation distances. The
von Karman correlation function is self-variant and rich in short wavelength components,
making it a common approach to model geologic structures with a fractal nature over a wide
scale (Wu, 1982). The Hurst number, which controls the correlation decay, is typically less
than 0.5 from modeling of seismic reflection data (e.g. Holliger and Levander, 1992; Nielsen
and Thybo, 2006). Correlation distances on the order of a few kilometers to tens of kilo-
meters have minimal effect on the 10 to 50 second waves, therefore very large values are
necessary to observe changes in the synthetic waveforms relative to the smooth 3D model
in the period range of interest. We use a Hurst number of 0.3 and horizontal and vertical
correlation lengths of 250 km and 50 km, respectively, to perturb the crustal velocities. We
apply velocity fluctuations up to 20% (Fig. 4.9) and obtain a rough model with crustal
velocities following a von Karman distribution. Figure 4.10a shows the perturbed model at
5 km depth. The velocity contrast between the California coast and the Basin and Range
is preserved but with rough edges. Figure 4.10b shows a cross section of crustal velocities
from the coast to the Nevada Test Site, near the location of the synthetic source (−116
degree longitude). The layers are well defined but with small-scale heterogeneities scattered
throughout the crust.

We generate 3D synthetics using the perturbed model for a normal earthquake and an
explosion, and compare the MTs to the solutions from the smooth model. A comparison be-
tween normal earthquake synthetics generated from the 1D model and perturbed 3D model
low-pass filtered at 0.15 Hz shows the complexities due to scattering in the 3D synthetics
(Fig. 4.11). The scattering (ringing) on the tangential component in the 1D synthetics is
due to the low velocity layer in the 1D model (Fig. 4.8a). When these data were inverted
from 10 to 50 seconds a normal mechanism was obtained but the goodness of fit was lower
than the typical level (VR> 60%) considered indicating a well-constrained solution. Figure
4.12a shows the deviatoric MT is 83% DC, which is 10% lower than the solution using the
smooth model, whereas the full MT remains similar to the previous result (Fig. 4.3) with
68% DC. But the NSS (Fig. 4.12b) shows the population of best-fitting solutions (VR≥46%)
deviates further away from a pure DC source and are more broadly distributed compare to
Figure 4.4a. The increase in the area of the best-fitting MTs can be interpreted as increasing
bias in the solution due to unmodeled structure.

In contrast to results for the smooth 3D model, explosion deviatoric and full MTs (Fig.
4.13a) show false-DC components increased to almost 50%. VR is 57% for both deviatoric
and full MTs, a value close to the level of fit for a well-constrained solution, and a pure
explosion mechanism obtained using a grid-search method has a VR of 52%. Although the
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Figure 4.9: Velocity fluctuations following a von Karman distribution with a Hurst number
of 0.3, horizontal and vertical correlation distances of 250 km and 50 km, respectively.

waveform NSS (Fig. 4.13b) still shows an explosion-like distribution the best-fitting solutions
encompass almost half of the area in the source-type space, including a pure DC source. The
first motion constrained NSS eliminated the tradeoff and pure DC source types but compared
to Figure 4.6c the uncertainties estimated from the constrained NSS are slightly larger. The
first motion-constrained full MT solutions for the smooth and perturbed 3D model are both
60% ISO, but the solution for the perturbed model has a slightly greater DC of 31%. In
this study we show that the MT uncertainty increases when the 3D model becomes more
heterogeneous and the false-DC component increases when an explosion source is considered.

4.5 Conclusion

The results of the synthetic 3D model sensitivity tests show that using 1D velocity models
to compute Green’s functions for use in long-period (as short as 10 seconds) MT inversions
is reasonable, and that at least synthetically we do not find significant bias in solutions,
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Figure 4.11: 1D and 3D synthetic waveforms for a normal mechanism (strike=202; rake=
−100; dip=36) at SAO. 3D synthetics are computed from the perturbed model.

nor issues in being able to discriminate different types of sources. For the DC case, we can
recover the correct mechanism and source depth using a universal 1D velocity model for all
stations. The ISO component in the full MT is less than 20% for the two DC mechanisms
explored. But for the oblique mechanism the inversion recovers a solution with a high CLVD
component, resulting in a solution that is 50% DC. The observation of false non-DC com-
ponents up to 50% for the earthquake source shows that although the correct fault plane
solutions for the DC can be recovered at relatively long periods, the CLVD component can
be large in full MT inversions, however the NSS remains earthquake-like focused at the origin
of the source-type plot. For the explosion cases, the level of false non-ISO is dominated by
the ISO-CLVD tradeoff, although the recovered MT consists of a CLVD solution the DC
component is less than 10%, and the NSS exhibits the typical explosion-like signature in
source-type space (e.g. Ford et al., 2010). Including additional data from first motion polar-
ities can eliminate the trade-off and the correct solution can be recovered. The constrained
MT solution is predominantly explosive and has a very low DC of 9%. Similarly, results for
the explosive composite source show the tradeoff affects the recoverability of the MTs. The
fault plane orientation of the DC component in a composite source cannot be constrained
well, except for the case with 50% DC and 50% ISO. Results from synthetic tests using a
more heterogeneous 3D model with crustal velocity fluctuations following the von Karman
distribution show the full MT inversion can recover the correct DC mechanism. The per-
centage of non-DC remains the same compare to the result for a smooth model but the
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solution has higher uncertainties as indicated by lower waveform fits and larger variability
in the NSS. When an explosion source is considered the false-DC component increases to
almost 50% in the inversion. The NSS exhibits an explosion-like signature in the source-type
space but with large variability that extends to a pure DC source. But considering the best
solution with first motion constraints shows a predominantly explosive source with a slightly
higher DC of 28% compare to the results from a smooth model. The false non-DC compo-
nents in earthquakes and the false-DC components in explosions arising from unaccounted
for 3D path effects can be reduced by using path-specific 1D Green’s functions. The Green’s
functions are computed by taking the average 1D model for each source-receiver path from
the 3D tomographic model. Path-calibration also reduces the large uncertainty in the NSS
for the oblique mechanism.
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Figure 4.12: (a) Normal earthquake moment tensor solutions and waveform fits at 10 to
50 seconds. The simulated 3D data using the perturbed model is in black, the deviatoric
solution is in green and the full solution is in brown. All waveforms are in displacement
(cm). (b) NSS using only waveforms and combined waveforms and first motions. Solutions
are color-coded by VR. The white circle represents the location of the best full moment
tensor solution in source-type space.
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Figure 4.13: (a) Explosion earthquake moment tensor solutions and waveform fits at 10 to
50 seconds. The simulated 3D data using the perturbed model is in black, the deviatoric
solution is in green and the full solution is in brown. All waveforms are in displacement
(cm). (b) NSS using only waveforms and combined waveforms and first motions. Solutions
are color-coded by VR. The white circle represents the location of the best full moment
tensor solution in source-type space.
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Chapter 5

Comparing 1D and 3D Source
Inversions: Application to the
Western United States

5.1 Abstract

In this study we have established a procedure to compare and evaluate source inversions
using both 1D and 3D velocity model Green’s functions. The 3D velocity model Green’s func-
tions are computed with the finite-difference approach invoking source-receiver reciprocity
(Eisner and Clayton, 2001; Graves and Wald, 2001; Aki and Richards, 2002; Dahlen and
Tromp, 1998). Using the complete waveform moment tensor (MT) inversion method (Min-
son and Dreger, 2008) we analyze earthquakes and explosions at the Nevada Test Site (NTS)
and compare the MT and associated uncertainties at different period bands using both the
1D and 3D Green’s functions. At long periods (20-50 seconds), there is good agreement in
the solutions for the two velocity models, with slight improvement in waveform fits when
using the 3D velocity model Green’s functions. At shorter periods (8 to 20 seconds) the
advantage of the 3D model is limited except for paths along BKS and MHC where the 3D
velocity model Green’s do provide better waveform fits. There is no clear reduction in source
uncertainties when using the 3D velocity model Green’s functions, and a larger event sample
size is required to make useful interpretations about the use of 3D models in estimating
source uncertainties. The results indicate that the 3D model for the Western U.S. still needs
further refinement to adequately model wave propagation at short periods for the purpose
of routine source inversion. Although 3D Green’s functions are computationally expensive
the calculation only has to be performed once. Once the database of pre-computed 1D and
3D Green’s functions is compiled, the MT inversion can be easily automated for monitoring
purposes.
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5.2 Introduction

Obtaining reliable source mechanisms of small magnitude seismic events at regional dis-
tance can be challenging due to poor station coverage, high noise levels in the long period
waves, or both. Commonly long period waveforms are utilized to minimize errors due to un-
accounted Earth structure, but with small magnitude events the signal-to-noise ratios (SNR)
of long period waves often degrade rapidly with increasing distance from the source. The
need for regional distance monitoring of low yield explosions therefore necessitates the use
of shorter period information that may have higher SNR, but which also requires Green’s
functions (GFs) that account for the more complex short period wave propagation. Recent
advancements in waveform modeling and high-performance computing techniques have made
the use of source inversions at relatively short periods and structurally complex regions an
attractive and viable option, and has been shown in several studies (Ramos-Mart́ınez and
McMechan, 2001; Liu et al., 2004; Zhao et al., 2006; Walter et al., 2010; Covellone and Sav-
age, 2012) to be effective. However, there has not been a systematic analysis of the impact
of 3D velocity structure on the estimation of seismic source parameters for the purpose of
explosion monitoring.

The efficacy of GFs depends on the accuracy of the 3D model. Using a 3D reference
model to account for complex wave propagation in and near the Los Angeles Basin, Liu
et al. (2004) and Lee et al. (2011) computed source mechanisms of small to moderate-sized
earthquakes in Southern California using the spectral element method and finite-difference
method, respectively, and found good agreement between the 1D and 3D solutions. Hingee
et al. (2011) observe improvements in 3D synthetics over 1D synthetics for some regions in
Australia. The reduction in waveform misfit is limited to certain regions suggesting the 3D
model for the Australian region needs further improvement. Covellone and Savage (2012)
computed deviatoric and full moment tensors (MTs) for 195 Mw∼5.5 earthquakes in the
Middle East and found little difference among the solutions due to the fact that a large
number of observations are available to provide good constraints in the full MT inversion.
They compared the deviatoric 1D and 3D MTs and found that there is an improvement in
waveform fits and a reduction in the non-double-couple (non-DC) components when using
3D GFs. Although it is important to note that in their comparison study, the 3D synthetics
were evaluated against 1D synthetics computed from the preliminary reference Earth model
(PREM; Dziewonski and Anderson, 1981).

The focus of most studies has been on earthquakes, the application of 3D source inversions
on non-DC events have not been thoroughly investigated. Walter et al. (2010) computed
full MT solutions for icequakes near the base of the Swiss Alpine Glacier and determined
seismic events are results of near-horizontal tensile cracks. The authors concluded the 1D
models provided robust estimates of the source parameters, although the more complex 3D
model improved the fits between data and synthetics, particularly for reflections from the
basal moraine and rock. There has not been a systematic study of the effects of 3D GF on
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the recovery of seismic MT of explosions and the effect on discrimination capability.

The purpose of this study is to develop a platform to perform routine 3D MT inversions
and to compare source-type discrimination results for explosions and earthquakes using both
1D and 3D GFs. The same techniques (e.g. Ford et al., 2010) developed to evaluate the qual-
ity of 1D models can also be applied to 3D models. Ford et al. (2009a) obtained full MT
solutions using a well-calibrated 1D model (Song et al., 1996) for explosions, earthquakes
and mine collapses in the western United States. In this study we compare 1D and 3D full
MT solutions at two frequency bands: 20 to 50 seconds and 8 to 20 seconds. The high
frequency cutoff is limited by the resolution of the Earth model. We use the 3D surface
wave tomography model by Moschetti et al. (2010) determined from surface wave dispersion
measurements at periods as short as 6 seconds. Of the 32 explosions, earthquakes and col-
lapses previously studied by Ford et al. (2009a), we select six explosions and earthquakes
in the vicinity of the former Nevada Test Site (NTS) for source inversions. The events are
listed in Table 5.1 where the earthquake event information comes from the Northern Cali-
fornia Seismic Network (NCSN) and the explosion event information comes from Springer
et al. (2002). We apply the source-receiver reciprocity principle to compute 3D GFs using
the finite-difference (FD) method (Eisner and Clayton, 2001; Graves and Wald, 2001). The
advantage of seismic reciprocity is a drastic decrease in computation cost, especially when
the number of sources outweighs the number of receivers, because for a set of three FD simu-
lations in which unit forces are applied at the receiver location in the north, east and vertical
directions the complete MT GF can be determined at all interior points in the model. Thus
in the monitoring of a region it is possible to develop GF over the desired depth range for a
calibrated 3D model obtained independently from tomography or other methods.

Table 5.1: Table 1. Event Information

Name Date Latitude Longitude Depth (km) Magnitude
Amargosa 1996/09/05,

08:16:56.09
36.6827 -116.3378 5000 3.38 (Md)

Little Skull Mt. 2002/06/14,
12:40:45.82

36.6438 -116.3448 8750 4.32 (Md)

METROPOLIS 1990/03/10,
16:00:00.08

37.112 -116.056 469 4.94 (Md)

COSO 1990/03/10,
16:00:00.08

37.104 -116.075 417 4.50 (Md)

HOYA 1991/09/14,
19:00:00.08

37.226 -116.429 658 5.40 (Md)

JUNCTION 1992/03/26,
16:30:00.00

37.272 -116.361 622 4.82 (Md)
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5.3 Method

We perform the MT inversion in the time-domain using three-component displacement
seismograms for receivers located in the western United States (Fig. 5.1). The data are in-
strument corrected, rotated to the radial, transverse and vertical components and bandpass
filtered between 8 to 50 seconds period using an acausal 4-pole Butterworth filter. For the 3D
MT inversions, an additional step is taken by convolving the data with the Gaussian source
time function used to compute the 3D GFs via the FD method. This is done since it is more
stable to convolve the finite-difference source time function with the data, essentially apply-
ing a filter, than it is to deconvolve the source time function from the computed Green’s
functions. We use data recorded at stations from the Berkeley Digital Seismic Network
(BSDN), Southern California Seismic Network (SCSN) and the Lawrence Livermore Seismic
Network. The United States Geological Survey, Berkeley Seismological Laboratory and Cal-
ifornia Institute of Technology jointly manage the networks in California. BDSN and SCSN
data and instrument responses can be obtained from the Incorporated Research Institutions
for Seismology Data Management Center (IRIS DMC, http://ds.iris.edu/ds/nodes/dmc/)
and the Northern California Earthquake Data Center (http://www.ncedc.org/).

5.3.1 Inversion Procedure

The MT inversion follows the method developed by Minson and Dreger (2008) where
the complete waveform is inverted in a weighted linear least square formulation. The dis-
placement waveform is expressed as a linear combination of the GFs weighted by the MT
elements. The first step is data preparation where the hypocenter and station location are
specified, and the data are processed as described in the beginning of this section. After
reading the data files, the MT inversion algorithm then loads the pre-computed GFs for each
station, and performs a waveform cross-correlation between the data and GF at each station
to determine the initial time shifts (Pasyanos et al., 1996). A more detailed description on
computing the GF is provided in the next subsection. The time shift that gives the highest
correlation between data and GFs is selected (Pasyanos et al., 1996). We do not allow for
time shifts greater than half a cycle of the minimum wavelength to avoid cycle shifting.
Applying time shifts prior to the actual inversion is a common procedure used to account
for imperfect travel time predicted by the model and errors in event origin time. The final
step is the inversion where we do not constrain the inversion to have zero trace, instead it
solves for all six components of the seismic MT.
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Figure 5.1: Map of the western United States. Red stars are Nevada Test Site (NTS) explo-
sions, black circles are earthquakes and the white triangles are broadband seismic stations.

5.3.2 Reciprocal Green’s Functions

We compute elastodynamic GFs for each source-receiver pair using 1D and 3D Earth mod-
els. The GFs are the impulse response whose orientation is given by the basic MT elements
or by the fundamental fault types (e.g. Helmberger, 1983; Jost and Herrmann, 1989). The
three basic faults types are the vertical dip-slip (DS), 45-degree dip-slip (DD), and vertical
strike-slip (SS). Any arbitrary (full) MT can be described as a linear combination of the six
basic MT elements (Mxx,Mxy,Mxz,Myy,Myz,Mzz), where the first index represents the
direction of the force, and the second the direction of a spatial derivative. Thus Mxx,Myy
and Mzz represent the strength of vector dipole forces, and Mxy,Mxz,Myz,Myx,Mzx
and Mzy represent the strength of force couples. Conservation of angular momentum leads
to symmetry of the MTs, where Mxy = Myx, yielding the 6 independent elements. For the
deviatoric MT, where the trace is zero, five basic tensor elements or the three fundamental
fault types can describe the seismic tensor (e.g. Langston, 1981; Langston and Helmberger,
1975).
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The GFs are computed for each source-receiver pair and processed the same way as the
data. The 1D GFs are computed using the western US velocity model (Song et al., 1996)
and frequency wavenumber integration method (Wang and Herrmann, 1980; Herrmann and
Wang, 1985; Herrmann, 2013). The 3D GFs are computed using the anelastic FD code,
SW4, developed at the Center of Applied Scientific Computing at Lawrence Livermore Na-
tional Laboratory (LLNL; part of the Computational Infrastructure for Geodynamics). The
conventional approach to compute 3D GFs using FD is computationally expensive because
we need to simulate wave propagation at regional distances with attenuation and at shorter
periods. For each receiver, the number of simulations required to compute 3D GFs is six
times the number of sources to compute the six basic MT elements. Therefore to reduce
the computation cost we apply the reciprocity principle to compute the 3D GFs. Source-
receiver reciprocity for seismic waves is given by the Betti’s theorem (Aki and Richards,
2002; Dahlen and Tromp, 1998) which states that the location of the source and observation
can be switched but still produce the same exact elastic response. Eisner and Clayton (2001)
and Graves and Wald (2001) implemented source-receiver reciprocity using the FD approach
to simulate ground motion for any number of arbitrary sources from a set of stations. The
advantage of using reciprocity rather than the forward approach is that it is only necessary
to run three calculations at every receiver location. Commonly there are fewer stations than
sources in a typical monitoring scenario. We compute the elastic response at the source
due to a single force in three orthogonal directions (X, Y and Z) at the receiver. For each
reciprocal single force the numerical spatial derivative of the displacement in the interior of
the model can be computed. Then it is possible to combine the derivatives to construct the
individual MT components. For a single force oriented along the X direction:

GX
xx =

∂uXx
∂x

(5.1a)

GX
yy =

∂uXy
∂y

(5.1b)

GX
zz =

∂uXz
∂z

(5.1c)

GX
xy =

∂uXy
∂x

+
∂uXx
∂y

(5.1d)

GX
xz =

∂uXz
∂x

+
∂uXx
∂z

(5.1e)

GX
yz =

∂uXz
∂y

+
∂uXy
∂z

(5.1f)

There are similar equations for unit forces oriented in the Y and Z directions. We call
the elastic response computed via reciprocity the reciprocal Green’s functions (RGF) to
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distinguish them from the conventional (forward) approach. We can then compute the X-
component of displacement for an arbitrary source as the weighted sum of the RGFs:

uX = MxxG
X
xx +MyyG

X
yy +MzzG

X
zz +MxyG

X
xy +MxzG

X
xz +MyzG

X
yz (5.2)

The capitol superscripts refer to the component of motion, which corresponds to the di-
rection of the applied unit force at the receiver position. Given the strike, rake, dip and
scalar moment of the fundamental fault types we can compute the Mij coefficients (Eq.1 in
Box 4.4 of Aki and Richards, 2002), and substituting them into Eq. 5.2 we can construct
the displacement response for each fundamental fault type Green’s function for the moment
tensor inversion.

The 3D isotropic model by Moschetti et al. (2010) is linearly interpolated in the vertical
direction and smoothing is applied in the horizontal direction using Gaussian averaging. The
smoothing is necessary because the velocity model is much coarser than the computation
grid. For the reciprocal FD calculations we use a grid spacing of 250 m and a Gaussian
source function with a duration of 0.5 seconds. We did not include any water layers or
topography in the 3D calculations, and implemented attenuation using a function of local
Vs [km/s] (e.g. Graves et al., 2008; Olsen et al., 2009), such that Qs = 50Vs and Qp = 2Qs.
Figure 2 shows a comparison between a forward FD calculation and a reciprocal calculation.
In this case, the source depth is 1 km and the receiver is 100 km away and at the surface.
There is excellent agreement between the forward and reciprocal simulations.

The FD calculations were performed on the Livermore Computing Center (LC) 8-core
Xeon 35-2670 Linux cluster, cab, consisting of 1,296 nodes, each with 16 cores per node and
32 GB memory. Ideally we should use the same computation domain for all the reciprocal
calculations but the run time increases rather quickly at large distances due to a drastic
increase in the number of grid points and the duration of the simulation. Because the 3D
model is smooth and we are only comparing waveforms as short as 8 seconds, we justify
using different computation domains by positioning the source and receivers to be at least
250 grid points away from the boundary and use a sufficiently large absorbing boundary
layer (30 km in all directions) to minimize boundary reflections. Running on 512 processors,
the run time for one RGF calculation with approximately 1.2 billion grid points and 1,1924
time steps takes about 10 hours.

5.4 Moment Tensor Inversion Results

We perform 1D and 3D MT inversion and compute Network Sensitivity Solutions [NSS]
(e.g. Ford et al., 2010) for all events. For four out of the six events, we also compare the
source properties in two different frequency bands. For the earthquakes (Armagosa and
Little Skull Mountain), we search for the best depth using the 1D model and invert for 1D



CHAPTER 5. COMPARING 1D AND 3D SOURCE INVERSIONS 80

bp 0.02 0.15 n 4 p 2
Velocity (cm/s)

GXX

Time (s)
0 20 40 60 80

10-6

-2
0
2

GXY

Time (s)
0 20 40 60 80

10-6

-4
0
4

GXZ

Time (s)
0 20 40 60 80

10-6

-1
0
1

GYY

Time (s)
0 20 40 60 80

10-6

-2
0
2

GYZ

Time (s)
0 20 40 60 80

10-6

-2
0
2

GZZ

Time (s)
0 20 40 60 80

10-7

-5
0
5

Reciprocal SW4
Forward SW4

Ta
ng

en
tia

l
R

ad
ia

l
Ve

rti
ca

l

Figure 5.2: A comparison between forward and reciprocal finite-difference calculations at
100 km distance. The waveforms are in velocity (cm/s) and bandpass-filtered between 0.02
and 0.15 Hz with a 4-pole acausal Butterworth filter. The black lines are the reciprocal
calculations and the brown dashed lines are the conventional (forward) calculations.

and 3D MT solutions at these depths, whereas for the explosions (METROPOLIS, COSO,
HOYA and JUNCTION), we fix the source depth at 1 km for both 1D and 3D GFs. For the
comparison at different frequency bands, we use data from the BDSN and SCSN networks,
and when available, we also compute solutions including the LLNL network stations but
since the raw data and instrument responses for these stations are currently not open we
cannot compare the solutions in the different frequency bands.

5.4.1 Low Signal-to-Noise Events

COSO and Amargosa have relatively low SNR compare to the other events in this study,
therefore we did not compare the 1D and 3D inversion results at different frequency bands,
instead the inversion is done between 10 to 50 seconds. Figure 3a shows the full MT inver-
sion results for COSO. The 1D solution fits the data slightly better than the 3D solution,
while the moment magnitude (Mw) using the 3D model is slightly higher than that of the
1D model. Both the 1D and 3D GF inversions recover solutions that are dominated by the
explosion component, representing 65% and 68% of the total seismic moment, respectively.
On the other hand, the off-diagonal components of the MTs are quite different, where the
1D solution has a deviatoric component that is mostly a normal DC mechanism and the
3D solution is a mixture of vertical DS and CLVD mechanisms. Thus while the explosive
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nature of the event is clearly recovered in both cases there is velocity model dependence on
the lesser “tectonic” release component of the source.

For the Amargosa earthquake (Fig. 5.3b) the 1D solution is fitting 17% better than the
3D solution, a much greater difference compared to COSO. This is interesting in of itself
because it clearly shows that the use of a 3D velocity model, including one that is constrained
by data (surface wave dispersion) will not necessarily lead to improved ability to fit the data.
The 1D and 3D fault plane orientations are also quite different where the 1D solution is closer
to a normal mechanism. In contrast, the 3D solution has a vertical DS component that is
significantly rotated with respect to the 1D solution. In addition, the 3D solution results in
a relatively large “false” ISO of 36% of the total seismic moment. However, the ISO compo-
nent is not statistically significant as determined by the F-test (Menke, 1989; Menke, 2012;
Templeton and Dreger, 2006), where the level of statistical significance with the additional
degree of freedom in the full MT inversion is only 50%. Nevertheless, this illustrates that
imperfect 3D velocity models can also increase the ISO moment in earthquakes, contrary to
the results of Covellone and Savage (2012). Although we see an increase in ISO component
for short period inversions the 1D (Fig. 5.4a) and 3D NSS (Fig. 5.4b) exhibit a typical
earthquake-like signature with a bullseye pattern (Ford et al., 2010).

5.4.2 2002 Little Skull Mountain Earthquake

The Md 4.3 2002 Little Skull Mountain earthquake occurred near NTS, approximately 6
km southwest of the 1992 Little Skull Mountain mainshock. At 20 to 50 seconds, we have
data from five stations with an azimuthal coverage of 89◦. For the comparison at long period
(Fig 5.5a-c), both 1D and 3D MT solutions fit the data equally well, and have similar mech-
anisms. The solution is a normal mechanism and is predominantly DC. The DC component
for the 3D solution is slightly higher than the 1D solution, and unlike the explosions the 1D
solution Mw is higher than the 3D solution.

For the inversion at short period we did not include MHC due to low SNR. Using data
from 8 to 20 second yields 1D and 3D MTs with only 50% and 16% DC, respectively (Fig.
5.5a), considerably lower than solutions from the 20 to 50 second passband. The low DC
in the 3D solution is particularly alarming. The 3D solution also recovers a rotated normal
mechanism with respect to long period MTs (about 40 degrees). The Mw is similar for
all solutions and the 1D model performs better than the 3D model mainly because the 3D
model cannot fit the tangential component as well as the 1D model (Fig. 5.5d-e). We also
see an increase in variance at CMB using the 3D model. We identify ISA to be a problematic
station in the 3D inversion because the synthetics cannot fit the data well with time shifts
less than half the minimum wavelength (4s). Therefore the solution with the highest VR
within the 4-second window is a solution with zero shifting. Considering a three-station in-
version without ISA (Fig. 5.6) we obtain a solution with 52% DC and a normal mechanism
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Figure 5.3: COSO and Amargosa full moment tensor inversion results with 1D and 3D
Green’s functions filtered between 10 to 50 seconds. Full moment tensor focal mechanism
and the deviatroic component of the solution are plotted as well as the moment magni-
tude (Mw), percent double-couple (DC), percent compensated linear vector dipole (CLVD),
percent isotropic (ISO) and variance reduction (VR). VR from deviatoric inversion is in
parentheses.

consistent with long period MTs and the 1D short period MT.

Whether or not we include ISA in the 3D MT inversion, the ISO component remains
high, up to 40%, which is quite large for an earthquake. However the F-test reveals the
ISO component is not statistically significant with a 50% confidence level of significance for
inversions with and without ISA. In addition, 1D (Fig. 5.7a) and 3D NSS (Fig. 5.7b-c) all
exhibit an earthquake-like distribution and similar level of solution uncertainty where the
normalized VR≥95% (67%, 43% and 54%, respectively) are about the same size. Similar
to Amargosa, the results show that imperfect 3D velocity models can also increase the ISO
moment in earthquakes.

5.4.3 Larger NTS Explosions

We compare 1D and 3D MT inversions for three NTS explosions METROPOLIS, HOYA
and JUNCTION. Of the three explosions HOYA has strong SH radiation on the tangen-
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Figure 5.4: Amargosa NSS for (a) 1D and (b) 3D Green’s functions filtered between 10 to
50 seconds. White circle marks the location of best full moment tensor in source-type space.

tial component, indicative of a larger tectonic release. For METROPOLIS we have data
from three stations PAS, CMB and MHC where we can compare the solutions at different
frequency bands. Additionally, we are able to compute a solution including two additional
stations, MNV and LAC from the LLNL network, increasing the azimuthal coverage from
75◦ to 123◦. Data from MNV and LAC are filtered between 10 to 30 seconds. PAS and
CMB have high SNR at both long and short periods whereas MHC has relatively noisy data
at long periods for the two horizontal components, but relatively high SNR for the vertical
component. At 20 to 50 seconds, we see very little SH energy in the tangential component
and essentially none at CMB. The deviatroic part of the solution is very similar for both
1D and 3D MTs; however, the 3D solution has a much higher ISO component, 16% higher
than the 1D solution (Fig. 8a). Again, the 3D solution has a higher Mw that is closer to
the reported magnitude (Md) in the catalog (Table 5.1). Although the VR improved slightly
for all three stations from 1D to 3D (Fig. 5.8b-c), the increase is only a few percent. At
8 to 20 seconds, the ISO component of the 3D solution decreased to 59%, in contrast the
ISO component of the 1D solution increased to 81%. The deviatoric part of the solution
changed significantly from long period to short period, instead of a reverse sense of motion
for both solutions at long periods, at short periods the 1D solution is mostly DS and the
3D solution has a large CLVD component. In terms of waveform fits (Fig. 5.8d-e), overall
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Figure 5.5: 2002 Little Skull earthquake full moment tensor inversion results with 1D and 3D
Green’s functions and at different frequency bands. (a) Full moment tensor focal mechanism
and the deviatroic component of the solution are plotted as well as the moment magni-
tude (Mw), percent double-couple (DC), percent compensated linear vector dipole (CLVD),
percent isotropic (ISO) and variance reduction (VR). VR from deviatoric inversion is in
parentheses. (b-e) Data (solid line) and synthetic waveforms (dashed line) plotted from left
to the right are the tangential, radial and vertical components.
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Figure 5.6: 2002 Little Skull earthquake three-station inversion using 8 to 20 second 3D
Green’s functions. (a) Full moment tensor focal mechanism and the deviatroic component of
the solution are plotted as well as the moment magnitude (Mw), percent double-couple (DC),
percent compensated linear vector dipole (CLVD), percent isotropic (ISO) and variance
reduction (VR). VR from deviatoric inversion is in parentheses. (b) Data (solid line) and
synthetic waveforms (dashed line) plotted from left to the right are the tangential, radial
and vertical components.

the 1D model is fitting the data better than the 3D model due to significant increase in
VR at CMB. On the other hand, the 3D model performs better along the path to MHC.
Mw decreased for both solutions from the long period case to short period case, but again
the 3D solution has a higher Mw. The best solution is the inversion using data from five
stations and filtered between 10 to 50 seconds (Fig. 5.8a). Both 1D and 3D results have
high ISO components and similar mechanisms for the off-diagonal components. Mw for the
3D solution is 0.3 magnitude units higher than the 1D solution, and overall the 3D model is
fitting a few percent better than the 1D model.

Unlike the other explosions in this study, HOYA has strong Love wave energy across
all stations. The data also have high SNR in the frequency band we examined and better
station coverage compare to the other explosions. The azimuthal coverage for HOYA is 100◦

for the five-station inversion, and the best solution including two additional LLNL stations
MNV and LAC has an azimuthal coverage of 132◦. For solutions from 20 to 50 seconds (Fig.
5.9a-c), the ISO component is around 60% for both velocity models; however the 3D solution
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Figure 5.7: 2002 Little Skull Mountain NSS using 8 to 20 second Green’s functions for (a) 1D
4-station inversion, (b) 3D 4-station inversion and (c) 3D 3-station inversion. White circles
mark the location of best full moment tensor in source-type space.

has a larger DC component and a higher Mw. The non-ISO mechanism is quite different
between the two models, the 1D case is a normal mechanism and the 3D case is a vertical
DS mechanism. The 3D model fits the data better than the 1D model. As seen in Figure
5.9b-c the amplitudes between the data and synthetics at stations PAS, PFO and BKS are
in better agreement when we use a 3D model.

From 8 to 20 seconds (Fig. 5.9a,d-e), the 3D solution has an ISO component of 73%
whereas the 1D solution has an ISO component of 54%. The 3D model cannot fit the data
well on the tangential components at all stations except for BKS. We can see the waveform
fits are significantly better along the path to BKS when using 3D GFs instead of 1D GFs,
resulting in higher overall VR for the 3D solution. At short periods the deviatoric part of
the solution has a different mechanism compared to the long period solutions. Although the
3D case still consists of a vertical DS mechanism the fault orientation has rotated about
45◦ towards the southwest. In contrast to the other explosions the Mw is slightly higher
when using 1D GFs at short periods. The long period solutions are more consistent with
the seven-station inversion because the frequency band used for the best solution is between
10 to 50 seconds. We use inverse variance weighting instead of inverse distance weighting
for the seven-station inversion because data from MNV and LAC are filtered between 10 to
30 seconds, resulting in higher amplitudes, while the rest of the stations are filtered between
20 to 50 seconds. For the seven-station inversion, the 3D solution has a higher Mw and ISO
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Figure 5.8: METROPOLIS full moment tensor inversion results with 1D and 3D Green’s
functions and at different frequency bands. (a) Full moment tensor focal mechanism and the
deviatroic component of the solution are plotted as well as the moment magnitude (Mw), per-
cent double-couple (DC), percent compensated linear vector dipole (CLVD), percent isotropic
(ISO) and variance reduction (VR). VR from deviatoric inversion is in parentheses. (b-e)
Data (solid line) and synthetic waveforms (dashed line) plotted from left to the right are the
tangential, radial and vertical components.
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component, and a vertical DS mechanism instead of a normal mechanism for the deviatoric
part of the full MT.

For JUNCTION, we have data from four stations BKS, PAS, PFO and ISA for the com-
parison at different periods, and there is an additional LLNL station LAC in the five-station
inversion. For the five-station inversion, all data from the BDSN and SCSN network stations
are filtered between 10 to 50 seconds and LAC is filtered between 10 to 30 seconds. Compar-
ing the results at 20 to 50 seconds (Fig. 5.10a), full MT solutions using either model have
excellent waveform fits; the 3D solution has a VR of 95% and the 1D model has a VR of
83%. VR increases for all stations using 3D GFs but the biggest improvements are along the
paths to BKS and PFO (Fig. 5.10b-c). Similar to HOYA, the amplitudes between data and
synthetics on the radial and vertical components agree well when 3D GFs are used but not
as well on the tangential component for BKS and PFO. Both solutions are predominantly
ISO but the 3D solution has an ISO component 17% higher than the 1D solution. Mw from
the 3D solution is also higher than the 1D case. The deviatoric component of the solutions
have different fault orientations and sense of motion between the 1D and 3D case; the 1D
solution consists of a normal mechanism and the 3D solution consists of a CLVD mechanism
with the major vector dipole in tension (+CLVD).

Comparing the solutions at periods between 8 and 20 seconds, we see again that the paths
to BKS and PFO are well modeled using 3D GFs, which are consistent with the results at
long periods. However, the VR decreases for the paths to ISA and PAS when using 3D GFs
(Fig 5.10d-e). Different than the results at long period, the 1D solution has a larger ISO
component of 75% while the 3D solution has an ISO component of 69%. The non-ISO part
of the MT consists of a DS mechanism but with different orientations between 1D and 3D
cases. Jackknife resampling of different station combinations shows PAS is a key station in
the inversion at short period, the ISO component decreases when we remove PAS, especially
for the 1D case where the ISO disappears and the solution is a CLVD mechanism with the
major vector dipole in compression (−CLVD). The best solution using data from five stations
are mostly ISO but for the 1D case the ISO component is reduced to 56%. In terms of Mw,
the 3D solution overestimates the magnitude when we compare it to the reported ML in
Springer et al. (2002). The deviatoric part of the solution comprises of a vertical DS mech-
anism for the 1D case and a +CLVD mechanism for the 3D case. The drop in VR for the
1D solution is due to lower fits at station LAC whereas all other stations have VR above 70%.

5.4.4 Comparison in Source-Type Space

Network Sensitivity Solutions (NSS) utilizing source-type representations proposed by
Hudson et al. (1989) and Tape and Tape (2012a) and Tape and Tape (2012b) have been
developed and used in previous studies to estimate uncertainties in source inversions (e.g.
Ford et al., 2010; Guilhem et al., 2014; Chiang et al., 2014; Nayak and Dreger, 2015). We
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Figure 5.9: HOYA full moment tensor inversion results with 1D and 3D Green’s functions and
at different frequency bands. (a) Full moment tensor focal mechanism and the deviatroic
component of the solution are plotted as well as the moment magnitude (Mw), percent
double-couple (DC), percent compensated linear vector dipole (CLVD), percent isotropic
(ISO) and variance reduction (VR). VR from deviatoric inversion is in parentheses. (b-e)
Data (solid line) and synthetic waveforms (dashed line) plotted from left to the right are the
tangential, radial and vertical components.
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Figure 5.10: JUNCTION full moment tensor inversion results with 1D and 3D Green’s func-
tions and at different frequency bands. (a) Full moment tensor focal mechanism and the
deviatroic component of the solution are plotted as well as the moment magnitude (Mw), per-
cent double-couple (DC), percent compensated linear vector dipole (CLVD), percent isotropic
(ISO) and variance reduction (VR). VR from deviatoric inversion is in parentheses. (b-e)
Data (solid line) and synthetic waveforms (dashed line) plotted from left to the right are the
tangential, radial and vertical components.
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would like to compare the estimated uncertainties in the source-type space between 1D and
3D GFs to see if the 3D model reduces the source-type uncertainties, therefore providing
better constraints on source mechanisms and increasing confidence in discrimination. We
compute the NSS for Little Skull Mountain, METROPOLIS, HOYA and JUNCTION using
the same station configuration and filter parameters in the MT inversion analysis. The re-
sults comparing 1D and 3D NSS at two frequency bands are presented in Figure 5.11, where
we plotted solutions with normalized VR≥95%. The comparison for the 2002 Little Skull
Mountain earthquake shows at long periods (20-50 seconds) the spread of the MT uncer-
tainties are larger using 3D GFs, but at short periods (8-20 seconds) the spread is about the
same between the two models. If we look at the distribution of the source-type parameters
γ and δ (Fig. 5.12a), we see a wider distribution in the volumetric component (δ) of the MT
when inverting using 3D GFs. At higher frequencies, the two NSS populate different areas of
the source-type space; the 3D NSS extends into the region of positive volume change while
the 1D NSS extends into the region of negative volume change. There are noticeable shifts in
the mean of the distributions for both 1D and 3D NSS (Fig. 5.12a), where the distributions
at short periods deviate away from a pure DC mechanism. For the explosions, 1D and 3D
NSS (Fig. 5.11) at long periods show the spread of the estimated uncertainties associated
with source inversion varies between events: the uncertainties for JUNCTION are similar
using either 1D or 3D GFs, for HOYA the solutions are better constrained using 3D GFs but
the results are opposite for METROPOLIS. At short periods we see little difference between
the 1D and 3D NSS, except for HOYA where the solution is very well-constrained using 1D
GFs. The distribution of γ and δ for explosions are negative skewed (Fig. 5.12b), meaning
they have a long tail in the negative direction, for both 1D and 3D models and at both long
and short periods, the exception is the HOYA 1D NSS where γ is positive skewed resulting
in a population of solutions near the theoretical explosion/opening crack mechanisms. All
explosion NSS have a mean δ around 30◦ and we do not see a large difference in the mean δ
values between 1D and 3D NSS.

5.5 Discussion

Comparisons between 1D and 3D source inversions show differences in source mecha-
nism in both the long period and short period cases. For the 20 to 50 second case, the
1D and 3D solutions for the 2002 Little Skull Mountain earthquake show minimal differ-
ence in source mechanism and magnitude. In contrast, the explosions show an increase in
magnitude and waveform fits from 1D to 3D inversions. The off-diagonal components are
not well-constrained and vary depending on the frequency band and velocity model used.
Contrary to Hingee et al. (2011) and Covellone and Savage (2012), where MT solutions were
compared from 40 to 200 seconds and 25 to 125 seconds, respectively, in general we see a
reduction in waveform fits for the 3D inversions at relatively short periods (8 to 20 seconds)
and for the two earthquakes we see an increase in non-DC components, suggesting finer de-



CHAPTER 5. COMPARING 1D AND 3D SOURCE INVERSIONS 92

 

 

DC

+V

−V

+CLVD −CLVD

+LVD

−LVD

+C

−C

HOYA

 

DC

+V

−V

+CLVD −CLVD

+LVD

−LVD

+C

−C

METROPOLIS

 

 

DC

+V

−V

+CLVD −CLVD

+LVD

−LVD

+C

−C

JUNCTION

 2002 Little Skull

 

 

DC

+V

−V

+CLVD −CLVD

+LVD

−LVD

+C

−C

3D LP
1D LP
3D SP
1D SP

Figure 5.11: Figure 11. Comparison of Network Sensitivity Solution (NSS) of four different
events: 2002 Little Skull earthquake, METROPOLIS, HOYA and JUNCTION. The shaded
regions and contour lines show the populations of solutions with normalized VR≥95% for
long period and short period waveform inversions, respectively. The blue and pink colors are
solutions computed using 3D and 1D Green’s functions, respectively.
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Figure 5.12: Comparisons of source-type parameters γ and δ for two events (a) 2002 Little
Skull Mountain earthquake and (b) NTS explosion JUNCTION. Histograms show γ and δ
from waveform inversions at two frequency bands, the gray bars represent the use of 1D
Green’s functions, the white bars represent the use of 3D Green’s functions, and the gray
and black lines are the mean values from 1D and 3D inversions, respectively.



CHAPTER 5. COMPARING 1D AND 3D SOURCE INVERSIONS 94

tails of the Earth’s structure may not be well-represented by the 3D model. The exceptions
are the paths to BKS and MHC, particularly BKS, where we see significant improvements
in waveform fits when 3D GFs are used in the short period inversions. Paths crossing the
extensional regimens and low velocity sediments (Fig. 5.13a) are better represented by the
3D model, where stations BKS and MHC are situated on top of the low velocity zone (Fig.
5.13b). Based on the four events analyzed in this study, the long period time domain MT
inversion results in higher waveform fits when 3D GFs are applied, however we do not see a
significant reduction in uncertainties associated with the MT using synthetics derived from
the 3D model. JUNCTION has little difference in source uncertainties between the 1D and
3D case, Little Skull Mountain and METROPOLIS show higher uncertainties for the 3D case
whereas HOYA shows lower uncertainties for the 3D case. A larger sample size is required
to make more useful interpretations about the use of 3D models in estimating MT source
uncertainties.
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Figure 5.13: (a) Vs at 10 km depth where surface waves are most sensitive to the structure
at these period ranges. (b) A cross-sectional view of crustal and upper mantle velocities
across A-A’.

Moschetti et al. (2010) noted the surface wave model has larger uncertainties in shear
wave speeds in extensional regions across the western US, near the Moho (lower crust) and
the shallowest parts of the crust. There is a significant trade-off between crustal thickness
and shear wave speed resulting in an increase in shear wave uncertainties around the Moho
(between 35 to 45 km depth). In our 3D short period inversions, Rayleigh waves are fitting
better than the Love waves. The 3D model used was determined using dispersion data from
Rayleigh wave group and phase velocities and Love wave phase velocities, Love wave group
velocities are not included due to large uncertainties. Also, the Love wave dispersion maps
are in period bands of 8 to 32 seconds whereas the Rayleigh wave dispersion maps are in
period bands of 6 to 40 seconds. Therefore in addition to a priori constraints on sediment
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and crustal thicknesses (Laske and Masters, 1997; Gilbert and Fouch, 2007) the details of
the 3D model were constrained mostly by short period Rayleigh wave data. In comparison,
Hingee et al. (2011) used a 3D radially anisotropic model constructed from full waveform
tomography. The full waveform model (Fichtner et al., 179; Fichtner et al., 290) is derived
from a large variety of observations including both surface waves and body waves. They
also implemented a realistic 3D Q model by Abdulah (2007). Covellone and Savage (2012)
also used a 3D model (Kustowski et al., 2008) computed from a combination of data sets
that included surface wave phase velocity measurements, long period waveforms and body
wave travel times. This suggests tomography models derived from full waveform modeling
are preferred for short period inversions.

Since our results indicate the use of 3D GFs at short periods has limited benefit for the
particular 3D model that was employed, a more attractive option to evaluate 3D models than
the costly 3D simulations may be using path-averaged 1D velocity models derived from the
3D model. We compute MTs for Little Skull Mountain, HOYA and JUNCTION using 1D
averaged velocity models for each source-receiver path. In general, the averaged structures
have a Moho ranging from 30 to 37 km and a very thin low velocity layer (<1 km thick) when
compared to the 1D Song et al. (1996). Here we present results for Little Skull Mountain
(Fig. 5.14) and HOYA (Fig. 5.15). Overall the MT solutions from 20 to 50 seconds (Fig.
5.14a-b and Fig. 5.15a-b) are similar to previous 1D and 3D MTs, the differences are in the
short period inversions. For JUNCTION the results are similar to the 3D inversion except
the path to BKS cannot be modeled by the averaged 1D structure, and the solution has a
lower ISO of 52%. For Little Skull Mountain, the short period inversion with averaged 1D
models have better fits to the data at ISA and CMB, however the resulting mechanism is an
incorrect oblique strike-slip earthquake (Fig. 5.14a). The overall lower goodness of fit with
averaged 1D MTs and 3D MT suggest paths from Little Skull Mountain to the stations need
further refinement. For HOYA, the averaged 3D structure is actually a better representation
for the paths to GSC, ISA and PFO, the fits to the data at these stations are higher compare
to the 3D solution due to better agreement in the Love waves; whereas again the paths to
BKS cannot be modeled by the path-averaged 1D model. 1D and 3D comparisons indicate
that, in many cases, well-calibrated average 1D representations of the Earth structure may
be a more attractive option at periods as short as 8 seconds, but 3D models do need to be
considered as shown by the modeling results for the path to BKS.

5.6 Conclusion

We applied source-receiver reciprocity to compute 3D GFs using the FD method. Using
the full waveform MT inversion method (Minson and Dreger, 2008) we analyze earthquakes
and explosions at NTS using 1D and 3D Earth models. Other than the computation of the
GFs, we applied identical data processing procedures to the 1D and 3D waveform inversions
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and use the same station configuration to allow for direct comparisons between the source
properties and associated uncertainties of the two models and evaluate the results in dif-
ferent frequency bands. Our results at low frequencies show good agreement for the focal
mechanisms between the two models and slight improvement in waveform fits when using
the 3D model. At high frequencies the advantage of the 3D model is limited, mainly due to
poor agreement between Love wave data and synthetics, and for the two earthquakes we see
an increase in non-DC components in our full 3D MT results; however we do see significant
improvements in the 3D inversion along the paths to BKS and MHC and the reduction in
variance is especially prominent at high frequencies. In addition, we see better agreement
between Mw and the reported catalog magnitudes when 3D models are applied in the inver-
sion. We do not see a systematic reduction in uncertainties associated with the MT when
3D GFs are applied, in most cases the uncertainties are the same between the two models
at short periods but vary from event to event at long periods. The 3D model that was used
tends to add a false isotropic component to MT solutions of earthquakes. While this is a
negative result from a source-type discrimination perspective it is important to recognize
that the improvement in fit afforded by the isotropic component is not statistically signif-
icant. Using 3D velocity models for source inversion is often cited as a means to improve
results however this analysis demonstrates that this may not always be the case, and even
if calibrated 3D models are employed careful analysis of uncertainty and solution sensitiv-
ity are needed before non-DC components of MTs of earthquakes can be interpreted. The
results also show for the explosions that there is no difference in the ability to discriminate
the explosions from earthquakes, which is a positive result, although reduced uncertainty
in the source-type goodness of fit space using the 3D GFs would be preferred. The results
however do show that the minor non-isotropic components of explosions is highly variable
with respect to both the velocity model and the passband. This means that it will be dif-
ficult to interpret such results for mechanism of non-isotropic radiation in explosions from
MT inversions.

Our results indicate that the surface wave derived 3D model for the Western U.S. for
seismic MT estimation still needs further refinement along the paths we examined (except
perhaps BKS/MHC) to model wave propagation at high frequencies, and instead of the
more costly 3D simulation using path-averaged 1D models for short period inversion is a
more practical option in many cases. A 3D model by Shen et al. (2013) uses additional
constraints from receiver functions should be evaluated and compared to the MT inversion
results using the Moschetti et al. (2010) model in future work. In this study we have
established a procedure to compare and evaluate 1D and 3D source inversions, when models
with better crustal resolutions become available we can begin to explore depth sensitivity for
both explosions and shallow earthquakes. It is likely that when trying to improve capabilities
for other regions of the world that multiple 3D velocity models will need to be tested, as
well as perturbations to those models in order to evaluate the stability of source solutions
obtained with 3D velocity models, much in the same way that it is necessary to do so with
1D models.



CHAPTER 5. COMPARING 1D AND 3D SOURCE INVERSIONS 97

FULL MT Deviatoric Mw DC CLVD ISO VR

Composite 1D
20-50s

4.55

4.53

69%

61%

18%

6%

13%

34%

76% (75%)

49% (48%)Composite 1D
8-20s

32.00 sec

GSC, 144 km, 197°, VR=70

ISA, 215 km, 244°, VR=63

PAS, 313 km, 212°, VR=42

CMB, 395 km, 296°, VR=86

MHC, 480 km, 282°, VR=79

b. 20-50s

32.00 sec

GSC, 144 km, 197°, VR=41

ISA, 215 km, 244°, VR=52

PAS, 313 km, 212°, VR=17

CMB, 395 km, 296°, VR=65

c. 8-20s

a. 2002 Little Skull Mountain Moment Tensor Solutions
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Figure 5.14: 2002 Little Skull Mountain full moment tensor inversion results with path
averaged 1D Green’s functions at different frequency bands. (a) Full moment tensor focal
mechanism and the deviatroic component of the solution are plotted as well as the moment
magnitude (Mw), percent double-couple (DC), percent compensated linear vector dipole
(CLVD), percent isotropic (ISO) and variance reduction (VR). VR from deviatoric inversion
is in parentheses. (b-c) Data (solid line) and synthetic waveforms (dashed line) plotted from
left to the right are the tangential, radial and vertical components.
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Figure 5.15: HOYA full moment tensor inversion results with path averaged 1D Green’s func-
tions at different frequency bands. (a) Full moment tensor focal mechanism and the devia-
troic component of the solution are plotted as well as the moment magnitude (Mw), percent
double-couple (DC), percent compensated linear vector dipole (CLVD), percent isotropic
(ISO) and variance reduction (VR). VR from deviatoric inversion is in parentheses. (b-c)
Data (solid line) and synthetic waveforms (dashed line) plotted from left to the right are the
tangential, radial and vertical components.



99

Chapter 6

Conclusion

The regional distance, long period complete waveform moment tensor inversion approach
is invaluable for nuclear event discrimination. The method is capable of discriminating ex-
plosions from other seismic sources under sparse monitoring situations, at shallow source
depths and for complex sources. Although there are several theories about the generation
of shear waves in underground nuclear explosions the process remains poorly understood
(e.g. Massé, 1981), but this research demonstrates despite the lack of understanding of the
complex source processes the isotropic components can still be extracted from long period
regional waveforms and provide a strong discrimination capability. In addition to the seismic
discrimination application, the techniques developed in this study can be applied to other
natural and manmade events to obtain reliable focal mechanisms and assess their uncertain-
ties, which are important for fault characterization, tectonics, seismic hazard, and in-situ
stress studies.

In Chapter 2 we perform seismic moment tensor inversions for the 1988 Soviet JVE test
and two Chinese Lop Nor nuclear tests. These cases have sparse monitoring conditions as
well as uncertainty in velocity structure. In each case we have shown that the use of long-
period waveform data comprised mostly of regional surface waves result in solutions with
large isotropic components that are consistent with solutions for other studied nuclear tests
(Ford et al., 2009a; Ford et al., 2009b; Ford et al., 2010). The inclusion of regional and/or
teleseismic P-wave first motion polarities constrain the moment tensor derived source-type,
providing good separation from earthquakes and other deviatoric source types. Importantly
there is separation with cavity collapse source-types, which have caused difficulties with other
discriminants (Walter et al., 2007). Observations of possible Rayleigh wave reversals for the
8 June 1996 Lop Nor test suggest other source processes such as shock driven block faulting
or tensile damage (Patton and Taylor, 2008) may be involved. We carried out synthetic
tests to evaluate the method’s capabilities for different levels of tectonic release and source
medium damage. These tests show that the combination of long-period regional waveform
data and P wave first motion polarities is able to resolve the anomalous volumetric nature
of compound explosion tensile-damage/block-faulting events.
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In Chapter 3 we are able to extract the isotropic component of low-magnitude, shallow
chemical explosions where free-surface effects are prominent. Although the source-type un-
certainty analysis shows using waveform data alone cannot uniquely characterize the events
as explosive, the combined waveform and first motion method enables the unique discrimi-
nation of these events. Incorporating the two data sets is particularly useful in constraining
the isotropic component of explosions, and the method not only applies to large events, but
also to small magnitude, very shallow explosions that are effectively at the free surface.

Although the moment tensor method is capable of event discrimination, yield estima-
tion using the recovered seismic moment from moment tensor inversion remains challenging.
But using the combined waveform and first motion data Network Sensitivity Solution (NSS)
analysis we can begin to quantify the range of errors in the estimated yield. Pure explosion
synthetic tests suggest source inversions using Green’s functions for deeper depths reduce
the bias in moment due to free surface effects. We do find that the estimated yields for
these small chemical explosions are consistent with an extrapolation of a moment/yield em-
pirical relationship derived for much larger nuclear explosions (Stevens and Murphy, 2001).
However we cannot draw definite conclusions using the results from the chemical explosions
due to not only free-surface effects, but uncertainties associated with imperfect knowledge
of the Earth structure, unaccounted non-isotropic radiation due to the mass movement of
the quarry face (Goforth and Bonner, 1995; Bonner et al., 1996) and differences in seismic
coupling between different types of explosives (Murphy, 1996).

In Chapter 4 we show synthetically that using 1D velocity models to compute Green’s
functions is a robust assumption in moment tensor inversions at periods down to 10 seconds.
We demonstrate in our synthetic study that earthquake mechanism and source depth can
be recovered using 1D velocity models, and the non-double-couple components in the full
moment tensors are not statistically significant with the additional degree of freedom as
determined by the F-test (e.g. Menke, 2012). For the explosion and composite sources, al-
though we do not see an increase in the double-couple components, the recovered solution is
predominantly CLVD due to the theoretical ISO-CLVD trade-off resulting from the ambigu-
ity in surface wave radiation for an explosion and a vertically oriented CLVD in compression.
However, the NSS exhibits a typical explosion-like signature in the source-type space and
the trade-off can be eliminated with additional constraints from P wave first motion polari-
ties. We also demonstrate how the method’s ability to accurately predict wave propagation
degrades as we added heterogeneities to the smooth model by applying large-scale random
velocity perturbations. When an explosion case is considered there is an increase in the “tec-
tonic” release; however, we also see a reduction in the fit to the data and larger uncertainties
in the source-type space, indicative of a poor solution. Although unmodeled Earth structure
results in an increase in non-double-couple components in earthquakes and non-isotropic
components in explosions, we show that these components can be reduced with path-specific
calibrations to the 1D model, either by forward modeling of broadband waveforms or by
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taking the average 1D model for each source-receiver path from a 3D velocity model.

The 1D model assumption is advantageous in terms of computational cost and produces
stable solutions in the low frequency band, it can however lead to bias in moment tensor
results in regions of large lateral heterogeneity and at high frequencies (e.g. Liu et al., 2004;
Covellone and Savage, 2012). The ability to model higher frequency waveforms becomes
an integral part because for small magnitude seismic events and low-yield explosions the
long period signals at regional distances are often below the background noise level, while
the high frequency waveforms have better signal-to-noise ratios. But to utilize the high
frequency data requires the use of 3D velocity models to account for heterogeneities in the
structure.

Therefore in Chapter 5 we investigate source processes of earthquakes and explosions at
the Nevada Test Site using 1D and 3D Earth models, and evaluate the solutions at different
frequency bands. We compute 3D velocity model Green’s functions with the finite-difference
approach by invoking source-receiver reciprocity to reduce computation cost. Our results
show good agreement between the 1D and 3D solutions from 20 to 50 seconds where there
is slight improvement in waveform fits when 3D Green’s functions are considered. From 8
to 20 seconds the advantage of the smooth 3D model is limited though we do see significant
improvements along the paths crossing the Basin and Range and into the low velocity sedi-
ments of the Central Valley of California (BKS/MHC). Along these paths the reduction in
variance between observations and predictions is prominent at high frequencies. While we
see good agreement between 1D and 3D moment tensor solutions we do not see a systematic
reduction in the associated uncertainties in source-type space when 3D Green’s functions are
considered. In addition, solutions computed using path-averaged 1D models are comparable
to solutions using 3D Green’s functions, suggesting that the use of path-specific 1D models
derived from the 3D model is a more attractive alternative compared to the more costly
3D simulations. Our results indicate that the finer details of the Moschetti et al. (2010)
surface wave tomography needs further refinement along most of the paths we examined
and comparisons with other studies show that velocity models derived from full waveform
tomography are preferred for source inversions at high frequencies.

This dissertation demonstrates the utility of complete waveform moment tensor inversion
for nuclear event discrimination. Regional waveform inversion with additional constraints
from P wave first motion polarities can be used to discriminate explosions from earthquakes
and reduce the estimated uncertainties in situations where free-surface vanishing traction,
complexities in explosion source processes, sparse station coverage, and imperfect represen-
tation of Earth structure can introduce biases in the recovered solution. However, challenges
remain in estimating explosive yield and modeling high frequency waveforms for the moni-
toring of low-yield explosions. Future work on expanding the dataset to include additional
observations from small chemical explosions with announced yields can help establish more
suitable magnitude-yield relationships for small events; and comparison of multiple 3D veloc-
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ity models is necessary to evaluate solution stability at higher frequencies. The established
procedure to compute 3D Green’s functions and techniques to evaluate solution stability will
allow us to explore different velocity models and source depth sensitivity for both explosions
and shallow seismicity at multiple frequency bands, background noise levels and station
geometries. Future work should also investigate the application of the GridMT approach
(Kawakatsu, 1998) at monitoring targeted regions to locate and characterize local seismic-
ity and explosions. Successful applications to offshore earthquakes in the Mendocino Triple
Junction (Guilhem and Dreger, 2011), the 2011 Tohoku-Oki megathrust (Guilhem et al.,
2013), and small magnitude swarms associated with the collapse of a salt dome formation
in Louisiana (Nayak and Dreger, 2014) demonstrate the inversion can be easily automated
for monitoring purposes. The nature of GridMT makes it particularly amenable for imple-
mentation of 3D velocity models for Green’s functions, and it offers antonymous monitoring
capability including detection, location, source estimation, and source-type discrimination
for targeted regions and potential clandestine monitoring.
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Toksöz, M. N., Harkrider, D. G., and Ben-Menahem, A. (1965). “Determination of source
parameters by amplitude equalization of seismic surface waves: 2. Release of tectonic
strain by underground nuclear explosions and mechanisms of earthquakes”. In: Journal
of Geophysical Research 70.4, pp. 907–922.
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