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ABSTRACT OF THE DISSERTATION

On-Chip Interconnect Architectures: Perspectives of

Layout, Circuits, and Systems

by

Hongyu Chen

Doctor of Philosophy in Computer Science

University of California, San Diego, 2006

Professor Chung-Kuan Cheng, Chair

With exponentially increasing integration densities and shrinking charac-

teristic geometries on a chip, the wires, rather than devices, become the dominant

factor in deciding the performance, power consumption, and reliabilities of VLSI

systems. Previous researches on interconnect centric design methodologies mainly

concentrate on optimizing individual nets. Instead of searching for the best algo-

rithm to optimize each individual net, we take a view of the on-chip interconnection

architectures, and improve the system performance by considering both geometri-

cal arrangements of wires, electrical behaviors of global distribution networks, as

well as adopting innovative interconnect circuit styles.

Traditional Manhattan routing restricts the wires on horizontal and ver-

tical tracks. This artificial restriction causes excessive wirelength overhead over

the Euclidean optimum and thus decreases the efficiency of the interconnect sys-

tem. We investigated the optimal way to utilize the on-chip routing layers through

non-Manhattan routing. We adopted multi-commodity flow models to measure

the throughput of different on-chip interconnect architectures. Through careful

analysis of the bottlenecks of the on-chip communication traffic, we found that

the Y-architecture (3-directional routing) enjoys a lot of nice properties over other

xiv



routing architectures. We developed a design methodology for Y-architecture, in-

cluding power and clock distribution and a novel way to hide the via blockage

effect.

Clock distribution network is one of the most important interconnect on

a chip. We studied the high speed clock distribution in the presence of parameter

variations. We proposed a spectrum of solutions for circuits working at differ-

ent frequencies: A variations aware clock tree synthesis algorithm for high-end

ASICs, a multi-level mesh approach for microprocessors, and a transmission line

network approach for future multi-giga hertz chips. Simulation results suggest

that these approaches significantly improve clock distribution networks’ resilience

against process, voltage and temperature variations.

We proposed a novel scheme to implement distortionless transmission

lines for on-chip electrical signaling. By introducing intentional leakage conduc-

tance between the wires of a differential pair, the distortionless transmission line

eliminates dispersion caused by the resistive nature of on-chip wires and achieves

speed of light transmission. We show that it is feasible to construct distortionless

transmission line with conventional silicon process. Simulation results show signif-

icant improvements in both speed and power consumption over conventional RC

wires with repeated buffers.
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I

Introduction

I.A On-Chip Interconnect: Challenges and Opportunities

With the advance of the processing technology, interconnect is becoming

the dominant factor in deciding the power consumption, performance, reliability,

and cost of VLSI systems. This fact has been widely recognized in both academia

and industry. As evidenced in the SRC Roadmap, the scalability of interconnect

is remarked as a “principal challenge” to the continua of Moore’s Law.

Interconnect power consumption grows with each technology node gen-

eration. The dynamic power is proportional to fCV 2, where f is the frequency of

data activity, C is the total capacitance, and V is the supply voltage. As design

rules shrink, frequency f increases. The total capacitance C per unit area also

increases since we have more, finer pitch wires in the same area while the wire

capacitance per unit length remains fairly constant [73, 74]. However, the supply

voltage V does not scale much (Table 47a of [90]) due to the limit of threshold

voltage. Consequently, the dynamic interconnect power increases. In [76], Magen,

et al. at Intel found that interconnect power alone accounted for half the total

dynamic power in a 0.13µm microprocessor that was designed for power efficiency.

At the technology nodes beyond 65nm, the leakage power constitutes

a significant portion of total power consumption. In order to achieve the delay

1
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Figure I.1: Example of 45 degree mesh of n = 4

and slew rate specification, traditional RC wires require a substantial number of

repeaters inserted. According to the estimation of [87], at 45nm node, the repeaters

can account to over 30% of overall chip area in a high performance microprocessors.

These repeaters consume a great amount of static power due to leakage current.

As a result, interconnect power consumption can potentially be a limiting factor

of Moore’s law.

Interconnect delay dominans the system performance. In Figure I.1,

we depict the gate and interconnect delay scaling trends according to the SRC

roadmap. The delay of a 1mm Cu global interconnect at minimum pitch increases

from 46ps at the 100nm node to 167ps at the 50nm node, assuming added resis-

tance due to width dependent scattering and a conformal barrier of thickness (Table

81a of [71]). The fanout-of-4 (FO4) inverter delay is estimated using the equation

0.36ns/µm×Ldrawn proposed by Horowitz [75], where Ldrawn is the printed channel

length for the given technology. The curve at the bottom describes a transmis-

sion line carrying the differential signal as an electromagnetic wave. For an ideal

transmission line, the wave propagates at the speed of light, which reduces from



3

5ps/mm at the 100nm node to 4ps/mm at 50nm node due to the reduction of

effective dielectric constant. Since the speed of light is the physical limit of the

given technologies, one of our ultimate goals is to achieve this speed.

In Ultra-Deep-Sub-Micron processes, process variations presents great

challenges to the yield and reliability of a design. One of the most vulnerable

components subject to the process and other parameters variations is the clock

distribution network. As the clock frequency continuously getting higher, the clock

uncertainty caused by the variations consumes increasing portion of clock period

time. At the same time, clock distribution is one major consumer of the dynamic

power. For high speed circuit, the clock

Facing all the challenges discussed above, it is imperative to identify so-

lutions which address global wiring scaling issues. In this thesis, we optimized the

on-chip interconnect architectures from different perspectives, including, optimal

geometrical arrangement through non-Manhattan routing, variations aware clock

distribution architectures, and an innovative on-chip signaling scheme.

I.B Previous Works

This section gives an overview of the previous works on the three problems

we are studied.

I.B.1 Non-Manhattan Routing Architectures

With rapid technology scaling, the interconnect becomes one most pre-

cious resource on a chip. Traditional Manhattan interconnect architecture orga-

nizes wires on two orthogonal routing directions, 0-degree and 90-degree direc-

tions, for the simplicity of routing embedding and design rule checking. However,

its artificial restriction on routing directions adds significant wire length over the

Euclidean optimum and thus decreases the communication capability of the on-

chip interconnects.
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In the past decade, many researchers have explored the possibility of using

non-rectilinear wires to improve the efficiency of on-chip interconnects.[4] Most of

these work discussed about how to introduce 45-degree short jogs to improve the

routability of the chip in the detailed routing stage. Majority of the wires on the

chip are still routed on either 0-degree or 90-degree direction.

Recently, Teig et. al. [7] proposed a new on-chip interconnect architecture

named the X-architecture, which is targeting at the designs with 5 or more routing

layers. In the X-architecture, the wires are organized in 0-degree, 45-degree, 90-

degree and 135-degree directions. The experimental results from the first industrial

design [91] show that it achieves a chip performance improvement of 10% and power

reduction of 20% than Manhattan architecture for a high performance design.

I.B.2 High-Speed Clock Distribution

Clock distribution has been widely studied in the past twenty years. A

wealth of literature can be found on both CAD algorithms and clock distribution

architectures.

The median and mean method (MMM) proposed by Jackson et al. [11]

recursively partition the clock sinks on a plane according to the locations. This

method produces a well balanced topology. However, it does not consider routing

obstacles.

The geometric matching [12] and greedy-DME [6], uses bottom -up match-

ing to construct the tree topology. These methods depend on the dynamic nearest

neighbor queries, which is computationally expensive in the presence of routing

obstacles. In a Manhattan plane without obstacles, the shortest path query only

takes O(1) time, while with obstacles, the fastest algorithms have a time complex-

ity of at least O(m log m), where m is the number of corner nodes of all obstacles.

Ellis et al.[7] and Chou et al. [5] both used simulated annealing to search

for the optimal tree topology. Multiple objectives are optimized simultaneously in

the simulated annealing framework.
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Recently, several works target at the variations aware clock tree synthesis.

Velenis et al. [21] first noticed that not all datapath have the same sensitivity to

the clock uncertainty, and use a sequential merging scheme to construct the clock

tree topology. Their method does not use any physical proximity information. It

may results in excessively large total wire length, and the tree topology may be

very unbalanced.

In [10], Hu et al. extended the DME [2] algorithm to accommodate the

permissible clock uncertainty constraints for a given clock tree topology. This

method can significantly reduce the timing violations caused by the process vari-

ations on the interconnect. However, since the tree topology is generated by the

non-variations-aware DME algorithm, it could not reduce the clock uncertainties

caused by the voltage variations on the clock buffers, which is believed to be one

main cause of clock uncertainties. In [3], the clock sinks are partitioned into groups,

the algorithm reduces the wirelength by only minimizing intra-group skew values.

Clock mesh has been applied to high performance microprocessors to

achieve low skew distribution, one exemplary design is DEC Alpha Series [91,92,93].

A recent trend is to use the hybrid structure of a mesh and a symmetric buffer tree

for the global clock network. For example, the global clock distribution of Intel

Pentium4TR microprocessor consists three spines each driven by a balanced binary

buffer tree [1]. The bottom-level spines can be deemed as a “one dimensional”

mesh structure. Restel et al. proposed a two-level hybrid clock network. The top

level is an H-tree, and the bottom level is a uniform mesh that connects all of the

leaves of the top level H-tree. This clock network structure has been successfully

applied to six designs[1], including the latest Power4 microprocessors [9][14]. The

measurements from the real produced chips proved that this hybrid tree and mesh

structure accomplishes low clock skew under process variations.

One drawback of the dense mesh for clock distribution is its high power

consumption. A transmission line network with a properly tailored length can

achieve low power low skew distribution. Galton et al. [7] showed that when
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the wire length is shorter than one quarter wavelength, the transmission line can

synchronize oscillators both in phase and magnitude. Several other researches

utilized the synchronization capability of the transmission line in clock distribution

by connecting the distributed PLLs together with transmission lines [8,9,20]. In

order to compensate the lossy nature of the on-chip transmission lines, [14] used

distributed transconductors along the transmission line to generate the standing

wave.

I.B.3 High Performance On-Chip Interconnects

Buffer insertion has been used to improve the speed of on-chip intercon-

nect in deep sub-micron technologies. [24] gives a complete survey of the buffer

insertion techniques.

In [25], pre-emphasizing and de-emphasizing along with data aliasing are

used to modulate the input wave form. In [20], Afshari and Hajimiri adopted a

non-linear transmission line approach to generate solitary wave propagation and

thus compensate for the dispersion. In [23], a high frequency carrier modulates the

input waveform and shifts the spectrum of transmitted signal to a less frequency

sensitive region. In [27], a clocked discharging scheme is adopted to erase the data

dependant delay variations. In [30], an adaptive equalization scheme is used to

compensate the propagation loss.

I.C Our Approaches and Contributions

Our approaches to solve the three problems in the physical planning are

summarized in this section. Our contributions are highlighted.

I.C.1 Non-Manhattan Routing Architectures

We developed mathematical models to measure the throughput of dif-

ferent on-chip interconnect architectures. Through careful analysis of the bot-
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tlenecks of the on-chip communication traffic, we found that the Y-architecture

(3-directional routing) enjoys a lot of nice properties over other routing architec-

tures. We develop a design methodology for Y-architecture, including power and

clock distribution and a novel way to hide the via blockage effect.

Our contributions include:

1. A multi-commodity flow (MCF) model to evaluate the throughput of different

routing architectures and a combinatorial approximation scheme to find the

optimal routing resource allocation under the MCF model

2. Y-Architecture and its associated design methodologies

3. Via tunnels and via tunnel banks to minimize the via blockage effects

I.C.2 High-Speed Clock Distribution

We studied the high-speed clock distribution in the presence of process,

voltage, and temperature (PVT) variations. Our research addresses a spectrum of

needs for variation tolerant clock distribution networks, including, a PVT varia-

tions aware clock tree synthesis algorithm, a multi-level mesh architecture, and a

transmission line network architecture.

Process, voltage, and temperature variations aware clock tree synthesis

in the presence of routing obstacles

Clock tree synthesis has been a classic problem in the CAD community

because of its clean mathematical formulation. However, in industry practices,

there are various engineering challenges. Two of them are the existence of routing

obstacles and the requirement to minimizing clock uncertainties introduced by

parameter variations. In this study, we minimize the clock tree wire length in the

presence of routing obstacles and clock uncertainty constraints.

We extend the Delaunay triangular mesh to represent the physical prox-

imity of clock sinks in the presence of rectilinear routing obstacles. Combining
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the Delaunay triangular mesh and clock uncertainty constraint graph, we adopt

graph partitioning technique to generate a clock tree topology, which balances the

wirelength and timing. We further use a multilevel algorithm to optimize the tree

topology and embedding.

Experimental results show significant improvement on PVT variations

tolerances with very minor wire length overhead.

Multi-level mesh for clock skew minimization in the presence of process

variations

In high performance systems, mesh structures has been used for low skew

clock distribution. However, there is no design guideline on choosing the optimal

mesh granularity and wire sizes. We investigate the skew reduction effect of shunt

connections and seek for the best mesh structures for given total routing area.

We derive an analytical expression of the skew reduction effect of resistive

shunts. Based on this theoretical study, we propose a multi-level mesh structure

for process variations tolerant clock distribution. We adopt a convex programming

approach to optimize the proposed clock network. Simulation results demonstrate

more than 70% reduction on the clock skew comparing with widely adopted single

level mesh structure.

Transmission line network for multi-giga hertz clock distributions

With the clock frequency thrusting into multi-giga hertz range, the shunt

effect of RC wire diminishes because of the inductive effect. On the other hand, the

transmission line has its unique property to lock the oscillators together. We study

how to construct an extreme low skew clock distribution network which tailors the

natural frequency of transmission lines.

We design a multiple level transmission line network which can work in

the multiple giga-hertz range. We derive the analytical expression of phase locking

capabilities of on-chip transmission lines. Based on the this expression, we use
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mathematical programming technique to optimize the network. Simulation results

suggest great improvement of variations tolerance and power consumption.

I.C.3 High Performance On-Chip Interconnects

We devised a novel scheme to implement distortionless transmission lines

for on-chip electrical signaling. By introducing intentional leakage conductance be-

tween the wires of a differential pair, the distortionless transmission line eliminates

dispersion caused by the resistive nature of on-chip wires and achieves speed of light

transmission. We show that it is feasible to construct distortionless transmission

line with conventional silicon process. Simulation results show that using 65nm

technology, the proposed scheme can achieve 15Gbits/s bandwidth over a 20mm

on-chip serial link without any equalization. This approach offers a six times im-

provement in delay and 85% reduction in power consumption over a conventional

RC wire with repeated buffers.

I.D Organization of the Dissertation

The following chapters of the dissertation are organized as follows:

Chapter II discusses Non-Manhattan Routing Architectures. The chapter

has two parts. Section II.A presented our research on the physical planning of on-

chip interconnect architectures. After that, we discussed the Y-architecture and

associated design methodologies in Section II.B.

Chapter III is on the high-speed clock distributions. In includes three

parts. In Section III.A, a PVT variations aware clock tree algorithm is presented.

In Section III.B, a multi-level mesh architecture is proposed. In Section III.C, a

transmission line network approach is shown.

Chapter IV describes a distortionless transmission line approach for high-

speed, low-power on-chip communications.

Chapter V draws the conclusions. Several possible directions on extending
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the works in this dissertation are also given.



II

Non-Manhattan Routing

Architectures

In this chapter, we discuss the use of Non-Manhattan routing architec-

tures to improve the efficiency of on-chip interconnects. We studied both the

physical planning of the interconnect architectures and the design methodologies

associated with the Y-architecture (3-directional routing).

II.A Physical Planning of Interconnect Architectures

Interconnect architecture plays an important role in determining the

throughput of meshed communication structures. We assume a mesh structure

with uniform communication demand for communication. A multi-commodity

flow (MCF) model is proposed to find the throughput for several different routing

architectures. The experimental results reveal several trends: 1. The throughput

is limited by the capacity of the middle row and column in the mesh, simply enlarg-

ing the congested channel cannot produce better throughput. A flexible chip shape

provides around 30% throughput improvement over a square chip of equal area. 2.

A 45-degree mesh allows 17% throughput improvement over 90-degree mesh and

a 90-degree and 45-degree mixed mesh provides 30% throughput improvement. 3.

To achieve maximum throughput on a mixed Manhattan and diagonal intercon-

11



12

nect architecture, the best ratio of the capacity for diagonal routing layers and

the capacity for Manhattan routing layers is 5.6. 4.Incorporating a simplified via

model, interleaving diagonal routing layers and Manhattan routing layer is the

best way to organize the wiring directions on different layers.

II.A.1 Introduction

Mesh is a common routing architecture for many reconfigurable comput-

ing systems. Both conventional FPGAs[12] and recently proposed on-chip multi-

processors systems[7] [6] use mesh networks as communication backbones. With

rapid technology scaling, wires become one most precious resource on a chip. Un-

reasonable distribution of wire resources will result in bottlenecks that stall the

data flows, meanwhile leave other routing resources wasted. Simply enlarging the

channel capacity of the whole array is by no means an effective solution.

Our goal is to allocate channel capacities in the mesh routing architec-

ture to maximize its communication capability. The communication capability is

measured by the throughput, the amount of information that every pair of nodes

can exchange simultaneously. Throughput is a function of channel capacity and

the dimension of the processor array.

Khalid and Betz investigated the channel allocation problems for FPGAs

in [5] [2]. They applied placement and routing to benchmark circuits on FPGAs

with different routing track distributions. They conclude that uneven track distri-

bution do not improve the routability of FPGA interconnects.

Multi-commodity flow (MCF) is a natural way to model the commu-

nication network traffic. Many previous works used MCF in studying the wide

area communication network traffic [10]. Due to the high computing complexity

of MCF, most of these works [10] adopted heuristic methods to approximate the

MCF solution.

Recent advance in MCF algorithm [4] allows us to compute MCF more

efficiently. In this paper, we choose MCF to model communication traffic. We
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extend the MCF algorithm in [4] to solve various MCF problems. Solution of

MCF finds the optimal throughput for a given routing architecture. In our MCF

model, the routing demand is equal for every pair of nodes. Thus, the result is

independent of test cases. Moreover, the result of MCF is independent of placement

and routing.

In [9], Mutsunori et al. demonstrated that on-chip diagonal routing is

feasible based on state-of-the-art technologies. The progress of diagonal routing

technology provides another opportunity to explore different arrangements of in-

terconnect structure. We compare the throughput of three different mesh struc-

tures, the 90-degree mesh, the 45-degree mesh, and the 90-degree and 45-degree

mixed mesh. Experimental results show that a 45-degree mesh can achieve bet-

ter throughput than a 90-degree mesh. Moreover, 90-degree and 45-degree mixed

mesh can further improve the throughput. Mixed 90-degree and 45-degree mesh

allows more freedom on routing directions. We explore the allocation of routing

resources and the arrangement of routing resources of routing directions between

90-degree and 45-degree wires. We propose a simplified via model to derive the

optimal solution.

Our contributions include:

• We use MCF model to analyze the detailed communication traffic on mesh

interconnect networks. We find the exact traffic bottlenecks of the network

and the throughput of communications in the mesh structure. This provides

a feasible upper bound of communication.

• We extend the flow approach [4] to compute the optimal routing resource

allocation for mesh interconnect structures with reasonable sizes. The results

reveal some basic trends of throughput related to the scale and structure of

the communication mesh:

– For uniform capacity mesh, the congested edges lie in the center rows

and columns. The total throughput of each node is inversely propor-



14

tional to the dimension of the mesh

– The re-arrangement of capacities between different columns or rows will

not improve the throughput if we keep the total capacity of the columns

or rows a constant.

– A flexible chip shape provides a throughput improvement of around 30%

over a square chip of equal area.

– A 45-degree mesh structure produces a 17% more throughput than a

90-degree mesh for a processor array of 144 nodes.

– A mixture of 90-degree and 45-degree mesh structure can achieve even

a 30% more throughput. To achieve maximum throughput, the ratio of

resources allocated to the 45-degree routing layers verses those to the

90-degree routing layers approaches 5.6 as number of nodes increases.

– In the 90-degree and 45-degree mixed routing, interleaving the diagonal

routing layer and Manhattan routing layers can reduce the number of

vias and hence increase the communication throughput.

The rest of this paper is organized as follows: Section 2 presents the problem

formulation in MCF model. Section 3 introduces six different interconnect

structures we consider. Section 4 gives the experimental results and our

observations. We draw conclusion in section 5.

II.A.2 Problem Formulation

We decompose the communication resources into an array of n n slots.

Each slot contains a communication terminal, say, a processor. The slots are

aligned in rows and columns. The slot array forms a 90-degree mesh structure.

Figure 1(a) illustrates an example of a 90-degree mesh structure with 25 slots.

Each square tile represents a slot. The mesh structure can be mapped to a graph

G = {V,E} according the following rules:

1. Each slot corresponds to a node in the graph.



15

��� ���

Figure II.1: A 5 by 5 communication mesh and its graph representation

2. The adjacency between two slots is represented by an edge connecting two

corresponding nodes.

3. The edge capacity is proportional to the length of the line segment separating

the adjacent slots, and the number of routing layers.

Figure II.1(b) describes the graph corresponding to the mesh in Fig.II.1(a).

We assume a uniform communication requirement, i.e. every pair of

nodes communicate with an equal demand. All communications happen at the

same time. Note that the model can be extended to various communication de-

mands, e.g., Poisson distribution, Rents rule, etc., depending on specific appli-

cations. In this paper, the uniform pairwise communication model is adopted

because of its simplicity and genericalness. Moreover, the communication demand

represents an unbiased symmetry, which makes the solution independent of the

test cases, placement, and routing.

We define the throughput, z, to be the maximum amount of communi-

cation flow between every pair of nodes. We try to find the throughput using

a multi-commodity flow model. The flow that starts from node i is deemed as

commodity i. Commodity i starts from node i with the amount of z · (N − 1),

where N = n2 is the number of nodes in the graph, to each of the rest nodes
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with the amount of z. We solve the multi-commodity flow problem to find the

maximum value of z. We can use following linear program to express the above

MCF problem:

Max : z (II.1)

S.t. For each commodity v , on each node i
∑

j∈neighbor of i

(f v
ji − f v

ij) = a (II.2)

for each edge (i, j) in the graph,
n2∑

v=1

(f v
ji − f v

ij) ≤ cij (II.3)

In this linear program, flow variable f v
ij represents the flow amount of

commodity v on edge (i, j). The edge capacity cij represents the flow capacity of

edge (i, j). We set that the flow injecting to a node is positive and the flow ejecting

from a node is negative.

The linear program includes two sets of constraints. Constraint (1) de-

scribes the flow conservation of each commodity v at each node i. Constraint (2)

denotes that the total amount of flow on each edge is no more than the capacity

of that edge.

In subsections 3.3, 3.4 and 3.5, we allow edge capacity to be changed.

Thus, the edge capacities become variables in the linear constraints. Thus, allows

us to optimize the capacities under the area constraints.

In [4], a fast combinatorial (1+ε)-approximation algorithm was intro-

duced to solve the MCF problem. We extend the approach to incorporate edge

capacities as variables.

According to the algorithm in [4], we adopt the primal-dual structure of

the linear program. The algorithm assigns a nonnegative shadow cost [12] to each

edge according to the congestion level on that edge. Initially, all the shadow costs

are set to be equal. Then, the algorithm proceeds in iterations. In each iteration,
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we reroute a fixed amount of flow along the shortest path for every commodity.

At the end of each iteration, we adjust the capacity of every edge and its shadow

cost according to the dual linear program.

In our model, we all fractional flows. Note that the throughput, Zf ,

of the fractional flow model, is an upper bound of the throughput,Zi , of the

integer flow model [3]1. In [8], Motwani and Raghavan showed that by randomized

rounding, with the probability of 1−ε, we can find Zi approaches Zf with inequality

Zf ≥ Zi/1 + ∆+(1/Zf , ε/2N), where N is the number of nodes in the mesh, ε is

any real number between 0 and 1, and ∆+(1/Zf , ε/2N) is the value of delta such

that [eδ/(1 + δ)(1+δ)]
1
2 = ε/2N .

II.A.3 Routing Architectures

We construct six routing architectures with different capacities and rout-

ing orientations. The first three structures are 90-degree meshes with different edge

capacities. In the first architecture, every edge has a unit capacity. In the second

architecture, edges on the same row or column have equal capacity. In the third

architecture, edge capacities are flexible but the sum of the capacities of all the

edges is fixed. The fourth architecture is a 45-degree mesh where interconnection

goes in 45 degree. The fifth is a mixture of 90-degree and 45-degree mesh. And the

last one is the mixed 90-degree and 45-degree mesh with different routing direction

assignments.

Uniform Edge Capacity

For the model of uniform edge capacity, All the edge capacity is set to

a unit, i.e. ci,j = 1 for all edges (i, j) in the graph. This case is the basis of our

experiments. We assume that the n × n array of slots is evenly distributed in a

square area.

1For packet switching network in RAW and Smart Memories, we do not require the flow to be integer.
For wire switching network in FPGAs, the flow amounts can be interpreted as the number of wires, which
needs to be integers.
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Uniform row and column capacity

In the second structure for interconnection, edge capacities ce are set as

variables. However, the capacities of edges in the same row are set to be equal.

Likewise, the vertical capacities of edges in the same column are set to be equal.

The sum of the vertical edge capacities in a row is set to be n, and the sum of

the horizontal edge capacities in a column is also set to be n. In other words, we

assume that the height and the width of the array remain to be n.

Let cHi be the capacity of horizontal edges in the i-th row, and cV i

be the capacity of vertical edges in the i-th column. We add the 2n variables,

cH1, cH2, . . . , cHn, cV 1, cV 2, cV n, to the linear program. The height and width con-

straints of the array can be expressed as:
∑n

i=1 CHi = n and
∑n

i=1 CV i = n.

For this structure, we assume that we can adjust the row height and the

column width of the array of processors.

Fixed total edge capacity

For the third structure we give the program more freedom to choose the

best edge capacities. We require only that the total capacity of all edges to be a

constant. This structure represents the best edge capacity we can allocate for a

90-degree mesh. The resultant throughput is an upper bound of a 90-degree mesh

architecture.

We set the edge capacities, cij, as variables. The total capacity constraint

is expressed as:
∑

for all edges (i, j) cij = 2(n2 − n).

Note that 2(n2 − n) is the number of edges in an n n mesh.

For this structure, we assume that the area of each slot is flexible. We

adjust the height and width of each individual slot so that the total area remains

the same.



19

��� ���

Figure II.2: Example of 45 degree mesh of n = 4

45-degree mesh

The fourth structure adopts a 45-degree mesh. All wires are oriented in

45 degree or 135 degree. The size of the mesh increases with n. For a 45-degree

mesh of n, the number of nodes is n2+(n−1)2 and the number of edges is 4(n−1)2.

Figure II.2(a) shows an example of 45-degree mesh of n = 5. Figure

II.2(b) illustrates the corresponding graph to the mesh. In this structure, we

assume that the slots are shaped in diamonds (a square rotated by 45-degree)

and are aligned in 45-degree and 135-degree directions. Thus, the edge capacity

remains to be a unit, i.e. cij = 1.

90-degree and 45-degree mixed mesh

In the fifth structure, we add 45-degree channels to the 90-degree mesh.

Figure II.3 illustrates an example of the mixed mesh for n = 5. Figure II.3(a)

shows the slots arrangement. For an n by n mixed mesh, the number of nodes is

n2 and the number of edges is 2(n− 1)2 + 2(n2 − n).

In Figure II.3(b), the edges are oriented in 0, 90, 45 or 135-degree angle.

All nodes are aligned in rows and columns. Thus the channels for 45- and 135-

degree wires are scaled by . In other words, for a pair of routing layers, if we can
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Figure II.3: A 90-degree and 45-degree mixed mesh of n = 5

allocate a capacity of x to 0- and 90-degree edges, we can only allocate a capacity

of x/
√

2 to 45- and 135- edges. Let c1 be the capacity of horizontal and vertical

edges, c2 be the capacity of diagonal edges. The area constraints can be expressed

as c1 +
√

2c2 = 1. Thus, the total area is equal to the area of uniform structure.

Routing direction Assignment

Vias become an important concern when number of routing layers in-

creases. In [1] a global routing graph with via edges is used to model the multi-

player routing. In that model vias are not considered as routing blockages.

We propose a network flow model shown in Fig. II.4 to take vias into.

Our basic assumption is that each via will block one routing track. For each slot,

we set an upper bound on the total number of vias and wires across the node.

Suppose there are k routing layers. Each slot is now represented by k

routing cells (Fig. II.4(a)). Each routing cell consists of two nodes (Fig. II.4(b)):

na and nb. Node na takes all the incoming edges from the neighboring routing

cells, and node nb ejects edges to neighboring routing cells. An edge with capacity

c direct from node na to node nb. This edge is used to restrict the total number

of vias and wires crossing the routing cell. Using this flow model, we compare the



21

��

��

��

�

����	


��

���	 ����	

���	 ����	

���

����	 ����

��

���

����	

��� ���

��

� 

Figure II.4: A network flow model for multiplayer routing

communication throughput with different routing layer assignments.

II.A.4 Experimental Results

We first use Matlab’s linear program package on a Sun Ultra10 worksta-

tion to compute MCF solutions. For the case with 100 nodes, the run time exceeds

24 hours. We then implement the MCF algorithm [4] using C programming lan-

guage. The MCF algorithm derives the MCF solutions for cases with up to 319

nodes within 12 hours.

Results for uniform edge capacity mesh

Table II.1 describes the results of uniform edge capacity meshes with

n = 2 to 10. We list the number of nodes and the throughput z.

From the experimental result, we have the following observations:

1. The throughput is 1/n when n is odd and (n2 − 1)/n3 when n is even.

2. The throughput is limited by edges on the middle column and row. When n
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Table II.1: Results of uniform edge capacity mesh
n Number of nodes z
2 4 0.3750
3 9 0.3333
4 16 0.2343
5 25 0.2000
6 36 0.1620
7 49 0.1429
8 64 0.1229
9 81 0.1111
10 100 0.0990

Figure II.5: Flow congestion for uniform edge capacities

is an even number, edges in the central row and column form the bottleneck

of the flow. When n is an odd number, the two columns and two rows form

the bottleneck.

Figure II.5 shows the bottleneck of communication flow for n = 4 and 5.

The congested edges are marked with bold lines. Note that the bottleneck form

the horizontal and vertical cut sets. The cut lines are shown with dashed lines.

Results of uniform row and column capacity mesh

For equal n, the throughput of a 90-degree mesh with uniform row and

column capacities is exactly the same as that of the 90-degree mesh with fixed edge



23

Table II.2: Results of fixed total edge capacities
n Number of nodes z improvement on z
2 4 0.375 0.00
3 9 0.333 0.00
4 16 0.281 20.01
5 25 0.240 20.00
6 36 0.208 28.57
7 49 0.185 28.56
8 64 0.169 33.32
9 81 0.148 33.35
10 100 0.134 36.36
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Figure II.6: Optimal row width of 9 by 9 mesh to maximize total throughput

capacities. We obtain no throughput improvement because the total capacity of

the edges in each column and row is fixed.

Results for fixed total edge capacities mesh

For n = 2 to 10, Table II.2 shows the results of 90-degree mesh with fixed

total edge capacities. The fourth column provides the throughput improvement

compared to that of 90-degree mesh with uniform edge capacity. As we no longer

limit the total capacity of each row or column, the average throughput improves

29.7% for n = 4 to 10.
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Table II.3: Optimal capacities for vertical edges in 6 by 6 mesh
(Row—Col) 1 2 3 4 5 6 Sum

1 0.60 0.74 0.79 0.79 0.74 0.61 4.28
2 0.95 1.19 1.27 1.28 1.19 0.96 6.85
3 1.07 1.34 1.44 1.44 1.34 1.07 7.71
4 0.95 1.19 1.27 1.27 1.19 0.96 6.85
5 0.60 0.74 0.79 0.79 0.74 0.60 4.28

The results also show that all edges are congested. The optimal edge

capacity is no longer uniform. The capacity is larger for the edges in the middle

row and column. Table II.3 shows the optimal edge capacities for all the vertical

edges in a 6 by 6 mesh. We list the sum of all the capacities of each row. Figure

II.6 illustrates the optimal sums of the rows in a 9 by 9 mesh. Note that there are

eight rows of vertical edges in a 9 by 9 mesh. The chip area is no longer a square,

but a convex area as is shown in Figure II.6.

Results for 45-degree mesh

Table II.4 shows the results of 45-degree mesh for n = 2 to 12. To compare

the results in table 4 and table 1, we use the cases with almost the same number

of nodes. For instance, both the case of n = 4 in table 4 and the case of n = 5 in

table 1 contain 25 nodes. The case with 45-degree mesh achieves the throughput

of 0.209, which gains a 4.18 percent improvement. Also we compare the case of n

= 7 in table 5 with the case of n = 9 in table 1. The case in table 5 contains 85

nodes, which has 4 more nodes than the case in table 1. The throughput of the

45-degree mesh case is 0.1260, which is 13.16% more than that of the 90-degree

mesh case.

The congested edges also present a different pattern: they form 4 cut sets

at four corners. Figure II.7 shows the flow congestion in 45-degree mesh for n = 5

and n = 6. The congested edges are in bold lines and the cut lines are in dashed

lines.

Fig.II.8 explains why 45-degree routing is better than 90-degree routing.
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Table II.4: Results of 45-degree mesh
n Number of nodes z
2 5 0.250
3 13 0.250
4 25 0.209
5 41 0.174
6 61 0.147
7 85 0.126
8 113 0.106
9 145 0.101
10 181 0.0828
11 221 0.0759
12 265 0.0673

Figure II.7: Flow congestion in 45-degree mesh

Assume that we have a square shaped chip with two routing layers. Figure II.8(a)

illustrates the case of 90-degree routing and Fig. 8(b) depicts the case of 45-degree

routing. We draw a cut line for the horizontal congested edges in dashed lines in

Figure II.8(a). Only the wires on the horizontal routing layer could cross the cut

line and the number of wires across the cut line is d/D, where d is the wire pitch

and D is the dimension of the chip. We then draw a similar cut line on Fig.II.8

(b). The number of edges across the cut line in each layer is d/
√

2D . The total

number of wires crossing the cut line for the two layers in Fig. II.8(b) is
√

2d/D

. Thus the upper bound of throughput increase to
√

2 = 1.414. However, the
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Figure II.8: Explanation of throughput increase for a 45-degree mesh

throughput is now limited by the cut edges at four corners.

Results for 90-degree and 45-degree mixed mesh

Table II.5 depicts the results for the 90-degree and 45-degree mixed mesh

structure. Column 2 lists the throughput z. Column 3 lists the throughput im-

provements over the 90-degree meshes with uniform edge capacity. Columns 5 and

6 list the best capacity for horizontal and vertical edges, c1, and the best capacity

for 45-degree edges, c2, respectively. Column 7 lists the normalized capacity ratio

of the diagonal edges to the Manhattan edges. We have the following observations:

1. The throughput of the mixed mesh is better than the 90-degree mesh, given

the equal communication resource. The improvement in the throughput is

up to 20.04% for large number of nodes. It is also better than 45-degree

mesh in terms of throughput.

2. With n increasing, the optimal ratio for the capacity of the 45-degree edge

to the 90-degree edge approaches 5.6.

Results for routing layer assignment for 45-degree and 90-degree mixed

mesh

We use our MCF model introduced in section 3.6 to compute the optimal

routing direction assignment for mixed 45-degree and 90-degree routing. Assume
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Table II.5: Results of 90-degree and 45-degree mixed mesh
n z Improvement on z (%) c1 c2

√
2c2/c1

2 0.375 0.00 1.0000 0.0000 0.00
3 0.333 0.00 1.0000 0.0000 0.00
4 0.245 4.85 0.2290 0.5452 3.36
5 0.219 9.53 0.2577 0.5249 2.88
6 0.185 14.04 0.1853 0.5761 4.39
7 0.166 16.01 0.2022 0.5641 3.94
8 0.148 20.11 0.1614 0.5930 5.19
9 0.134 20.40 0.1696 0.5872 4.89
10 0.120 21.31 0.1553 0.5988 5.44
11 0.110 21.48 0.1608 0.5935 5.22
12 0.101 22.05 0.1527 0.5992 5.55
13 0.094 22.14 0.1562 0.5967 5.40
14 0.087 22.68 0.1510 0.6004 5.62
15 0.082 22.71 0.1536 0.5986 5.51
16 0.076 22.95 0.1504 0.6008 5.65
17 0.0723 23.02 0.1524 0.5994 5.56

Table II.6: Throughput with different routing layer assignments
n z(I) z(II) z(III) z(IV)
5 0.0173 0.0147 0.0147 0.0171
6 0.0102 0.0083 0.0.0083 0.0101
7 0.0065 0.0053 0.0051 0.0064
8 0.0041 0.0034 0.0034 0.0041

that there are four routing layers and each of them is assigned to a different routing

direction. Fig. II.9 shows four different routing layer assignments. The through-

puts under four different assignments are listed in Table II.6. The throughputs

with assignments IV and I are about 16 percent larger than the throughputs with

assignments II and III.

Fig. II.10 explains why interleaving the Manhattan routing layers and

diagonal routing layers can produce better throughput. In Fig. 10, we can see,

given two points on the plane the shortest way to connect them is always a Man-

hattan line plus a diagonal line. Thus if we interleave the Manhattan routing layer

and diagonal routing layer, the wires can go along shortest paths without paying

more vias. This will produce better throughput.
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Figure II.9: Different routing directions assignments
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Figure II.10: Shortest path between two points on the plane

II.A.5 Conclusions

Interconnect sets important limitations for throughput of communica-

tions. For meshed interconnect structures, we propose a multi-commodity flow

model to find the throughput and the best communication flow pattern. This

provides a feasible upper bound of communication throughput. We study several

different interconnect structures, including 90-degree meshes with uniform and

non-uniform edge capacities, the 45-degree mesh, and the 90-degree and 45-degree

mixed mesh. The results reveal the following basic trends:

• For the 90-degree mesh with uniform edge capacity, the congested edges lie in

the center rows and columns. Moreover, the throughput can be improved by

more than 30 percent if we choose optimal edge capacities instead of uniform

edge capacities.
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• For a 45-degree mesh structure, the throughput is better than that of 90-

degree mesh with the same number of nodes. The bottleneck edges lie off

the diagonal lines and form 4 cut sets.

• For a 90-degree and 45-degree mixed mesh, the throughput is better than

either a 90-degree-only or a 45-degree-only mesh structure. Moreover, more

resource should be allocated to 45-degree edges in a mixed structure as the

number of nodes increases. With the consideration of vias in mind, we should

interleave the Manhattan routing layers and diagonal routing layers.

II.B The Y-Architecture for On-Chip Interconnect:

Analysis and Methodology

The Y-architecture for on-chip interconnect is based on pervasive use of

0-, 120-, and 240-degree oriented semi-global and global wiring. Its use of three

uniform directions exploits on-chip routing resources more efficiently than tra-

ditional Manhattan wiring architecture. This paper gives in-depth analysis of

deployment issues associated with the Y-architecture. Our contributions are as

follows: (1) We analyze communication capability (throughput of meshes) for dif-

ferent interconnect architectures using a multi-commodity flow approach and a

Rentian communication model. Throughput of the Y-architecture is largely im-

proved compared to the Manhattan architecture, and is close to the throughput of

the X-architecture. (2) We improve existing estimates for the wirelength reduction

of various interconnect architectures by taking into account the effect of routing-

geometry-aware placement. (3) We propose a symmetrical Y clock tree structure

with better total wire length compared to both H and X clock tree structures, and

better path length compared to the H tree. (4) We discuss power distribution un-

der the Y-architecture, and give analytical and SPICE simulation results showing

that the power network in Y-architecture can achieve 8.5% less IR drop than an

equally-resourced power network in Manhattan architecture. (5) We propose the
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use of via tunnels and banks of via tunnels as a technique for improving routability

for Manhattan and Y-architectures.

II.B.1 Introduction

The Y-architecture refers to the use of 0-, 120-, and 240-degree oriented

wires for on-chip interconnect, along with supporting methodologies including

hexagonal die shapes, hexagonal power and clock distribution, etc. This name

is first used in [63] in the same spirit as the “X architecture” for pervasive use of

45- and 135-degree angles [86].

Compared to the traditional Manhattan (M-) architecture, the Y-architecture

offers many potential advantages, such as substantially reduced wirelength and

power consumption, and increased communication bandwidth for a wide range

of demand topologies. Combined with the M-architecture, the Y-architecture

can be applied to the upper two layers to improve global interconnects, such as

clock and power distribution networks. Moreover, unlike the X-architecture, the

Y-architecture supports a regular routing grid and novel means of avoiding via

blockage effects.

Two previous series of works examine the potential use of Y-architecture

for integrated circuits: a series of LSI Logic patents by Rostoker et al. [78] [79] [80],

and a series of works by Cheng and coauthors [62] [63]. Together, these works set

out a number of ideas for device architecture, floorplanning, and place-and-route.

However, a number of technical gaps still exist, ranging from clock and power

distribution methodology to wireability and throughput analysis. In this work,

we provide a more complete, technically in-depth analysis of key deployment and

methodology issues associated with the Y-architecture. Our main contributions

are as follows:

• We give a more realistic throughput analysis using a communication model

based on Rent’s rule. Our results show that the Y-architecture provides a

throughput improvement of about 20% over the M-architecture for a square
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chip, very close to the throughput of the X-architecture.

• We improve existing estimates for the wirelength reduction of various inter-

connect architectures by taking into account the effect of routing-geometry-

aware placement. Our estimate is based on a simulated annealing placer,

driven by wirelength in different routing geometries. We also discuss and

analyze a “virtuous cycle” effect: reduction of overall wirelength results in

decreased routing area, which in turn leads to further wirelength reduction.

• We discuss clock and power distribution under the Y-architecture. For clock

distribution we propose a symmetrical Y clock tree structure with better total

wire length compared to both H and X clock tree structures, and better path

length compared to the H tree. For power distribution we give analytical

and SPICE simulation results showing that a mesh power network in Y-

architecture can achieve 8.6% less IR drop than an equally-resourced mesh

power network in M-architecture.

• To fully utilize the uniform routing grid available in M- and Y-architectures,

and to deal with future increases in via demand due to repeaters [81], we pro-

pose the use of via tunnels and banks of via tunnels to improve routability in

these architectures. Such techniques are not obvious with the X-architecture.

• We discuss lithography and manufacturing infrastructure needs, particularly

in mask write, related to possible adoption of the Y-architecture.

The remainder of the paper is organized as follows. Section II.B.2 presents

throughput analysis for square-shaped chips. Section II.B.3 discusses wirelength

reduction with hexagonal routing. Sections II.B.4 and II.B.5 examine clock and

power distribution, and Section II.B.6 discusses routability issues. The paper con-

cludes in Section IV.E. Discussion about the “virtuous cycle” wirelength reduction

effect, manufacturing issues and a supporting approximation of IR-drop are given

in the Appendices.
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II.B.2 Communication Throughput in Meshes

A multi-commodity flow (MCF) approach was developed by Chen and

coauthors [63] [64] to evaluate communication efficiency of different interconnect

architectures. Communication resources are decomposed into a 2D array of slots.

A uniform communication requirement is assumed, i.e., every pair of nodes com-

municates with equal demand and all communications occur at the same time.

The throughput, defined as the maximum amount of communication flow simulta-

neously achievable between every pair of nodes, is computed by a provably good

multicommodity flow (MCF) algorithm [68] and is used to measure communication

capabilities of different interconnect architectures.

Rentian Communication Demand

The uniform pairwise communication used in [63] is simple and general.

However, it is not very realistic, since in a well-designed layout the probability of

communication decreases with increasing distance between nodes. Stroobandt and

Campenhout [82] derive from Rent’s rule an expression for occupation probability,

i.e., the probability that a given pair of points will be connected by a wire in an

optimal physical placement of the circuit. For a hierarchical placement of a cir-

cuit with Rent exponent p in a two-dimensional Manhattan grid, the occupation

probability of a pair of points with Manhattan distance D between them can be

approximated by CD2p−4 where C a normalization constant.2 When only 2-pin

nets are considered, the occupation probability indicates the probability of com-

munication between pairs of nodes. In the following, to ensure a fair comparison of

the communication throughput capabilities of different interconnect architectures,

we assume a Rentian communication demand, i.e., we set the communication de-

mand between any two unit-area slots to be proportional to D2p−4, where D is the

Euclidean distance D between them.
2C depends on the routing architectures and the underlying distance metric.
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Figure II.11: 7× 7 meshes with different interconnect architectures.

Communication Throughput

A widely quoted survey of Bakoglu [58] indicates that the Rent exponent

at the chip and module level of high-speed computers is approximately 0.63. We

compute the throughput – defined to be the maximum fraction of communication

demand simultaneously satisfied between every pair of nodes in n×n square meshes

– using the MCF algorithm. The throughput is tightly correlated to routability,

and describes communication capabilities of different interconnect architectures.

Figure II.11 illustrates three 7×7 meshes using different interconnect architectures.

For Y-architecture, the shape of each slot is hexagonal, and the enclosing box of

the slots is close to square. Although Y-architecture meshes are different from M-

and X-architecture meshes, this does not significantly affect the communication

demand. For the 17 × 17 Y-mesh, total communication demand is only 1.8%

different from that for other architectures.

In the experiments, total routing area is set to be the same for all meshes.

We normalize the computed throughput so that it is independent of the dimen-

sion of meshes and total communication demand.3 Table II.7 lists the results for

n× n meshes with n ranging between 9 and 17. Compared to the M-architecture,

3For example, the computed throughput on a n × n mesh using Y-architecture is normalized by
TDM
TDY

·Dc/n, where TDM and TDY are total demand for M- and Y-architectures, respectively, and Dc

is the communication demand crossing the horizontal middle cut line on the Manhattan mesh.



34

Table II.7: Normalized throughput (and improvement vs. M-architecture) in

square meshes with Rentian demand.
n #Mesh M-architecture Y-architecture X-architecture

Nodes Thrpt Thrpt Impr. (%) Thrpt Impr. (%)

9 81 1.989 2.354 18.30 2.412 21.25
10 100 1.989 2.366 18.92 2.419 21.59
11 121 1.987 2.374 19.47 2.420 21.78
12 144 1.986 2.382 19.94 2.423 22.00
13 169 1.991 2.386 19.84 2.425 21.76
14 196 1.990 2.392 20.19 2.429 22.02
15 225 1.988 2.395 20.47 2.429 22.14
16 256 1.992 2.400 20.44 2.430 21.98
17 289 1.992 2.402 20.58 2.433 22.11

the Y-architecture provides an average throughput improvement of 19.8% for

these meshes, which is comparable to the 21.9% improvement achieved by the

X-architecture. For a 17 × 17 mesh, Y-architecture provides a throughput im-

provement of 20.6% while X-architecture achieves an improvement of 22.1%.

A rectangular chip has communication bottlenecks on two (horizontal

and vertical) middle cut lines. The physical dimension of the middle part of the

chip restricts the communication flow and thus prevents us from achieving larger

throughput. For M- and Y-architectures, convex-shaped chips (diamond chip for

M-architecture and hexagonal chip for Y-architecture) produce better throughput

by allowing more wires to cross the original middle cut lines [63].4 Note that the

use of octagonal chips for the X-architecture is undesirable, since the wafer cannot

be tiled by octagons without waste.

II.B.3 Wirelength Reduction

Because of its restrictions on routing directions, the M-architecture entails

significant added wirelength beyond the Euclidean optimum. In the Y-architecture,

routing is allowed along three uniform orientations, and total wirelength is ex-

4Note that it is not necessarily to use a regular hexagon for the Y-architecture: either horizontal or
vertical symmetry suffices.
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pected to be reduced. An accurate cost-benefit analysis of Non-Manhattan routing

is impossible without good estimation of the expected wirelength reduction when

switching from Manhattan to Non-Manhattan routing. Some estimates appeared

in the literature, including (i) experiments with exact [76] and heuristic Steiner

algorithms [71] [72] for nets generated randomly or extracted from real VLSI de-

signs, and (ii) analysis of wirelength reduction for 2-pin nets with pins randomly

located in the plane [78] [83] [63].

The previous estimates do not adequately address the effect of routing-

geometry-aware placement on the overall wirelength improvement. Previous stud-

ies of the routing demand using different traditional placers [74] show that Manhat-

tan placers tend to align circuit elements either vertically or horizontally, leaving

few opportunities to exploit additional routing directions. A Y-aware or X-aware

placer factors in hexagonal or octilinear wiring during placement, and results in

better placements of nets when such wiring is used to route the nets. Therefore,

total wirelength can be greatly reduced.

To estimate the wirelength improvement achieved by Y-aware or X-aware

placement and routing versus Manhattan placement and routing, we have built a

simplified placer which uses simulated annealing driven by hexagonal or octilinear

wirelength estimation. The input of the placer is a simplified netlist extracted from

MCNC instances, in which a list of cells is specified for each net. After a random

initial placement of cells, two cells are randomly selected, and we decide whether to

swap these two cells based on the current annealing temperature and the new SMT

cost with hexagonal or octilinear routing, which is computed using an exact SMT

algorithm, GeoSteiner [76]. The initial temperature of the simulated annealing

algorithm is specified so that it is far larger than the standard deviation of total

wirelength distribution [69]. For each temperature, the number of swaps is on the

order of 100 times the number of cells [75]. The new temperature is generated by

multiplying the current temperature by α = 0.95, which is a relatively large α for

simulated annealing [75].
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Table II.8: Average wirelength improvements for Non-Manhattan placement and

routing vs. Manhattan placement and routing (%).
Instance #nets Y-Arch X-Arch Euclidean

C2 601 4.81 8.92 11.04
BALU 658 7.13 9.29 11.07

PRIMARY1 695 7.32 10.31 13.03
C5 1438 8.34 11.48 12.73

Table II.9: Total wirelength of instance “C2” with different combinations of place-

ment and routing.
routing-geometry routing-geometry
driven placement Rect Hex Oct Euclidean

Rectilinear 1805 1841.8 1719.2 1683.9
Hexagonal 2002 1690.3 1718.3 1640.8
Octilinear 1908 1799.6 1644.0 1617.4
Euclidean 1865 1772.1 1646.9 1605.7

For each instance and each routing geometry (rectilinear, hexagonal, oc-

tilinear and Euclidean), we run the placer 5 times, and get the best wirelength

with routing-geometry-aware placement and routing. The wirelength improve-

ments achieved by Non-Manhattan placement and routing are summarized in Ta-

ble II.8. In Tables II.9–II.12 we give total wirelengths obtained with different

combinations of placement and routing for each of the four testcases.

According to the results, the Y-architecture achieves a wirelength im-

provement up to about 8.3%. The X-architecture further reduces total wirelength

to be up to about 11.4% over M-architecture and it produces about 3.3% wirelength

reduction over Y-architecture with the cost of one more routing direction.

We note that in the above experiments the placer uses a fixed area die.

However, reduction of overall wirelength results in decreased routing area, which

in turn leads to further wirelength reduction, creating a “virtuous cycle” effect.

An analysis of this effect is given in Appendix Appendix A.
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Table II.10: Total wirelength of instance “Balu” with different combinations of

placement and routing.
routing-geometry routing-geometry
driven placement Rect Hex Oct Euclidean

Rectilinear 1820 1856.0 1728.4 1694.7
Hexagonal 2010 1718.2 1744.0 1669.3
Octilinear 1886 1785.6 1650.9 1621.3
Euclidean 1898 1769.8 1654.6 1616.5

Table II.11: Total wirelength of instance “Primary1” with different combinations

of placement and routing.
routing-geometry routing-geometry
driven placement Rect Hex Oct Euclidean

Rectilinear 2058 2080.8 1942.5 1903.7
Hexagonal 2250 1907.4 1931.9 1844.5
Octilinear 2136 2004.8 1862.0 1828.0
Euclidean 2124 1976.8 1854.1 1805.5

Table II.12: Total wirelength of instance “C5” with different combinations of place-

ment and routing.
routing-geometry routing-geometry
driven placement Rect Hex Oct Euclidean

Rectilinear 3557 3625 3340 3272
Hexagonal 3848 3260 3306 3157
Octilinear 3569 3390 3149 3097
Euclidean 3628 3397 3183 3104
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Figure II.12: Y Clock Tree.

Table II.13: Path length and total wirelength of H-tree, X-tree and Y-tree.
Path Length Total Wirelength

H-tree (2n − 1) 3
2
· 2n(2n − 1)

X-tree
√

2
2
· (2n − 1)

√
2 · 2n(2n − 1)

Y-tree 1
2
(1 +

√
3

3
) · (2n − 1) 1+

√
3

2
· 2n(2n − 1)

II.B.4 Y Clock Tree

Clock distribution networks synchronize the flow of data signals among

synchronous data paths. The design of these networks can dramatically affect

system-wide performance and reliability. The “H” clock tree [59] is widely used

in the IC industry. In the H-tree, clock terminals are arranged in a symmetric

fashion, and are connected by a planar hierarchy of symmetric “H” structures.

When octilinear routing is allowed, the “H” structure can be replaced with an “X”

structure, so that source-sink path (i.e., insertion) delay and total wirelength are

decreased. However, significant undesirable overlapping (superposition) will occur

between parallel interconnect wires in the X-tree.

With three uniform routing directions, a Y clock tree can be built as

depicted in Figure II.12(a), essentially giving a “distorted X-tree” with reduced

wirelength and no superposed parallel wires. Let the distance between two adjacent
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clock terminals be 1. Path length from the clock source to clock terminal, as well

as total wirelength, are compared with H-tree and X-tree in Table II.13. The Y

clock tree has a path length of .7887 · (2n−1), 21.1% less than the H-tree. Its total

wirelength is 1.366 · 2n(2n − 1), 8.9% less than H-tree, and 3.4% less than X-tree.

Actually, the one-level Y-tree shown in Figure II.12(b) is the optimal Euclidean

Steiner Minimum Tree to connect four adjacent clock terminals s1, s2, s3, s4 and

the clock source o. Thus the Y clock tree provides minimal total wirelength among

all clock trees with similar symmetric structure. The further advantage of Y clock

tree is that there is no overlapping of parallel interconnect wires. It can be shown:

Theorem 1 Let the distance between two adjacent clock terminals be D. The

minimum distance between two parallel interconnect wires is
√

3−1
4

D.

Proof. Suppose there is a coordinate system with a 0◦ x-axis, a 60◦ y-axis and

the origin (0, 0) at the center of the main Y-tree structure (see Figure II.12(b)).

Then in a one-level Y-tree, the two bold interconnect wires that are parallel to the

y-axis in the figure have x-coordinates of ±a. In a two-level Y-tree, the lowest-level

y-axis-parallel interconnect wires have x-coordinates of ±a±2a and ±a±2(a+ b).

Generally, in an n-level Y-tree, x-coordinates of the lowest-level y-axis-parallel

interconnect wires are ±a± (2a or 2(a + b))± ...± (2n−1a or 2n−1(a + b)).

Since a = D
2
(1−

√
3

3
), and (a + b) = D

2
(1 +

√
3

3
), the y-coordinates can be

written as (±20± 21± ...± 2n−1) · 1
2
D +(±20± 21± ...± 2n−1) ·

√
3

6
D. These values

cannot be zero because the values of ±20±21± ...±2n−1 must not be zero, and the

minimum absolute value among them is a = D
2
(1−

√
3

3
). Thus the minimal distance

between two parallel interconnect wires in the Y clock tree is
√

3
2

a =
√

3−1
4

D.

II.B.5 Y Power Distribution

Excessive voltage drop in the power grid can slow device switching speed

and reduce noise margin. Robust power distribution within available area resource

is critical to chip performance and reliability. Hierarchical mesh structures are
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Figure II.13: Power distribution networks and representative areas for M- and

Y-architectures.

widely used for power distribution in high performance chips because of their ro-

bustness [60]. In this section, we show that power distribution in the Y-architecture

is not only natural, but achieves less IR drop than equally-resourced mesh distri-

bution in the M-architecture.

Our comparison is based on the following model of the power distribution

network.

• The power distribution network is constructed by a hierarchy of mesh struc-

tures connected by vias at crossing points of wires. Each mesh has equal wire

spacing and wire width. Ignoring the resistance of vias,5 we assume perfect

5In practice, high current density on vias often causes reliability problems. In the Y-architecture,
assuming same wire width, the area of intersection (overlap) between two adjacent-layer wires is larger
than in the M-architecture. Hence, we can place a bigger via between adjacent layers or place more vias
in the via array between adjacent layers to reduce resistance and current density for vias. Let AY , AX ,
and AM represent this area for Y-, X- and M-architectures, respectively. We have AY = 1.1547AM and
AX = 1.414AM .
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contact at each crossing point.

• On top of metal layers, there are arrays of C4 power pads evenly distributed

on the surface of the power mesh.

• Under the bottom-level mesh, there are devices connected to the wires of the

bottom-level mesh. The devices are modeled as uniform current sinks and

placed at crossing points of the bottom-level mesh.

In state-of-art designs, there is a fairly large number (> 100) of power

pads evenly distributed on the surface of the top-level power mesh [88]. It is reason-

able to assume that the whole power mesh is an infinite resistive grid constructed

by replicating the area surrounded by adjacent power pads. Figure II.13 illustrates

two-level power meshes and the representative areas in the M- and Y-architectures.

Our analysis and circuit simulations consider only the worst-case IR-drop on the

representative area. This method is also used in [67].

IR-Drop on Single-Level Power Mesh

Static IR-drop on a hierarchical power mesh depends largely on the top-

level mesh since usually the top-level mesh is wider and coarser and most current

flows along the top-level mesh. Here we analyze and compare the worst-case static

IR-drop on a single-level power mesh in the M- and Y-architectures.

IR-Drop on Single-Level Power Mesh in the Y-Architecture

A single-level power mesh in the Y-architecture is abstracted as an infinite

triangular resistive lattice with edge resistance RY .6 We examine IR-drop in the

triangular area with NY rows surrounded by three adjacent power pads7. In this

case, the worst-case IR-drop appears at the center of this representative area. Each

power pad supplies a current IY = N2
Y i to the power mesh, where i is the current

drain at each intersection on the mesh.
6Note that for a uniform mesh with fixed total routing area, the edge resistance is independent of

the number of metal lines on the mesh. When the number lines increases, wire pitch and wire width
decreases with the same ratio, and the edge resistance remains the same.

7E.g., for the top-level Y-architecture mesh shown in Figure II.13(b), NY is equal to 3.
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Assume there is a coordinate system with the origin at the center of

the power mesh, and 0-degree and 120-degree lines used as m-axis and n-axis,

respectively. We analyze the voltage drop between the node (0, 0) and the power

pad at (NY

3
,−NY

3
) by considering currents from power pads and evenly distributed

current sinks separately.

IR-drop caused by currents from power pads. Suppose that a current IY

enters the lattice at the node (ms, ns) and leaves at infinity. The voltage drop for

any node on the lattice is analyzed in [57]. The voltage drop between (ms, ns) and

(m,n), denoted as V(ms,ns)(m,n), is given by the integral

IY RY

2π

π/2∫

0

(
1− e−|(m−ms)−(n−ns)|x) cos(((m−ms) + (n− ns))y)/(sinh x cos y) dy,

(II.4)

where 2 cosh x cos y + cos 2y = 3. When |(m−ms)− (n− ns)| is large, the voltage

drop V(ms,ns)(m,n) can be approximated as

IY RY

4
√

3π
[ln((m−ms)

2 + (n− ns)
2 − (m−ms)(n− ns)) + c1], (II.5)

where c1 = 3.6393 is a constant.8

Let V(ms,ns) denote the voltage drop between (0, 0) and the power pad

at (NY

3
,−NY

3
) caused by the current source at (ms, ns). According to the above

approximation, we have

• when (ms, ns) = (NY

3
,−NY

3
), V(ms,ns) ≈ (IY RY /4

√
3π)(2 ln NY − ln 3 + c1);

• when (ms, ns) 6= (NY

3
,−NY

3
), V(ms,ns) = V(ms,ns)(0, 0) − V(ms,ns)(

NY

3
,−NY

3
) ≈

(IY RY /2
√

3π) ln D0

Ds
, where Ds is the Euclidean distance between (ms, ns) and

(NY

3
,−NY

3
), and D0 is the Euclidean distance between (ms, ns) and (0, 0). The

constant c2 =
∑

(ms,ns)6=(
NY
3

,−NY
3

)

ln D0

Ds
can be computed by a simple algorithm,

which calculates the summation for all the current sources within a circle

around the origin. As the radius of the circle increases, the summation

converges to a value of c2 = −1.173679.
8See the Appendix Appendix B for details of this approximation.
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Therefore, if only currents from power pads are considered, the voltage drop be-

tween (0, 0) and the power pad at (NY

3
,−NY

3
) is

Vsource =
∑

(ms,ns)

V(ms,ns) =
IY RY

2
√

3π
(ln NY + CY ), (II.6)

where CY = c1/2− ln 3/2 + c2 = 0.09666.

IR-drop caused by evenly distributed current sinks. Next, we consider

the voltage drop caused by current sinks at the intersections of the power mesh. If

the voltage between (0, 0) and (m,n) is denoted by Vsink(m,n), by a combination

of Ohm’s and Kirchhoff’s Laws we have

Vsink(m− 1, n) + Vsink(m + 1, n) + Vsink(m,n + 1) + Vsink(m,n− 1)+

Vsink(m− 1, n− 1) + Vsink(m + 1, n + 1)− 6Vsink(m,n) = iRY .
(II.7)

If the resistive lattice is regarded as a discrete approximation to a continuous

resistive medium, we will obtain a potential function proportional to D2, where

D is the Euclidean distance from the origin. Therefore, we assume the following

representation for the voltage between (0, 0) and (m,n):

Vsink(m,n) = k (m2 + n2 −mn), (II.8)

where k is a constant. Equation (II.7) then yields

Vsink(m,n) =
iRY

6
(m2 + n2 −mn). (II.9)

When only current sinks are considered, the voltage drop between (0, 0) and the

power pad at (NY

3
,−NY

3
) is

Vsink = Vsink(
NY

3
,−NY

3
) =

IY RY

18
. (II.10)

Verification of Worst-Case IR-Drop. From the above analysis, we obtain the

voltage drop at the center:

VY = Vsource + Vsink ≈ IYRY

18
+

IYRY

2
√

3π
(lnNY + CY), (II.11)
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Table II.14: Simulation results for worst-case IR-drop on the single-level power

mesh in the Y-architecture, compared to estimated values (mV).
NY IR-Drop Estimated IR-Drop Error

3 166.67 165.39 1.28
6 229.17 229.08 0.09
9 266.36 266.34 0.02
12 292.78 292.77 0.01
15 313.28 313.27 0.01
18 330.03 330.03 0.00
21 344.20 344.19 0.00

where CY = 0.09666.

To verify the above formula for worst-case IR-drop on the single-level

power mesh, we use HSpice to simulate various power meshes with different values

of NY ’s. Since the problem is linear in nature, in our experiments the resistance

of each wire segment RY is simply set to be 1KΩ, and the total current drain in

the area IY is set to be 1mA. We list simulation results for NY from 3 to 21 in

Table II.14, and compare them with the estimated values from the formula. The

results show that the formula is accurate, with error less than 1%.

Comparing IR-Drop on Single-Level Power Mesh

For a single-level power mesh in the M-architecture, worst-case IR-drop

is analyzed and verified in [66]. Suppose the power mesh has edge resistance RM ,

number of rows within the representative area NM and current supplied by each

power pad IM , the worst-case IR-drop on the single-level Manhattan (M-) mesh

is:

VM ≈ IMRM

8
+

IMRM

2π
(lnNM + CM), (II.12)

where CM = −0.1324.

To fairly compare the Y-mesh and M-mesh, we constrain the two meshes

to have the same wire material and thickness, cover the same area (same total

current drain) with the same wiring resource, and have the same number of crossing

points and power pads. Therefore, we have RY =
√

3RM , IY = IM , and NY = NM .
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Table II.15: IR-drop improvements in single-level Y-mesh vs. M-mesh.
NM Estimated IR-Drop (mV ) IR-Drop Impr. (%)

in M-mesh with Y-mesh

2 214.25 10.78
3 278.78 8.28
4 324.56 7.11
5 360.08 6.41
6 389.09 5.93
7 413.63 5.58
8 434.88 5.31
9 453.63 5.09

According to Equations (II.11) and (II.12), worst-case IR-drop on the single-level

Y-mesh is less than that on the M-mesh by

∆V = VM −VY = cIMRM, (II.13)

where c = 0.02309. We list IR-drop improvements with Y-mesh for different values

of NM . The number of wire lines between two adjacent power pads on the top-level

power mesh is usually small [66]. When NM = 4, static IR-drop improvement of

the Y-mesh over M-mesh is 7.1%.

IR-Drop on Hierarchical Power Mesh

In practice, power is distributed through a hierarchy of six or more metal

layers. In this section, we simulate hierarchical power networks for the Y- and

M-architectures using HSpice, explore different configurations of power networks,

and compare the best solutions. We assume an equal sum of routing resources

(i.e., total routing area) for Y- and M-architecture power distribution across layers

M6, M5 and M4. In our experiment below, we set the total wiring area of M6, M5

and M4 to be 52% of the total representative area. The representative area for the

Manhattan mesh is set to be a 1.2mm by 1.2mm square. To achieve the same power

pad density, the representative area for the Y power grid is an equilateral triangle

with edge length 1.289mm. Further details of our comparison are as follows.
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• Layer thickness and resistivity parameters of a 6-layer process are taken from

TSMC 0.13µm copper process information [84]. Layer thicknesses are 0.33µm

for M1, 0.36µm for M2-5, and 1.02µm for M6.

• M1-M3 power distribution is native to library cells and blocks, requiring a

common interface (0-degree) at M4. Power routing in M1-3 has the same

pitch in both the Y and Manhattan solutions: M1 has pitch of 8µm and wire

width of 2µm, M2 has pitch of 60µm and wire width of 4µm, and M3 has

pitch of 60µm and wire width of 4µm. M4 pitch is fixed at 75µm to enable

matchup with M1-3 macros and an apples-to-apples comparison.

• Allowed values of wiring separations (= pitches) on M5 and M6, denoted

by S5 and S6, are {600µm, 300µm, 150µm, 75µm}. Allowed percentages of

total wiring area used on M4 and M5, denoted as P4 and P5, are {10%, 20%,

30%, 40%, . . . , 80%}.

• 1V voltage sources are placed at the corners of representative areas. Each

current sink on M1 (between two adjacent vias) is 5.21× 10−7A.

All combinations of wire pitch and wire width of M4, M5, and M6 are

exhaustively searched. In the best M-architecture configuration, M6 has wire pitch

of 300µm and uses 70% of the power routing resource; M5 has wire pitch of 75µm

and uses 20% of the resource. The IR-drop produced by this configuration is

38.5mV . In the best Y-architecture configuration, M6 has pitch 600µm and uses

70% of the power routing resource, while M5 has pitch 150µm and again uses 20%

of wiring area. The IR-drop is 35.2mV , which is 8.6% smaller than that of the

best M-architecture solution. Ongoing research seeks a more general and formal

comparison.
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(a) (b) (c)

Figure II.14: Routing grids in M-, Y- and X-architectures.

II.B.6 Routability in the Y-Architecture

Uniform Routing Grid

A nice property of the Y-architecture is that there is a natural, uniform

routing grid. Figure II.14(a)(b) illustrates the routing grid in the M- and Y-

architectures, wherein each routing layer has exactly the same wiring pitch. Figure

II.14(c) shows the X-architecture grid, where identical layer pitches imply that wire

intersection points are not coincident. It is therefore difficult to find a natural,

resource-efficient, uniform wiring grid in the X-architecture.

A uniform routing grid is expected to benefit large VLSI designs for three

main reasons. (1) It enables continued use of today’s dominating gridded routing

algorithms. (2) Most advanced manufacturing processes require uniform width

and spacing for M2 through M5, e.g., to simplify determination of legal via loca-

tions. Uniform pitch and dimension is also increasingly required for printability

in subwavelength lithography. (3) The uniform routing grid can permit integral

coordinates (even if absolute positions have irrational coordinates!), significantly

simplifying detailed routing and design rule checking algorithms.

Via Tunnels and Via Tunnel Banks

Another advantage of the uniform global routing grid is that we can utilize

via tunnels and via tunnel banks to avoid the fragmentation of routing resources

caused by vias; this improves overall chip routability. In multi-layer routing, wire
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a  b 

c  d 

k+2

overhead

#vias = kL

(a) A via tunnle (b) Bank of via tunnles

Figure II.15: Via tunnel and bank of via tunnels in the M-architecture.

tracks are blocked on the layers that a via passes through. Traditional routing

schemes scatter vias all over the chip, and this fragmentation of routing resources

may cause serious wireability problems; this is called “via blockage effect”. As

we approach the 65nm technology node, this effect becomes more serious, since

buffering of global wires introduces many via chains that go through all the way

from the top-level metal down to the gate layer. We believe that the proposed use

of via tunnels and via tunnel banks will reduce the via blockage effect and thus

improve routability and wiring density.

Figure II.15(a) shows an example of a via tunnel in the Manhattan ar-

chitecture. There are two routing layers shown in the figure: the upper layer is

for horizontal routing and the lower layer is for vertical routing. Terminals a and

b are connected by detouring the horizontal wires around the via using the space

on the vertical layer. Because the detour happens on the lower layer, it will not

affect the wire between terminals c and d on the upper layer.

By aligning a number of via tunnels in vertical direction, we obtain a bank

of via tunnels, which is shown in Figure II.15(b). Suppose each via tunnel have

k vias arranged in a horizontal line (in Figure II.15(b), k = 3), and we align L

via tunnels into a bank. In the resulting bank, all the horizontal tracks are free

to route, and only k + 2 vertical tracks are blocked. Note that there are a total

of kL vias in the bank; without the bank of via tunnels, up to kL tracks could be
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(a) A via tunnel in Y-architecture. (b) Two tunnels aligned together.

Figure II.16: Via tunnels and bank of via tunnels in Y-architecture.

(a) k = 2

overhead = 5

(b) k = 3

overhead = 7

(c) k = 4

overhead = 9

Figure II.17: Via tunnels with vias aligned in a line in Y-architecture.

blocked on each layer that the vias pass through. The use of via tunnel banks can

thus significantly reduce the “via blocking effect”.

We have designed similar via tunnel and bank of via tunnels for the Y-

architecture.

• Figure II.16(a) shows the birds-eye view of a via tunnel design in the Y-

architecture. In this example, we have three layers. From top to bottom,

the routing direction is 60-degree, 120-degree and 0-degree in each layer,

respectively. The circle in the center represents a through via. The space

in the middle layer is used to detour wires around the via. We can achieve

blockage-free routing on the top and bottom layers, and have four tracks

blocked on the middle layer.

• Similar to the construction of banks of via tunnels in M-architecture, we align
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Overhead = 5

tracks

Figure II.18: Three tunnels with k = 2 aligned together

the via tunnels together to obtain a bank of via tunnels in the Y-architecture.

Figure II.16(b) illustrates how two via tunnels shown in Figure II.16(a) are

aligned along the 120-degree direction.

• In order to reduce the average track overhead, each via tunnel can have

more than one vias in a line. Figure II.17 illustrates the construction of via

tunnels with k (k = 2, 3, 4) vias aligned in a line. The figures show detour

routing patterns on the middle layer for k = 2, 3, 4, respectively. Figure II.18

is an example of three via tunnels with k = 2 aligned along the 120-degree

direction. From these examples, we can see that for via tunnel with k vias

aligned in a line, the track overhead on the middle layer is 2k + 1.

• Figure II.19 depicts a bank of via tunnels in the Y-architecture. Suppose the

bottom m layers are used to perform intra-cell routing, and the top n −m

layers are used for distributing signals to the banks. Assume each via tunnel

has k vias in a line, and there are L via tunnels in the bank. All the kL vias

introduce only 2k + 1 tracks of routing blockage on the 120-degree routing

layers.
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Figure II.19: Bank of via tunnels in Y-architecture.

II.B.7 Conclusions

In this paper, we have examined key issues concerning the potential use

of Y-architecture for semiconductor ICs, including throughput analysis, estimates

of wirelength savings, clock and power distribution methodology, wireability, and

manufacturing. We have not discussed such issues as graphics engine changes,

computational-geometric data structures, number and coordinate systems, calibra-

tion of parasitic extraction (especially capacitance extraction) models, etc. Such

“mundane” issues are part of the necessary groundwork for the eventual deploy-

ment of the Y-architecture, and the subject of ongoing work in our group, but are

beyond the scope of the present paper.

Further research directions include: (1) theoretical analysis and high-

impact designs or codes to demonstrate Y-architecture advantages; (2) more accu-

rate estimations of expected wirelength improvement which formalizes interactions

between nets; and (3) interfaces to current library cells and new Y-specific library

cells. Many parts of a commercially successful Y-architecture methodology remain

open. The Y-architecture also has applications beyond the die, e.g., it may be
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valuable on laminates used for multi-die integration, and on the buildup layers

(e.g., BBUL [87]) that will replace traditional packages.



III

High Speed Clock Distribution in

the Presence of Parameter

Variations

III.A A Multiple-Level Network Approach for Clock Skew

Minimization with Process Variations

III.A.1 Introduction

The clock distribution network design has been a great challenge in the

state-of-the-art high performance chip designs. With tens or even hundreds of

millions of transistors integrated, distributing the clock signal to the local areas all

over the chip with near-zero skew becomes a very difficult task. Moreover, as the

clock frequency climbs to giga hertz range and the interconnect delay dominates

in deep sub-micron technology, the portion of the clock skew introduced by the

process variations on the wire width and the clock buffers length can no longer be

ignored. A robust clock distribution network that is less sensitive to the process

variations is desired.

In microprocessor designs, the clock distribution networks can often be

partitioned into two parts: the global and the local clock networks (Fig. III.1).

53
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The global clock network distributes the clock signal from the clock source in the

center of the chip to local regions. It usually has a symmetric structure. The local

distribution networks deliver clock signals to numerous clocking elements in each

local region. Their structures are often non-symmetric because the locations of

registers are not necessarily regular. In this paper, we focus on the global clock

networks.

A lot of works have been done in the past two decades to find the best

structure for global clock distributions. Tree-based structures are widely used to

achieve low clock skew and power consumption [1], because tree structures have

the advantages of being easy to tune and simulate.

However, a mesh structure is more robust than a tree structure under

process variations, since the mesh has more local connections that can smooth out

the local delay variations and yield a smaller clock skew.

A recent trend is to use the hybrid structure of a mesh and a symmetric

buffer tree for the global clock network. For example, the global clock distribution

of Intel Pentium4TR microprocessor consists three spines each driven by a balanced

binary buffer tree [1]. The bottom-level spines can be deemed as a “one dimen-

sional” mesh structure. Restel et al. proposed a two-level hybrid clock network.

The top level is an H-tree, and the bottom level is a uniform mesh that connects

all of the leaves of the top level H-tree. This clock network structure has been

successfully applied to six designs[1], including the latest Power4 microprocessors

[9][14]. The measurements from the real produced chips proved that this hybrid

tree and mesh structure accomplishes low clock skew under process variations.

Su et al. [18] propose a two level clock network which makes a departure

from the popular “mesh at the lowest level” structure. In their design, the top

level is a zero-skew mesh that delivers the clock to the centers of four quadrants of

the chip and the bottom level contains four zero-skew trees. Their method inspires

us to ask at which level of the tree does the shortcut mesh works most efficiently in

terms of skew reduction. The mixture of the tree structure and the mesh structure
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 Global distribution 

Local distribution 

Level-1 mesh 

Level-2 mesh 

Figure III.1: global and local clock distribution networks

complicates the simulation problem. The simple Elmore delay model that fits

the tree structure no longer applies to the mixed tree and mesh structures. A new

model is needed to calculate the skew and so as to provide guidelines for the design

of the hybrid networks.

In this paper, we address this problem. In order to keep the presenta-

tion easy to understand we focus on the hybrid clock network similar to the one

proposed by [50], which consists a symmetric H-tree and a mesh connecting all

of the bottom level leaves. Our method can also be applied to other hybrid tree

and mesh structure, like the binary tree plus spine structure [1]. Based on our

study on the skew reduction effect of mesh, we propose a multilevel network for

global clock distribution. Figure III.1 shows a schematic example of our multilevel

network. The dotted line represents the meshes which connect together all of the

nodes at the same level in the original H-tree. In order to reduce the inductance of

the shunt segments, we may use grounded shielding or differential pairs for mesh

connections.

Our contributions in this paper include the following:

• We use a simplified RC circuit model to study the skew reduction effect of

adding shunt connections between two leaf nodes of the clock tree. Based
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on this model, we derive an analytical skew approximation, which fits the

SPICE simulation very well. And further analysis and simulation suggests

that the RC model remains valid for differential clock nets running at the

frequency of less than 4GHz.

• We extend our skew approximation formula to the mesh network. We get the

equivalent resistance factor of “one-dimensional” meshes and two-dimensional

meshes both from the least square linear regression on SPICE simulation re-

sults and the analytical approximation on a distributed parameter circuit

model. This analysis can be used to guide the design of the hybrid clock

network.

• We propose a mixed multi-level mesh and tree structure for global clock

distribution networks. We adopt mathematical programming technique to

optimize the routing resource distribution of a mixed multi-level mesh and

tree clock network. The optimized multi-level mesh/tree network produces a

30% skew reduction over the single-level mesh and tree network and is more

robust in the presence of voltage fluctuation.

The rest of the paper is organized as follows: In Section II, we formulate

the hybrid multi-level mesh/tree optimization problem. In Section III, we propose

a simplified circuit model for hybrid mesh/tree networks and derive the analytical

skew expression. SPICE simulation results show that our skew formula is very

accurate for single branch. In section IV, we extend the skew formula to uniform

meshes. Following that, we introduce our multi-level mesh optimization scheme in

Section V, and in Section VI, we present the experimental results. In Section VII,

we discuss the inductive effect and then, we conclude this paper in Section VIII.

III.A.2 Problem Formulation

In this section, we formulate the multi-level clok network design prob-

lem as a optimal sizing problem. We first introduce a simple process variations
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model in subsection A, and then present the optimal sizing problem formulation

in subsection B.

Process Variation Model

Semiconductor manufacturing variations occur when process parameters

deviate from their ideal, as-designed values. Process variations have always been a

key concern for manufacturability, process control, and circuit design. With rapid

technology scaling, the importance of the impact of variations on the circuit de-

sign is further increasing. Variation can be categorized into temporal and spatial

sources [3]. Temporal sources are time-varying and change depending on circuit ac-

tivities. Spatial effects are depend on physical factors and impact the geometry of

a structure and can lead to undesirable effects such as yield loss. In this paper, we

mainly consider the variations on the geometrical parameters of interconnect and

devices in a clock distribution network. Conventional circuit techniques typically

represent the interconnect and device parameter variations as random variables.

However, recent studies [11] have shown that strong spatial pattern dependen-

cies exist, especially when considering interconnect variations in strong chemical

mechanical polishing (CMP) processes. Therefore, the total variation can be sep-

arated into systematic and random components. [11] shows that considering the

systematic variations is the key to reducing design uncertainty and maximizing

circuit performance.

In this paper, we adopt a simple linear variation model to represent the

systematic spatial variations on wire widths and transistor lengths. For any circuit

element at location (x, y), the actual geometrical parameter d = d0 + kx ·x+ ky · y,

where d0 is the nominal parameter and kx and ky are the horizontal, vertical

variation coefficient, respectively. Without loss of generality, we assume that the

origin of the coordinate (0, 0) is located in the center of the chip, and kx and ky

are both positive numbers. We set the maximum variations across the chip to be

10% of the ideal values [17].
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a b

c d

Figure III.2: An H-tree with A Two Level Mesh

Optimal Sizing of Multilevel Clock Network

Fig. (III.2) illustrates a hybrid clock distribution network. In the figure,

there is a three level H-tree distributing the clock signal from the center of the chip

to an 8 by 8 array of leaf buffers. In addition to the H-tree, there are two level

of meshes both are drawn in dotted lines. On the top level, four wire segments

connect four points, a,b,c,d, the outputs of four leaf buffers of the first level H-tree.

On the bottom level, a 8 by 8 uniform mesh connect the output of all the leaf nodes

of the third level H-tree.

With process variations [13], we can observe the clock skew between the

nodes in the same level. Suppose that we are given the layout information and

process variations model of a symmetric zero-skew clock tree (either an H-tree or

a binary tree), we can obtain the clock skew between the nodes at the same level

using Monte Carlo simulation [18] or variational circuit analysis[10]. We denote

Ti to be the worst clock skew between any two nodes at the level i in the H-tree.

Adding shunt segments between nodes at the same level in a tree is a common way

to reduce skew and is widely accepted by industrial practice.
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For example, in the symmetrical H-tree shown in Fig. III.2, all of the leaf

nodes on level 3 are connected by an 8 by 8 mesh, which is drawn by dotted line in

Figure 2. We can also connect the four level one nodes a, b, c, d, by a 2 by 2 mesh.

When the wire width of the mesh is wide enough, the nodes at the same level are

almost short-circuited and the skew between them can approach zero. On the other

side, using too wide wire may waste too much routing resource. Hence degrade

the routability. In addition, wide wires in the mesh can increase the clock slew

because it increases the load capacitance of clock buffers. Consequently, the design

of clock distribution networks must follow the total routing area budget. For the

same amount of routing resources, adding them to the meshes at different levels

may have different impacts on the clock skew. In this paper, we are interested in

the optimal way to distribute the routing resources to the meshes on different levels

such that the minimum skew is achieved at the leaf nodes with a given routing

area budget. We formulate this problem as the following optimum balanced clock

tree augmentation problem.

Optimal Balanced Clock Tree Augmentation Problem:

Given: An n level symmetric clock tree (wire width of segments in each

level, buffer locations and buffer sizes);

The clock skew between nodes at the same level introduced by process

variations

Input: The total routing area budget for all the meshes

Output: The optimal wire width wi of shunt connections at level i for

i = 1, ..., n, such that the clock skew is minimized.

Topology Constraints: Uniform mesh or spine for the shunt connections

in each level

III.A.3 Skew Shunt Resistance Relations in A Simplified Circuit Model

We use a simplified circuit model shown in Fig.III.3 to study the skew-

shunt resistance relations in a hybrid tree and mesh structure. In the model,
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Figure III.3: simplified Circuit Model of RC Shunt

there are two leaf driver of a clock tree, s1 and s2. Each of them drives a load

capacitance with value C, which is the summation of the sink capacitance and the

wire capacitance. Rs is the driving resistance of a clock buffer. A mesh segment

with resistance R connects two tree branches to reduce the skew between node n1

and node n2. We assume that Vs1 and Vs2 are step functions and Vs2 arrives behind

a time difference T after Vs1 . Note that many factors can contribute to this timing

difference T between node s1 and s2. For example, the skew effect due to the

distribution of the upstream network, variations of Rs, and C, and supply voltage

variations at the clock buffers. For the simplicity of modeling, we summarize all

these effects into the timing difference T between the input step functions. We

assume that T is given, and seek for the expression of arrival time difference, ∆T ,

between the output signals of two clock buffers.

The following differential equation describes the time domain response of
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the circuit shown in Fig.III.3.
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(III.1)

Assuming the input skew is small, i.e. T ¿ RsC, we derive a simple skew

expression from equation (III.1)

∆T = T · e2ln2Rs
R (III.2)

For detailed derivation, the readers are referred to the Appendix A.

Surprisingly, in the obtained skew model (III.2), skew ∆T is independent

with the value of load capacitance, and only determined by Rs/R, the ratio between

driving resistance and the shunt resistance. This simple relation enables us to easily

estimate the skew on a hybrid tree and mesh clock network. We verify this relation

by SPICE simulations.

We change the value of Rs from 1200Ω to 300Ω, R from 100Ω to 1000Ω.

1 We set the range of C from 10fF to 200fF and simulate the circuit with different

parameters using SPICE. We show the relations between skew and Rs, C, R when

T is 5 ps. Figure III.4 depicts the effect of Rs and C. This result shows that the

skew decreases proportionally to the exponential of Rs/R and that C barely affects

the skew in the range we are interested in.

III.A.4 Clock Skew on Meshes

In last subsection, we derive the skew and shunt resistance relation (III.2).

The skew reduction is inverse proportional to the exponential of the driving resis-

tance/shunt resistance ratio. We conjecture that when multiple clock drivers with

input skew are connected by a uniform mesh, the skew reduction effect has the

11200Ω and 300Ω are typical driving resistance of minimum size buffer and 4 times wide buffer,
respectively. 400Ω is the typical value of resistance of 1mm wire with minimum wire width in 70nm
technology.
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Figure III.4: Skew Rs/R relation in the simplified RC circuit model

similar form ∆T = Te−kRs/R, where, R is the resistance of each shunt segment, T

is the maximum input skew among all the clock drivers, and ∆T is the maximum

output skew. Comparing with equation (III.2), the only difference is that there

is an equivalent resistance factor k to capture the different locking capabilities of

different meshes.

The value of the equivalent resistance ratio, k, depends both on the di-

mension of the mesh and the pattern of input skews of the clock drivers. When

the input skews are independent random numbers, the mesh can smooth out the

output skew most effectively. In this scenario, we have a large k value. However,

if the input skew gradually changes according to the geometrical location of the

drivers, the mesh has less capability to reduce the global skew, because the fastest

driver and the slowest drivers are far away from each other. In this section, we

assume the worse scenario where the input delay surface is linearly tilted from one

end of the mesh to the other end of the mesh. The input arrival time of each clock
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driver is decided by a linear function on its location.

There are two ways to derive the equivalent resistance ratio, k. The

first one is to conduct a set of simulations, sweeping different values of driving

resistance Rs and shunt resistance R. Then, use linear regression on the skew

value obtained through simulations to get the k value for different meshes. An

alternative way is to derive the k value through analytical expressions. In this

section, we derive the asymptotic bound of the k values for both on-dimensional

meshes and two-dimensional meshes.

Clock Skew On a Series of Shunts

In this subsection, we derive the skew reduction effect of a “one-dimensional”

mesh. In our model, a series of clock drivers with input skews are connected by

a wire. We assume the worst case scenario, the input delay is linearly increasing

from one end to the other end. The input signals are square waves with 50% duty

cycle and clock period Tp. Without loss of generality, we assume the clock driver

at the the left end has phase shift T0 = 0, the clock driver at the right end has

phase shift Tn = T . The phase shift of the ith driver, Ti = i
n
T .

Fig. III.5 depicts the circuit model we use to calculate the equivalent

resistance ration, k, for a series of shunts. Fig. III.5(a) is the discrete RC circuit

model when only the kth driver takes effect. Under that condition, the driving

resistance of other drivers can be viewed as the leakage conductance to the ground.

When the number of drivers is large enough, we can use a continuous R,G,C

transmission line model (Fig. III.5)(b) to model the circuit, where the ground

conductance G is the inverse of the driving resistance, Rs:

G = 1/Rs (III.3)

For any sinusoidal wave with unit magnitude incident to this uniform

R,G, C transmission line, the forwarding wave can be described as:

v(z, t) = e−αzSin(ωt + βz) (III.4)
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Figure III.5: RGC transmission line approximation when only one driver takes

effect

where, α + jβ = γ is the propagation function of the transmission line. The

propagation function for an R, G,C transmission line can be written as

γ = α + jβ =
√

R(G + jωC) (III.5)

Through algebraic operations, we can decompose the propagation func-

tion into the real part, α, which corresponds to the attenuation of the wave mag-

nitude, and the imaginary part, β, which corresponds to the phase velocity of the

wave propagation.

α =

√
1

2

√
R

Rs

√
1 +

√
1 + ω2R2

sC
2 (III.6)

β =

√
1

2

√
R

Rs

√
−1 +

√
1 + ω2R2

sC
2 (III.7)

Through Fourier expansion, the input square wave can be expressed as
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the sum of a series of harmonics.

ui(t) =
4

π

∞∑

k=1,3,5...

1

k
Sin(k

2π

Tp

t) (III.8)

We take the first seven harmonics to approximate the input square waves.

This approximation gives us very high accuracy, because the first seven harmonics

constitute 95% energy of the square wave.

For any input sinusoidal wave with radial frequency ω, the characteristic

impedance of the R,G,C transmission line is

Z0 =

√
R

G + jωC
=

√
RRs

2(1 + ω2R2
sC

2)
[

√
1 +

√
1 + ω2R2

sC
2+j

√
−1 +

√
1 + ω2R2

sC
2]

(III.9)

Denote vi,j,k as the voltage response at node i, assuming only the kth

harmonic of the jth source takes effect. We have following expression for vi,i,k, the

incident wave at the node i, caused by the kth harmonic of the input at the kth

driver.

If the driver is at any of the two ends of the transmission line, i = 0 or

i = n

vi,i,k =
Z0

Z0 + Rs

sin(kωt) (III.10)

If the driver is in the middle of the transmission line, i 6= 1, n

vi,i,k =
Z0

Z0 + 2Rs

sin(kωt) (III.11)

From equations (III.6), (III.7), (III.10), and (III.11), we can get the volt-

age response at node i, caused by the kth harmonic of the input signal of the jth

driver

vi,j,k = vj,j,ke
α+jβ (III.12)

The output voltage at the node i is

vi =
n∑

j=1

8∑

k

vi,j,k (III.13)

With following two assumptions :
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Table III.1: The calculated and simulated k-values for one-dimensional meshes
n 2 3 4 5 6 7 8

kcalc 1.14 0.462 0.474 0.263 0.193 0.153 0.113
ksim 1.00 0.401 0.364 0.227 0.186 0.149 0.103
n 9 10 11 12 13 14 15

kcalc 0.0917 0.0855 0.0742 0.0646 0.0577 0.0419 0.0381
ksim 0.0903 0.0847 0.0735 0.0606 0.0563 0.0412 0.0361

1. The input skew is smaller than the clock slew: T ¿ RsC

2. The clock period is much larger than the clock skew: 2π
ω
¿ RsC

The clock arrival time at node i can be approximated by

ti =

∑n
j=0

∑7
k=1 v̇i,j,k(t = ln2RsC)( i

n
T )

ln2
2

(III.14)

The global skew is

∆T = tn − t0 (III.15)

We calculate the k value as:

k =
R

Rs

ln
T

∆T
(III.16)

We list the calculated and simulated k-values in TABLE III.1. The first

row of the table lists the number of drivers driving the wire. The second row of

the table are the calculated values and the third row shows the k-values obtained

through SPICE simulation and least square linear regressions. When the number of

drivers is less than 5, the calculated values have relatively large errors comparing

with the simulation results. When the number of drivers is large, the k-value

obtained through simulation approaches the calculated asymptotic bounds.

Clock Skew on a Two-Dimensional Mesh

The clock skew on a two-dimensional mesh has similar behavior to that

on a one-dimensional mesh. We conduct following SPICE simulation to justify our

conjecture.
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Figure III.6: Circuit model used to calculate the skew on a mesh

Assuming an n by n resistive mesh, the resistance of each edge is R.

Under each crossing point, there is a load capacitance C. The mesh is driven at

each crossing point by an inverter with driving resistance Rs (Fig. III.6). The

input signal of inverter at the ith column and the jth row is Ti,j. Assume that the

maximum input skew among all the clock drivers is T . We consider following two

different cases.

• Case A: Ti,j = i+j
2(n−1)

T

• Case B: Ti,j = i
n−1

T

In Case A, the input delay of each clock driver is proportional to its

Manhattan distance to the lower left corner of the mesh. In Case B, the clock

drivers on the same column have same input delay. The input delay of each clock

driver is proportional to its distance to the left edge of the mesh. In this case, the

k value is equivalent to the “one-dimensional” mesh case with n shunt resistors in

a series.

We use SPICE simulation and least square linear regression to get the

different k values of above two different input skew patterns. TABLE III.2 lists the

results for those two cases. The error between two different input skew patterns
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Table III.2: k-value of clock meshes for different input skew patterns
n 2 4 6 8 16

k (Case A) 1.167 0.373 0.184 0.107 0.030
k (Case B) 1.00 0.364 0.177 0.103 0.031

is at most 17%, which occurs when the mesh is just a two by two mesh. When

the number of mesh columns and rows increases to 16, the error is only 3%. This

phenomena enables us to apply the analytical bound of the equivalent resistance

ratio of one-dimensional meshes to the two-dimensional meshes.

III.A.5 Optimization of Multi-level Clock Networks

For a uniform mesh, the resistance of a wire segment, R, is inverse pro-

portional to its width, w. We rewrite the skew expression ∆T = T · e−kRs/R as

∆T = T · e−k′Rsw . Where, k is a constant determined by the number of columns

and rows of the mesh, and k′ is another constant determined by the wire geometry

and material, (i.e. wire height, length, and metal conductivity). We formulate the

Optimum Balanced Clock Tree Augmentation Problem as the following nonlinear

programming problem.

MLMOP(Multi-Level Mesh Optimization Problem):

Min: ∆T = (· · · ((T1 · e−k1w1 + T2) · e−k2w2 + T3) · · ·+ Tn) · e−knwn(III.17)

S.t.:
n∑

i=1

liwi = A (III.18)

Where, the constant A is the total routing area budget for all the meshes.

li is the total wire length of the ith level mesh. Ti is the initial skew between level

i− 1 nodes and level i nodes on the H-tree. A, li, and Ti are all constants decided

by the dimension of the chip and the process variation model. The wire width of

the ith level mesh, wi, are variables.

In the above nonlinear program, the cost function (III.17) is the skew at

the bottom level leaves, and the constraint (III.18) is the budget of total routing
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area, which can be translated to the power consumption overhead. By solving this

non-linear program for any given total routing area of multi-level meshes, we can

find the minimum skew can be achieved by the multi-level mesh as well as the best

way to assign routing resources to meshes at different levels. From the property

of exponential functions, the equation (III.17) is a convex function. And because

the constraint (III.18) is also a convex set, we have following theorem about the

nonlinear program MLMOP.

Theorem 2 The local optimal solution of the nonlinear program MLMOP is also

the global optimum.

Because of the convex property of the skew function (III.17), many op-

timization techniques (e.g. many gradient methods and line search methods [2])

can be used to find the best wi assignment such that the skew is minimized. In

our experiments, we use the line search algorithm provided in the Optimization

Toolkit of Matlab to solve this nonlinear program.

III.A.6 Experimental Results

We apply our method to a clock distribution network design in 70 nm

technology. In our experiments setting, the chip size is 24 mm x 24 mm. We

synthesize a 4-level symmetric H-tree using the P-tree algorithm described in [5].

The first level mesh connects 4 leaf nodes of the first level H-tree. The length of

each segment is 12 mm, thus total wire length of the first level mesh is 48 mm. In

the second level mesh, 16 leaf nodes of the second-level H-tree are connected by a

4 by 4 mesh. The length of each wire segment is 6 mm, and total wire length is

144 mm. The third level mesh is an 8 by 8 mesh. The wire segment length and

the total wire length is 3 mm and 336 mm, respectively. The forth (bottom) level

mesh has a dimension of 16 by 16. The length of each wire segment and the total

wire length are 1.5 mm and 720 mm, respectively.

TABLE III.3 presents the optimized wire widths for each level mesh.
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Table III.3: Optimal wire sizing of a 4-level clock network
total area opt. wire width of each level mesh (µm)
(103µm2) 1st 2nd 3rd 4th

28.04 0.29 0.16 0.00 0.00
46.08 0.29 0.30 0.00 0.00
115.2 0.29 0.30 0.20 0.00
345.6 0.29 0.30 0.41 0.22
576.0 0.29 0.31 0.41 0.54

Table III.4: Skew comparison between single level and mutli-level meshes
total area skew

(µm2) S-Mesh (ps) M-Mesh (ps) imprv (%)
0.00 29.2 29.2 0
28.04 27.9 26.0 6.8
46.08 27.1 24.5 9.6
115.2 24.2 19.8 18.2
345.6 17.0 12.4 26.8
576.0 12.4 8.72 30.5

The first column shows the total routing area of meshes. The second to the fifth

column shows the optimized wire width of each level mesh. The result suggests

that when the routing resource budget is tight, we should put wire resources into a

higher (top) level mesh until that level saturates. When routing resource gradually

increases, we should put more wiring resources into lower (bottom) level meshes.

TABLE III.4 is the skew comparison between optimized multi-level meshes

and single level meshes. We obtain skews through SPICE simulation. In a single

level mesh, we put all of the resources into the bottom level mesh. From this simu-

lation, the more wire resource we used for the mesh, the more the optimized mesh

Table III.5: Skew comparison with supply voltage variations
total area multi-level mesh (ps) single-level mesh(ps)
(103µm2) Ave Worst Ave Worst

115.2 8.38 11.4 8.26 14.3
230.2 2.71 4.42 6.18 11.1
345.6 1.89 3.33 4.83 8.73
460.8 1.45 2.48 3.88 6.96
576.0 1.16 2.02 3.18 5.64
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Figure III.7: Delay of leaf nodes on an H-tree without mesh

reduces skew comparing with single level mesh. When we used only 2.804E4µm2

total wiring area, improvement from optimization is only 2.2%, however when we

use 5.76E5µm2 resources, the optimized mesh can reduce skew by 30%.

Fig. III.7 and Fig. III.8 demonstrate the effect of the mesh on clock

skew. In these two figures, the crossing points mean that the sink node at bottom

level H-tree, x- and y-axis indicate the position in a chip and z-axis is the delay

of sink nodes. Fig. III.7 shows the delay map for a H-tree without a mesh, and

Fig. III.8 demonstrate the case of a multi-level network. The worst local skew

and global skew in Fig. III.7 are 5.9ps and 29.2ps respectively. By adopting a

multilevel network, these values decrease to 3.1ps and 19.8ps respectively.

We test the robustness of the multi-level mesh against voltage fluctuation

in a set of experiments. In our experiments, we perturb the supply voltage of

each clock buffer randomly by 10%. For each pair of multi-level mesh and single

level mesh with same total routing area, we perform 10 simulations with different

random seeds. TABLE III.5 shows the average and the worst skew of these 10
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Figure III.8: Delay of leaf nodes on an H-tree with multilevel meshes

cases. Note that in the experiments, in order to focus on the voltage fluctuation

effect, we ignore the process variations. For the multi-level mesh with total area

5, the average and worst clock skew are 1.16ps and 2.02ps, respectively, which are

60% less than those produced by a single level mesh.

III.A.7 Discussions on Inductive Effect

In our previous analysis and experiments, we ignore the inductive effect

of interconnect. When the clock frequency keeps climbing, the inductance’s effect

becomes more and more important. However, a lot of techniques can be used to

control the parasitic inductance of clock interconnect, such as grounded shielding

and using differential signals. In [24], a set of rules have been developed to help

us deciding under which conditions the inductive effect can be ignored. According

to [24], the error between RC and RLC representations will not exceed 15% for a

single wire, if i) CL À C, ii) R/Z0 > 2, and iii) R1 > nZ0, where n is a constant

with value between 0.5 and 1, CL is the loading at the far end of the line, C is the
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wire capacitance, and Z0 is the characteristic impendence of the wire.

On the top level of our proposed multiple level mesh, the load capacitance

CL has value of 149.4fF, which is much larger than 14.3fF, the wire capacitance C.

For a pair of 1.2cm copper differential wires with minimal wire spacing on metal

layer 10, the inductance is 2.7nH [8]. At the frequency of 2GHz, with the clock

slew of 50 ps, the characteristic impendence of the differential pair is 139Ω, which

is much smaller than 5130Ω, the wire resistance, and also smaller than 367Ω, the

driving resistance.

We conduct a SPICE simulation for a multiple level clock network using

both RC and RLC circuit models. In our experiments, we use FastCap and

FastHenry to extract the values of parasitic capacitance and inductance. When

extracting the frequency dependant resistance and inductance values, we assume

the return path is parallel to the wire with a 1um separation. At 2GHz, the error

on maximum skew between RC and RLC circuit is less than 1%.

III.A.8 Conclusion and Future Directions

We demonstrated the effect of the mesh network to clock skew. From the

result of the simplified circuit, the skew decreases proportionally to the exponen-

tial of −Rs/R. This analytical relation can be used to guide the design of hybrid

mesh/tree clock networks. We propose to use a hybrid multi-level mesh/tree struc-

ture to reduce the clock skew. By solving a very simple non-linear programming,

we can get the optimum resource distribution among the meshes in different levels.

Our experiments show that by adding an 16 by 16 mesh at the bottom level leaves

of an H-tree, the clock skew can be reduced from 29.2ps to 12.4ps and the opti-

mized hybrid multi-level mesh and tree structure produces a clock skew of 8.72ps,

which is 30% less than the single level mesh. The experiments also demonstrate

that the optimized hybrid multi-level mesh and tree structure is much more robust

than a single-level mesh and tree structure in the presence of voltage variations.

Some interesting future research directions include:
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• Theoretical analysis of clock signal propagation on a uniform mesh

• The behavior of RLC mesh in the multigiga hertz range

• The use of a non-uniform mesh to further reduce the clock skew

III.B PVT Variations Aware Clock Tree Synthesis in the

Presence of Routing Obstacles

This paper describes a clock tree synthesis methodology for high perfor-

mance ASICs. The main goal is to produce process, voltage, and temperature

(PVT) variations tolerant clock distribution network in the presence of complex

rectilinear routing obstacles. We introduce three key ideas. First, we note that not

all data paths between registers have same sensitivity to the clock uncertainty. [53]

The proposed methodology respects this difference, and let those more sensitive

to the clock uncertainties share longer common path in the clock tree. Second,

we use extended Delaunay triangular mesh to represent the physical proximity of

clock sinks in the presence of routing obstacles. Based on the physical proximity

information and timing constraint information, we use recursive graph partitioning

to generate the initial clock tree topology. Third, we adopt multi-level optimiza-

tion techniques to refine the clock tree topology and physical embedding. [36] The

topology and embedding is optimized with accurate timing and wire length es-

timation. Experimental results show significant improvements on PVT variation

tolerance with little wirelength overhead.

III.B.1 Introduction

Motivations

With rapidly increasing clock frequency, the clock uncertainties intro-

duced by process, voltage, and temperature (PVT) variations consume significant

portion of a clock cycle time and consequently decrease the circuit performance [35].
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Designing a PVT variation tolerant clock distribution network becomes a vital part

of high performance digital circuits. Recently, non-tree clock distribution topolo-

gies [47] [49] have been proposed to reduce the clock uncertainty by adding shunt

connections. Some of them have been applied to the high performance processor

designs [15][19][1]. However, for the automated ASIC design flow, the tree struc-

ture is still favorable for following two reasons. First, the tree structure is easier

to analyze and can be integrated into current static timing analysis flow. Second,

tree consumes less routing area and hence has lower power consumption and causes

less routability problems.

For clock tree synthesis and routing algorithms, one practical challenge

is the existence of routing obstacles. The state-of-the-art SoCs usually consist of a

number of memory blocks and IP macros. Some of these blocks form the routing

obstacles for clock wires. If the clock topology generation algorithm does not take

the routing obstacles into account, resulted clock tree may have a lot of undesired

wiring detours, which may cause severe skew and routability problemes. In this

paper we present an automated clock tree synthesis tool for high performance

digital circuits. The tool handles rectilinear routing obstacles and produces PVT

variation tolerant clock tree with short total wire length.

Previous Works

As a classic CAD problem, clock tree synthesis has received intensive re-

search efforts in the past twenty years. The proposed clock tree topology generation

algorithms can be roughly classified into three categories: top-down partitioning,

bottom up merging, and iterative searching. The main objectives are balancing

the load, minimizing the total wire length and delay.

The median and mean method (MMM) proposed by Jackson et al. [11]

recursively partition the clock sinks on a plane according to the locations. This

method produces a well balanced topology. However, it does not consider routing

obstacles.
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The geometric matching [12] and greedy-DME [6], uses bottom -up match-

ing to construct the tree topology. These methods depend on the dynamic nearest

neighbor queries, which is computationally expensive in the presence of routing

obstacles. In a Manhattan plane without obstacles, the shortest path query only

takes O(1) time, while with obstacles, the fastest algorithms have a time complex-

ity of at least O(m log m), where m is the number of corner nodes of all obstacles.

Ellis et al.[7] and Chou et al. [5] both used simulated annealing to search

for the optimal tree topology. Multiple objectives are optimized simultaneously in

the simulated annealing framework.

Recently, several works target at the variations aware clock tree synthesis.

Velenis et al. [21] first noticed that not all datapath have the same sensitivity to

the clock uncertainty, and use a sequential merging scheme to construct the clock

tree topology. Their method does not use any physical proximity information. It

may results in excessively large total wire length, and the tree topology may be

very unbalanced.

In [10], Hu et al. extended the DME [2] algorithm to accommodate the

permissible clock uncertainty constraints for a given clock tree topology. This

method can significantly reduce the timing violations caused by the process vari-

ations on the interconnect. However, since the tree topology is generated by the

non-variations-aware DME algorithm, it could not reduce the clock uncertainties

caused by the voltage variations on the clock buffers, which is believed to be one

main cause of clock uncertainties. In [3], the clock sinks are partitioned into groups,

the algorithm reduces the wirelength by only minimizing intra-group skew values.

Our Contributions

As stated in [52], only small portions of the datapaths in synchronous

circuits are most sensitive to the clock uncertainties. For those registers, we ought

to put them topologically close to each other in the clock tree. At the same time,

in order to minimize the total wire length, we also need to consider the physical
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proximity between clock sinks when we construct the clock tree. We extend the

basic Delaunay triangulization by adding virtual nodes to the boundary of the

obstacles. The extended Delaunay triangular mesh provides a graph representation

of the spatial relation of the clock sinks. We combine the Delaunay triangular

mesh with the clock uncertainty constraint graph and use graph partitioning to

balance the PVT variation tolerance and total wire length cost. We use multi-

level optimization to further refine the clock tree topology with actual physical

embedding information. We utilize the accurate wirelength and delay estimations

based on actual physical embedding to guide the search of optimal topology. The

main contributions of this work are:

• We explicitly address the requirement of both clock uncertainties and wire-

length minimization in the clock tree topology generation. By considering

both the spatial and temporal relations between clock sinks, we reduce the

number of timing violations by 88% with only 1.5% of wire length increasing.

• We use extended Delaunay triangular mesh to represent the physical prox-

imity information in the presence of routing obstacles.

• We adopt a multi-level optimization technique to simultaneously refine the

clock tree topology and embedding. With multi-level optimization technique,

we are able to synthesis clock tree with 200K flip-flops, 1.6 million timing

constraints, and 200 routing obstacles within 6 hours.

The rest of this paper is organized as follows. In Section II, we formulate

the PVT variations aware clock tree synthesis problem. We then describe the flow

of the methodology in Section III. In Section IV, we present the initial clock tree

topology generation by recursive graph partitioning. After that, we introduce the

multilevel optimization framework for clock tree topology refinement and physical

embedding. We show experimental results in Section VI. Finally, we conclude the

paper in Section VII.
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III.B.2 Problem Statement

We formulate the PVT variation aware clock tree synthesis problem in this

section. In subsection A, we clarify the definitions of skew and clock uncertainty,

and discuss their effect on circuit behavior. In subsection B, we present the problem

formulation.

Clock Uncertainties and CRPR

We make distinction between clock skew and clock uncertainties. In this

paper, we refer clock delay to the signal propagation delay from the clock source

to the clock input pins. For a pair of registers, A and B, the difference of clock

delay ta and tb can be decomposed into two parts, the deterministic part and the

probabilistic part. We call the deterministic part ta − tb the skew, which is due to

the designed mismatch of delay and can be calculated using nominal design values.

We call the probabilistic part, ∆a,b, the clock uncertainty, which is caused by the

PVT variations. Figure 1 shows a schematic of a datapath in sequential circuits.

Assuming the combinational logic has maximal delay Dmax and minimal delay

Dmin, we have following two timing constraints.

ta + Dmax + tsetup − tb + ∆a,b ≤ tp (III.19)

ta + Dmin − tb −∆a,b ≥ thold (III.20)

According to above two constraints, the clock skew ta− tb, may be useful

and can be introduced intentionally [8]. On the other hand, the clock uncertainties

∆a,b are always harmful to the performance and reliability of the circuits. Tradi-

tionally, the designers use a certain portion of the clock delay, e.g. 15% of the

insertion delay, as a safe margin of the clock uncertainty estimation. However, this

approach overestimates the clock uncertainty. From Figure III.B.2, we see that

the delay variations on the common path in the clock tree do not contribute to the

clock uncertainty between two registers. Only the variations on the distinct paths

make the contribution. The state-of-art static timing analyzer[22] has already
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Figure III.9: Clock Uncertainties and Timing Constraints in Sequential Circuits

implemented the clock reconvergence common path removal (CRPR) algorithm,

which can exclude the pessimism introduced by considering the variations on the

common path. In this paper, we use a constant portion of the delay from the near-

est common ancestor to the clock sink as the estimation of the clock uncertainty

between two registers. We call this constant as the clock uncertainty coefficient,

k.

PVT Variation Aware Clock Tree Synthesis Problem

Let S = {si = (xi, yi)} denote a set of clock sinks on a Manhattan

plane and s0 the clock source. Each clock sink si has a capacitive load Ci. The

routing blockages B are a set of rectangles on the plane. And ui,j is the maximum

permissible clock uncertainty between register i and register j. Clock tree T (S) is

a tree rooted at s0 and spanning on the union set of Steiner points S ′ and clock

sinks S. We formulate the PVT variations aware clock tree synthesis problem as

follows.

PVT Variations Aware Clock Tree Synthesis Problem: Given

a set of clock sinks S=(xi,yi,) on a Manhattan plane, a set of rectangular routing

blockage B, the permissible clock uncertainty between clock sinks ui,j, the clock

uncertainty coefficient k, construct a buffered clock tree T(S), such that the total

wirelength is minimized while all the permissible clock uncertainty constraints are
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met.

An alternative way to formulate this problem is to maximize minimum

slackness for given total wire length or power budget. This formulation is a dual

of our formulation, and the proposed method can solve both problems.

III.B.3 Overall flow of the methodology

Figure 3 shows the pseudo code of our PVT variations aware clock tree

synthesis algorithm. The algorithm inputs the clock sink distributions, routing

obstacles, and maximal pairwise clock uncertainty constraints. it proceeds mainly

in three steps. First, it extracts the spatial relation and temporal relation between

clock sinks using extended Delaunay triangulization, and generate the initial tree

topology by recursive partitioning. The tradeoff between wire length and PVT

variation tolerance is controlled by the net weighting. Then, a multi-level op-

timization scheme refines the tree topology and routing with accurate physical

embedding information. Finally, we tune the buffer size and wire size to further

improve the solution quality.

III.B.4 Initial tree topology generation

In this section, we describe our method for initial clock tree topology gen-

eration. In subsection A, we first introduce the extended Delaunay triangulization

and prove several useful properties of it. Then, we describe our initial topology

generation algorithm in subsection B.

Extended Delaunay Triangulization

Delaunay triangulization and its dual format, Voronoi diagram, have been

used in several clock tree synthesis algorithms for simple representation of near

neighbor information of objects in a 2D space [7]. However, in large ASIC designs,

the existence of various routing blockages distorted the original distance matrix

and makes the distance computation much more expensive.
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Figure III.10: PVT Variations Aware Clock Tree Synthesis Algorithm
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Figure III.11: Shadow region and direct virtual node insertion

The Voronoi diagram problem in the presence of obstacles is referred as

geodesic Voronoi diagram problem. Many algorithms have been proposed for the

construction. However, most of them require the support of complicated data

structures [9]. In our application, we only need a basic representation of the

geometrical proximity structure. We extended the basic Delaunay triangulation

by adding virtual nodes to the boundaries of the obstacles.

In order to describe the virtual nodes adding scheme, we first introduce

the concept of a shadow region. Figure III.B.4 shows an example of a shadow

region. Without loss of generality, we assume that AB is the right boundary of

a rectangular obstacle. We draw a square AA′B′B. Let O be the center of the

square. We take away the triangle OA′B′, the rest of the square is called the

shadow region of obstacle boundary AB.

Given a set of points, V , and a set of rectangular obstacles, B, we con-

struct the extended Delaunay triangular mesh in following steps. First, we add

every corner point of the obstacles to the virtual nodes set V ′. Then, we construct

the shadow region for each obstacle boundary segment. For every node vi lies

inside the shadow region of obstacle boundary AB, we obtain its projection, v′i, on

AB and add virtual node v′i to the virtual node set V ′. We compute the Delaunay

triangulization on point set V + V ′. By deleting all of the edges crossing obsta-



83

�

��

��

��

�

��

��

��

��

�

Figure III.12: Proof of Theorem 1

cles, we obtain the extended Delaunay triangular mesh Gs = (V + V ′, Es). For

the correctness of our virtual node insertion and edge deletion scheme, we prove

following lemmas and theorems.

Lemma 1: Assume an obstacle boundary edge, l, and a node v. From

node v, draw two lines each with the slope of +1 and −1. Let these two lines

intersect l at v1 and v2, respectively. If there is a virtual node v′ between v1

and v2, then there is not edge in the Delaunay triangular mesh incident to v and

intersects l.

Sketch of the proof: From Figure 4, we see that if there is an edge of

Delaunay triangular mesh starting from v intersect with l at point x. The Man-

hattan distance between v′ and x is always smaller than the Manhattan distance

between v and x, which contradicts to the definition of Delaunay triangulization.

Hence, such edge does not exist.

From Lemma 1, we prove following theorems. The first theorem shows

the correctness of virtual node insertion, and the second theorem shows that the

graph will not become disconnected after edge deletion.

Theorem 1: Assume an obstacle boundary edge, l, and a node v. From
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node v, draw two lines each with the slope of +1 and −1. Let these two lines

intersect l at v1 and v2, respectively. If there is a virtual node v′ between v1

and v2, then there is not edge in the Delaunay triangular mesh incident to v and

intersects l.

Theorem 2: The extended Delaunay triangular mesh is connected after

deleting all the obstacle crossing edges.

Assume there are n points and k rectangular obstacles on the plane. The

extended Delaunay triangulization has following properties.

Lemma 2: The total number of virtual nodes is O(n) + O(k)

Lemma 3: The extended Delaunay triangulization can be conducted in

O((n + k) log(n + k)) time.

Lemma 4: On an extended Delaunay triangular mesh G = {V +V ′, E}
, if shortest paths between node A and node B are all non-x-monotone or non-y-

monotone, all these paths must contain at least one virtual node.

Topology Generation through Graph Partitioning

We take the union of the extended Delaunay triangular mesh and clock

uncertainty constraint graph, and use recursive graph partitioning to generate

the tree topology. The key of this process is the edge weight assignment. For

a Delaunay triangular mesh G = (V + V ′, E) we assign the edge weight using

following equation:

c(e) =
MAXdist(e′)

dist(e)α
(III.21)

The intuition behind this equation is that the cost of separating two nodes should

be inversely proportional to the physical distance between them. In our imple-

mentation, we set the value of α to 1.0. For clock uncertainty constraint graph

G = {V,E} , the edge weight is set using equation c(u, v) = ke
1

∆u,v , where, ∆u, v

is the maximal permissible clock uncertainty between node u and node v. The

constant k is decided by the ratio of the total edge weight of Gt and Gs. In our

implementation, the value of k is set to let the total edge weight of Gt and Gs
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Figure III.13: Extended Delaunay Triangulization and a Bi-Partitioning of Trian-

gular Graph

to be equal. The k value decides the tradeoff between PVT variations tolerance

and wire length. Choosing the larger k implies higher preference for variations

tolerance while the smaller k gives the preference to shorter wire length.

Note that when constructing the Delaunay triangular mesh, we do not

distinguish the flip flops and the virtual nodes. The weight of each edge is assigned

purely based on the physical distance. The flip flops and the virtual nodes are

distinguished by different node weight. When we do partitioning, the node weight

of a flip flop is proportional to its capacitive load, while all the virtual nodes have

zero weight.

Figure 5 shows an example of a bipartitioning on an extended Delaunay

triangular mesh. Figure 5(a) illustrates the clock sinks distribution and routing

obstacles. Figure 5(b) is the extended Delaunay triangular mesh and its 2-way

partitioning. The dashed line illustrates the cut line of the graph. With this

partition, the clock sinks are clearly partitioned into two parts by its physical

location and no obstacle is immersed inside the points set of the same cluster.
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Figure III.14: A v-cycle of multilevel clock tree refinement

III.B.5 Multi-level refinement and tree embedding

The recursive graph partitioning presented in the previous section pro-

duces a good balance between physical proximity and temporary constraints. How-

ever, at the abstract level of graph partitioning, there is a lack of detail physical

embedding information; the optimization can not be driven by accurate wirelength

and delay cost. Hence, the topology generated is suboptimal. We adopt a multi-

level optimization scheme to further improve the clock tree topology and embed-

ding. While exploring the search space of different topologies, we simultaneously

construct the physical embedding and insert buffers. The accurate wirelength and

delay estimations guide the topology optimization. According to our experiments,

the multi-level refinement can improve the total wirelength by 10% to 15% as well

as reduce the number of timing violations by 10% to 30%.

Figure 6 illustrates the process of a ”v-cycle” in the multilevel clock tree

refinement. The procedure starts from the finest level optimization, where the

permutation of the leaf level nodes is optimized. Through a coarsening process, we

optimize the tree topology at a higher and higher level. At level i, the permutation

of the ith level subtrees are optimized. When we finish the bottom level optimiza-

tion, we go back to a refinement process, where the optimizations are performed at

finer and finer level. We repeat this V-cycle several times, until we find a satisfied
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solution or the quality of solution can not be improved. Typically, it takes 4 to 6

V-cycles to optimize a clock tree with about 200K clock sinks.

At level i, a low temperature simulated annealing procedure optimizes

the permutation of the ith level subtrees. The cost function used for simulated

annealing consists of three parts, the total wirelength, the insertion delay, and

the clock uncertainty constraints violations. The fundamental movement of the

simulated annealing is an exchange of subtrees rooted at the same level [5]. A fast

clock tree embedding subroutine incrementally constructs the embedding of the

tree and calculates the cost for simulated annealing.

In order to accelerate the wire length and delay estimation, we adopt a

simplified tree embedding and buffer insertion scheme. The buffer insertion scheme

is a simple fanout rule based insertion. We restricted the clock buffers to be placed

only at the Steiner points, and enforce the load to input capacitance ratio for every

clock buffer as a constant, for example, 4. This scheme requires O(log n) time for

an incremental adjustment.

The embedding algorithm is based on bottom-up merging. At each non-

leaf node in the tree structure, we record the location of the center of mass for the

subtree rooted at that node. When we merge two nodes, we use Dijkstra’s shortest

path algorithm on the Delaunay graph to find a path between two nodes and let all

L shaped connections bend toward the center of mass of the subtree rooted at its

parent node. We use Tsay’s zero skew emerging scheme [20] to decide the location

of tapping points and apply wire snaking to balance the delay when needed. This

scheme requires only O(log n) time for an incremental tree construction.

After obtaining the optimized topology, we can use DME algorithm to

find the best embedding and use more accurate delay calculation methods to adjust

the tapping point position and buffer sizes.
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Table III.6: Comparisons between our method and DME
ckt PVAT DME

#vio MV(ps) w.l.(mm) cpu(s) #vio MV(ps) w.l.(mm) cpu(s)
r1 7 61 188.1 9.2 45 165 187.2 0.1
r2 5 107 362.3 16.0 63 331 355.0 0.3
r3 9 375 447.6 47.6 82 979 443.9 0.4
r4 14 214 906.1 103.4 295 642 894.2 2.6
r5 28 213 1340.9 189.7 457 1204 1316.9 7.4

III.B.6 Experimental Results

We implement the clock tree synthesis flow in C programming language.

We use Metis library [14] for graph partitioning and Triangle 1.5 package [23] for

Delaunay triangulization. The platform is a 2.4GHz Pentium 4 desktop running

Linux.

We perform two sets of experiments. First, we compare the performance

of our methodology with DME algorithm on a set of publicly available benchmarks

[24]. This set of benchmarks does not contain routing obstacles. Then, we demon-

strate the experimental results on a large synthetic benchmark. The design has

200K flip flops, 1.6million timing constraints and 200 rectangular routing block-

ages. The chip size is 14 mm by 14 mm. The capacitive load of each flip flop is

3.4fF.

We randomly generate the permissible clock uncertainty constraints for

all pairs of flip flops. For any pair of flip flops, we assume there is a data path

between them with probability 0.1. If there is a data path between two flip-flops,

we assume the maximal permissible clock uncertainty between them is a random

number uniformly distributed in the range of 1 to 1000 ps.

We generate clock trees using both our program and the DME algorithm.

The original DME algorithm generates unbuffered clock trees. We use the same

buffer insertion/sizing routines we used in our PVAT algorithm to insert the buffer

on the clock trees generated by DME algorithm. We extract the SPICE netlist

from the routed clock tree. We set all the R, C values, supply voltages, and
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transistors lengths to be random variables with Gaussian distribution. The 3σ

values are 10% of their nominal values. To model the temperature variations, we

sweep the environment temperature from 20C to 80C. Due to the simulation tool

limitation, we did not model the effect of the on-chip temperature gradient. Part of

its effect is reflected by the interconnect resistance variations. We perform Monte

Carlo analysis using HSpice. We get the clock uncertainty by taking the maximal

difference between clock delays of two flip-flops in 40 runs of HSpice simulations.

Table 1 are the comparisons between our method and DME algorithm.

Column 2 to column 5 are the results of our algorithm. Column 6 to column

9 list the results for DME. The second and the sixth columns are the numbers

of clock uncertainty violations. Our method on average has 12.6 violations for

every circuit while the DME has 108. The third and the seventh column show the

maximal violations. Our method reduces the average value of maximal violations

by 70%. The fourth and eighth columns are total wirelength. Comparing with

DME, our method only increase the wirelength by 1.5%.

Figure 7 shows the top level routing with routing blockages for the large

scale testcase. We can see from the figure that the existence of obstacles signif-

icantly distorted the physical proximity structure. Our program completes in 6

hours. Among the 1.6 million clock uncertainty constraints, only 65 of them are

violated.

III.B.7 Conclusions and Future Directions

We present a novel clock tree synthesis methodology for high performance

ASICs. The proposed scheme recognizes different requirements on clock uncer-

tainty by different data path and let the registers on the two ends of a critical

path share more common path on a clock tree, thus decrease the effect of clock

uncertainty caused by PVT variations. We use an extended Delaunay triangular

mesh to represent the clock sink proximity in the presence of routing obstacles.

Taking both spatial and temporal relations into consideration, we use graph par-
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Figure III.15: Clock tree for a 200K flip-flops, 200 obstacles chip top level route

are shown, small black squares indicate the root of local routing trees
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titioning to get an initial clock tree topology. We then refine the clock topology

and embedding through a multi-level optimization process.

Experimental results show that our method produces only one ninth of

the clock uncertainty violations comparing with DME algorithm. It reduces the

maximal violations by 70% with only 1.5% increase in wirelength. We also demon-

strate that our algorithm can complete a complex design with 200K flip-flops, 1.6

million timing constraints, and 200 rectangular routing obstacles in 6 hours of CPU

time.

Our ongoing efforts include following:

• Integrate the proposed clock tree topology generation method with variation

aware clock embedding/routing [7].

• Better post processing method including wire sizing, variations aware buffer

insertion.

• Clock tree topology generation considering more grouping constraints, e.g.

clock gating, multiple clock domains, etc.

III.C A Multi-Level Transmission Line Network Approach

for Multi-Giga Hertz Clock Distribution

In high performance systems, process variations and fluctuations of op-

erating environments have significant impact on the clock skew. Recently, hybrid

structures of H-tree and mesh [2,15,18,19] were proposed to distribute the clock

signal with a balanced H-tree and lock the skew using the shunt effect of the mesh.

However, in multi-giga hertz regime, the RC model [15] of the mesh is no longer

valid. The inductance effect of the mesh can even make the skew worse. In this

section, we investigate the use of a novel architecture which incorporates multiple

level transmission line shunts to distribute global clock signal. We derive the ana-

lytical expression of the skew reduction contributed by the shunt of a transmission
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line with the length of an integral multiple of clock wavelength. Based on the

analytical skew expression, we adopt convex programming techniques to optimize

the wire widths of the multi-level transmission line network. Simulation results

show that the multilevel network achieves below 4ps skew for 10GHz clock rate.

III.C.1 Introduction

With increasing clock frequency, the clock skew caused by many non-

deterministic factors such as process variations, supply voltage fluctuation and

temperature gradient consumes a significant portion of clock period. For high per-

formance synchronous circuitry, the design of a robust global clock distribution

system which can sustain various parameter variations becomes an increasingly

difficult and time-consuming task.

RC shunted networks have been successfully used to reduce the clock skew

under process variations. In [11], three wide spine shunts are adopted to reduce

the skew between the leaf nodes of a very deep buffer tree. In [15,18,19], a clock

mesh driven by balanced H-tree is used for global clock distribution. In [2,15],

multiple level shunts are applied to further reduce the clock skew.

However, when the clock frequency increases to multi-giga hertz range,

the inductance effect of the shunt wires becomes significant. At 10GHz clock rate,

the time of flight between two corners of a chip is comparable to the clock cycle.

The RC model [15] of the shunt effect is no longer valid. The inductance of the

shunt can even cause worse skew. We have to view the shunt wires as transmission

lines.

On the other hand, a transmission line with a properly tailored length

can lock the oscillators together. Galton et al [7] showed that when the wire

length is shorter than one quarter wavelength, the transmission line can synchro-

nize oscillators both in phase and magnitude. Several other researches utilized the

synchronization capability of the transmission line in clock distribution by con-

necting the distributed PLLs together with transmission lines [8,9,20]. In order to
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compensate the lossy nature of the on-chip transmission lines, [14] used distributed

transconductors along the transmission line to generate the standing wave.

In this paper, we propose a hybrid structure of H-tree and the transmis-

sion line shunts. We simplify the clock to differential signals of sinusoidal waves.

The transmission lines are driven at discrete points and bent into spiral pattern

in order to shunt the drivers of the H-tree. The drivers of the H-tree are shunted

level by level. The shunt lengths between the drivers are an integral multiple of

wavelength. For an ideal case that the line is lossless, a standing wave can lock

the clock drivers to zero skew. For lossy shunts, we derive the skew reduction as a

function of the wire width. We optimize the wire widths of the multi-level network

based on the analytical skew function.

Comparing with other methods, the proposed global clock distribution

architecture enjoys several advantages. First, there is no direct feedback path

from the transmission line network to the clock source. The transmission lines are

linear network and thus the design and optimization involve no active components.

Second, the energy storage capability of the locked standing wave in the transmis-

sion line can mitigate the clock jitter. And finally, the power consumption of the

whole network is much less because the resonance effect of the transmission line.

Our contributions in this paper include:

• We derive the analytical expression of the skew reduction effect of a multiple

wavelength-long transmission line shunt.

• We propose to use multi-level spiral networks for multi-giga hertz global clock

distributions.

• We adopt a convex programming technique to optimize the wire widths of

spirals of each level. Simulation results demonstrate that the optimized clock

network can achieve below 4ps skew at 10GHz.

The rest of this paper is organized as follows: In Section 2. we formu-

late the optimal hierarchical transmission line spiral network sizing problem. In
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Section 3, we derive the analytical skew expression for multiple wavelength long

transmission line shunted network. In Section 4, we describe the implementation

of multiple level transmission line spiral network structure and use convex pro-

gramming approach to optimize it. We then present the experimental results in

Section 5. Finally, we conclude the paper in Section 6.

III.C.2 Problem formulation

The goal of this work is to construct a global clock distribution network

that has a working frequency higher than 5GHz and yet robust against various

parameter variations. In this section, we first address the inductive effect on shunt.

Then we propose to use differential sinusoidal wave to distribute global clock signal.

We describe the model of variations in 2.3, and introduce the multi-level network

in 2.4. After that, we formulate the optimal spiral sizing problem in 2.5.

Inductance Diminishes Shunt Effect

With rapid increasing of clock rate, the inductance makes skew reduction

effect of shunt diminish and even makes the skew worse. In the circuit shown

in Figure III.16 two identical clock drivers with input skew T are shunted by a

segment of RLC wire. The shunt connection is a 0.5um wide, 1.2cm long copper

wire on the 6th metal layer. The R, L, C, the wire inductance, resistance and

capacitance values are 2.6nH, 544Ω and 4.6fF, respectively. We set the driving

resistance Rs to be 600ohm and the input skew between two drivers to be 20ps.

Table III.7 shows the simulated value of skew at different frequencies. At

0.5GHz, because of the shunt effect, the clock skew between 1 and 2 is reduced from

20ps to 3.9ps. However, at the frequency of 5GHz, the skew between nodes 1 and 2

becomes 26ps, which is even larger than the input skew. The reason why the shunt

effect get diminished is that when frequency is above 5GHz, the natural frequency

of the shunt wire segment, = 10GHz is comparable to the clock frequency, which

makes the wire no longer behave as RC circuit, and the transmission line effect
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Figure III.16: Two clock drivers shunted by a lumped RLC line

Table III.7: Skew and frequency relation of a shunt segment
f(GHz) 0.5 1 1.5 2 3 3.5 4 5

Skew(ps) 3.9 4.2 5.8 7.5 9.9 13 17 26

must be considered.

Differential Sinusoidal Wave

We adopt differential sinusoidal waves in the global clock distribution.

The sinusoidal waveform simplifies the analysis of resonance phenomena of the

transmission line. And the differential signals provide well controlled current return

loop, thus improve the predictability of inductance value.

A practical concern is how to distribute a square-wave clock signal instead

of sinusoidal ones to the clocking elements all over the chip. One approach is that

we can use a sinusoidal standing wave to distribute the global clock signal to regions

on a chip, and convert it into digital signal at each local region. This approach has

been successfully applied to several high-speed clock distribution systems [14][5][7].
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In [14], a two stage clock buffer that can convert low-swing differential

sinusoids to digital levels. The buffer has two stages. The first stage is a differential

amplifier and the second stage uses a cross-coupled inverters and a shunt resistor to

convert the sine wave to square one. This buffer can achieve below 1ps amplitude-

dependant skew.

Model of parameters variations

represent the systematic spatial variations on wire widths and transistor

lengths [12]. For any location (x, y) on the chip, the actual geometrical parameter

d = d0 + kx · x + ky · y, where d0 is the nominal parameter and kx, ky are the

horizontal, vertical variation coefficient, respectively. Without loss of generality,

we assume that the origin of the coordinate (0, 0) locates in the center of the

chip, and kx, ky are positive numbers. We set the maximum variations across the

chip to be ±10% of the ideal value [3]. We choose this ”pseudo-deterministic”

linear variation model because it can be regarded as a ”worst case” scenario of the

probabilistic variations. However, it is easy to replace that with more sophisticated

variation model in our design framework.

We also take the supply voltage fluctuation into account when we analyze

the clock skew. In this paper, we assume that the supply voltages of all the clock

drivers are a set of independent random variables within ±10% of the nominal Vdd

value.

Hybrid H-tree and shunt network

We tailor the natural frequency of the shunt wire to reduce the skew

between clock terminals. Figure III.17 shows a hierarchical transmission line spirals

network for global clock distribution. Each spiral consists of a pair of multiple

wavelength long coplanar differential transmission line. Clock drivers are evenly

distributed on every spiral and the separation between two neighboring drivers is

one wavelength. An H-tree distributes the sinusoidal clock signals from the center
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(a) H-tree (b) Spirals driven by H-tree

clock drivers

Figure III.17: Multi-level Tansmission Line Spirals Network

of the chip to all the clock drivers. The signal arriving time of all the clock buffers

on the same spiral is designed to be equal.

The proposed symmetrical global distribution network distributes low

skew clock signals to the lowest level spiral. For each local region, a local distri-

bution tree or mesh is needed to send clock signals from the clock buffers on the

lowest level spiral to clocking elements. The clock buffers decoupled the global dis-

tribution network and lock distribution network. The skew on the global network

is mainly caused by parameters variations.

Problem statement

For same amount of routing resources, assigning them to the spirals at

different level may have different impact on the clock skew. In this paper, we are

interested in the optimal way to distribute the routing resources to the spirals at

different levels such that the minimum skew is achieved on the bottom level spiral

with given routing area budget.

We formulate this problem as the following optimum hierarchical trans-

mission line spirals sizing problem.

Optimum Hierarchical Transmission Line Spirals Sizing Problem:

Given: model of parameters variations.

Input: H-tree and n-level spiral network
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Figure III.18: Two sinusoidal sources with phase shift shunted by a wavelength

long transmission line

Constraint: total routing area

Object Function: minimize the skew on the bottom level spiral

Output: The optimum wire width wi of spirals at level i, for i =1 to n, such that

the clock skew is minimized

An alternative formulation to the above one is to minimize the total

routing area under given skew tolerance. These two formulations are dual. The

solution of one problem can be used to solve another one.

III.C.3 Skew reduction effect of transmission line shunts

Two sources case

We use a simplified circuit model shown in Figure III.18 to study the

skew reduction mechanism of a one wavelength long transmission line shunt. In

Figure III.18, two clock drivers with driving resistance Rs and input phase shift

(skew) Φ are connected by an RLGC transmission line of exactly one wave length

long. The output at two separated terminals, V1 and V2 are synchronized together

by the transmission line. Figure III.19 shows the simulated wave forms. The input

skew between input voltages Vs1 and Vs2 is 30 degree, the resulted skew between

output voltages V1 and V2 is only 0.7 degree.

Assume that input skew is small and R < ωL, by superposition of all

possible traveling and standing waves in the transmission line we obtain following
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Figure III.19: Simulated waveform of two sources shunted by one wavelength long

transmission line

skew expression. The detail derivation is shown in the Appendix.

∆Φ =
1− e−

πR
ωL

1 + e−
πR
ωL

Φ (III.22)

From the skew equation (1), we observe that when resistance R ap-

proaches zero, the transmission line becomes lossless. As a result, ∆Φ, the phase

shift between voltages V1 and V2, also approaches zero. Two clock drivers get fully

synchronized. When R approaches infinity, nodes 1 and 2 are open. There is no

shunt effect. The phase shift between nodes 1 and 2 remains the input phase shift,

Φ.

We use SPICE simulation to validate our skew expression (III.22). We

sweep the value of unit length resistance R from 0.5kΩ/m to 200kΩ/m, and driving

resistance Rs from 5 to 10 times of the characteristic impedance of the transmission

line. We set the clock frequency to be 10.336GHz and the input skew Φ to be 45

degree. We use the W-element model in HSPICE to simulate the transmission line

behavior. Fig. 5 illustrates both simulated data points and the curve of equation

(1). In the range we tested, the analytical skew expression (1) produces less than

2 percent error. In the figure, when R is small, the simulated results match the

skew equation very well. When R is larger than 100 kΩ, small errors appear.

One possible explanation of the errors is that when R is big enough, the wave

propagation speed will be changed, which makes the transmission line no longer

exactly one wavelength long.
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Table III.8: Skew on a spiral from simulation and calculation
Skew IIa IIb IIc IIIa IIIb IIIc

Sim. (ps) 2.04 2.03 2.01 3.77 3.76 3.75
Cal. (ps) 2.21 2.21 2.21 3.95 3.95 3.95
Err. (%) 7.6 8.3 9.0 4.5 4.8 5.1

Multiple sources case

We use a random model for multiple sources case. Fig. 6 shows the

model of multiple sources shunted by a transmission line. We assume that the

transmission line is infinitely long and the clock buffers are placed evenly on the

line with separation of one wavelength. We assume the input phase of of each

voltage source to be a random number uniformly distributed in [0, ]. Because it is

an infinitely long line, we can assume there are two nodes a, b having exact phase

0 and Φ, respectively. We compute the expected phase of these two points, and

take the difference of the expectations as the skew.

We assume the driving resistance is much larger than the characteristic

impedance of the transmission line and the input skew is small. Using similar

technique in the derivation of equation (III.22), we obtain following skew equation.

∆Φ =
1− e−

3πR
ωL

1 + e−
3πR
ωL

Φ (III.23)

The skew expression is also very similar to (III.22) in the format–only

with a constant factor of 3.

The skew expression derived from random input phase shift model also

matches the SPICE simulation results very well. In our simulation, we use a 4um

wide transmission line for the second and third level spirals in Fig. 2. The input

phase shifts of the clock drivers are set using simulated arriving time of each buffer

in the H- tree under our process variation model. We use three different ways

to connect each level spiral. We compare the skew calculated from our equation

and that of simulation results in table 2. In The skews calculated from equation

(III.23) are all within 10% of the SPICE simulation results.
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Table III.9: Frequency dependant R and L at 10GHz
w(um) 0.5 1 2 3 4 5 6
R(oh) 2156.32 1080.64 547.545 374.306 290.479 241.794 210.189
L(nH) 8.40645 7.57603 6.83747 6.45693 6.19725 5.99344 5.82214
R/L 2.5651 1.4264 0.8008 0.5797 0.4687 0.4034 0.3610

w(um) 7 8 9 10 20 30 40
R(oh) 188.033 171.59 158.849 148.633 100.406 92.5334 71.7877
L(nH) 5.67327 5.5416 5.42392 5.318 4.64553 4.4737 4.07527
R/L 0.3314 0.3096 0.2929 0.2795 0.2161 0.1940 0.1762

III.C.4 Optimal sizing of multiple level spirals network

We use a pair of coplanar copper transmission lines to construct the spiral

shunt. We follow the technology of [14]. Fig. 7 demonstrates the actual geometrical

configuration of the transmission line wires. The two parallel differential wires have

height 240nm, and the same width w. The separation between them is 2um, and

the wires are 3.5um above a ground plane. Typical value of w ranges from 0.5 to

40 um.

At a clock rate of 10GHz, the skin effect and proximity effect can make

the wire resistance and loop inductance deviate significantly from its static value.

Simply plugging the static R, L value into equation (3) can lead inaccurate esti-

mation of skew.

According to equation (3), for a given frequency, the skew only depends

on the ratio of R/L, which is a function of wire widths w. We use 3D filed solver

FastHenry to extract the frequency dependant resistance and inductance. Based

on the extraction results, we use curve fitting technique to determine the R/L w

relation. Table 3 lists the extracted R and L value. Because of skin and proximity

effects, the resistance and inductance of 40um wide wire deviate +200% and −75%

from its static value, respectively.

Linear regression gets the following R/L ∼ w function at 10GHz: R/L =

a/w + b , where, a and b are constants.

Figure III.20 plots the curve of a/w+ b, and the data points of extraction
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Figure III.20: R/L and 1/w relation at 10GHz

results. The R/L ∼ 1/w relation displays excellent linearity, and matches the

curve of linear regression very well. We rewrite the skew function of each level

spiral as

∆Φ =
1− cie

− ki
wi

1− cie
− ki

wi

Φ (III.24)

Where, wi is the width of the ith level spiral and ci, ki are constants for

level i spiral. We write the optimal spiral sizing problem as following mathematical

programming:

Min : ∆Φ = ((Φ1e
− k1

w21 + Φ2)e
− k2

w2 . . . + Φn) (III.25)

S.t. :
n∑

i=1

liwi = A

In the programming III.25, Φi is the skew of signal propagation from level

i− 1 to level i spiral. Li and wi are length and width of the spiral of level i. The

object is to minimize skew under the maximum routing area constraint A. One

practical concern about the programming III.25 is that the cost function is not a

convex function all over its domain. Fortunately, it is convex in the region we are

interested in. We prove following lemma.
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Lemma 1 f(w) = 1−ce−k/w

1−ce−k/w is a convex function on w ∈ [k
2
,∞) , where, k is a

positive constant.

The above lemma suggests that, when the wire of the transmission line is

wide enough, the skew and wire-width relation is convex. In other words, the skew

reduction equation III.22 is convex when each level spiral reduces the skew by at

least 1 − 1−e−1

1+e−1 = 23.9% . In order to make the programming convex, we impose

a set of minimal wire width constraints to each level spiral. In our experiments,

the minimal wire widths of each level mesh are 0.6um, 1.3um, 1.3um, respectively.

With the minimal wire width constraints for each level spiral, we get following

convex program.

Min : ∆Φ = ((Φ1e
− k1

w21 + Φ2)e
− k2

w2 . . . + Φn) (III.26)

S.t. :
n∑

i=1

liwi = A

wi < ci

Due to the convex property of the program III.26, we have the following

theorem.

Theorem 3 The local optimum of the programming III.26 is the global optimum

According to the above theorem, many numerical methods such as gradient descen-

dant and line search methods can be adopted to solve this class of programming.

In our experiments, we solve them using the optimization package of MATLAB.

III.C.5 Experimental results

In our experiments, we set the chip size to be 2cm by 2cm, and use a

three level spiral to distribute clock signal. The clock frequency is 10.336GHz.

And the wave length is exactly 1cm. Each of the spirals has 4, 9, and 17 clock

drivers respectively. We synthesize a balanced H-tree[4] to distribute clock signal

from the center of the chip to the clock drivers. The designed arriving time of all

drivers on the same level spiral is equal. With given process variations model, we
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Table III.10: Optimized wire width of each level spiral
Area W1(um) W2(um) W3(um) Skew M (ps) Skew S (ps) Impr.(%)

0 0 0 0 23.15 23.15 0
0.5 1.7 0 0 17.796 20.50 13
1 1.9308 1.0501 0 12.838 14.764 13
3 2.5751 1.3104 1.3294 8.6087 8.7309 15
5 2.9043 3.7559 2.3295 6.2015 6.3169 16
10 3.1919 4.5029 6.8651 4.2755 5.2131 18
15 3.6722 6.1303 10.891 2.4917 3.5182 29
20 4.0704 7.5001 15.072 1.7070 2.6501 37
25 4.4040 8.6979 19.359 1.2804 2.1243 40

obtain the worst skew of the signal propagation form one level to the next level

based on SPICE simulation. We use these skews as the values of Φi in the convex

programming. We normalize the routing area to the area of bottom level spiral

with 1um wire width.

Table III.10 lists the optimized wire width of each level spiral for different

total routing area. W1, W2, and W3 are optimal wire widths of level 1, level 2 and

level 3 spirals, respectively. For the comparison reason, we also simulate the skew

on a single-level spiral network, which only uses bottom level spiral to shunt all

the leaf nodes of the H-tree. We let the single level spiral network has same total

routing area of the multi-level spirals network. Column 5 and 6 are the skews of

multi-level spirals and single level spiral. Column 7 shows the skew improvement

of multi-level spirals over single level spiral. When total routing area is small, the

optimal configurations prefer to allocate routing resources to the higher level mesh.

With gradually increasing of the routing area, more resources are allocated to the

bottom level mesh. Comparing with the single-level spiral, optimized multi-level

spiral can reduce the skew by 40%.

Figures III.21 and III.22 demonstrate the simulated transient and steady

state waveforms of voltages on the bottom level spiral. The lower plot is the steady

state wave form. The sin waves of larger magnitude are input waveforms of clock

buffers and the waves of smaller magnitude are output waveforms on the spiral.
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Figure III.21: Transient Waveforms on Bottom Level Spiral

Table III.11: Power Consumption Comparisons
Area 3 4 5 7 10 15 20 25

PM(mw) 0.4 0.5 0.7 0.9 1.0 1.4 1.5 1.6
PS(mw) 0.83 1.5 2.1 2.64 3.04 4.7 7.2 8.3

reduction(%) 48 67 67 66 67 70 79 81

Because of the transmission line shunt effect, the skew reduced from 8.4ps to 1.2ps.

The upper plot is the transient response of the output voltages. The output signals

get locked together within 10 clock cycles.

We also compare the power consumption of optimized multilevel spiral

network and that of single level spiral. In Table III.11, the first row are the total

routing areas of the multi-level spirals; the second row and the third row list the

power consumption of the multilevel spiral and single level spiral with given amount

of total routing area. The simulated results show that multilevel spiral can reduce

the power consumption by 81%.

We test the robustness of our optimized spirals network against supply

voltage fluctuations. We perturb the supply voltage of every clock drivers inde-
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Figure III.22: Steady States Waveforms on Bottom Level Spiral

Table III.12: Skew comparison in the presence of voltage variations
Area Skew-S Skew-M

Ave (ps) Worst (ps) Ave (ps) Worst (ps) imprv (%)
0 28.4 36.5 28.4 36.5 0
3 9.75 12.33 8.75 9.07 11
5 7.32 9.06 6.55 6.91 12
10 6.31 805 4.41 5.41 30
15 5.03 7.33 2.81 4.93 44
25 3.83 4.61 1.72 3.06 55

pendently by a random number within 10% of its nominal value. We perform 5

experiments on each network, and record the worst case skew and average case

skew in the Table III.12. We compare the skew of optimized multilevel spiral and

single level spiral networks. The last column of Table 6 lists the improvement of

the average case skew. Multilevel spiral network improves the skew by up to 55%.

When the clock frequency deviates from its as-designed value or the elec-

trical length of transmission lines varies from integral multiple of the wavelength,

the resonance phenomena of the transmission line shunts diminishes. As a result,

the synchronization capabilities of transmission line shunts degrade accordingly.
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frequency relation

We explore the frequency response properties of the proposed multilevel clock net-

work. We set the wire width of the lowest level transmission line to be 5um wide

and the clock rate to be 10.33 giga hertz. Figure III.23 shows the output voltage

and frequency relation, the -3db bandwidth of the output voltages is 0.42 giga

hertz. And Figure III.7 illustrates the skew and frequency relation. At 10.33 giga

hertz, the minimal skew of 1.38 degree is achieved. In the frequency range of 10.2

to 10.5 giga hertz, the skew lies between 2.5 degree and 1.38 degree.

III.C.6 Conclusions

When the clock frequency thrust into multi-giga hertz regime, transmis-

sion line shunts demonstrate its unique potential of achieving low skew low jitter

global clock distribution under parameter variations. We propose a new architec-

ture of global clock distribution that incorporates multiple level transmission line

spirals.

We derive the analytical expression of the skew reduction contributed

by multiple wavelength long transmission line shunts. The skew formulas display

very good fidelity to the spice simulation. Based on the theoretical analysis of
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Figure III.24: Frequency response of the transmission line network: skew ∼ fre-

quency relation

the transmission line shunt behaviors, we use a convex programming technique

to optimize the wire width of each level spiral in the multiple level spirals clock

network. The experimental results show that: 1. Comparing with the traditional

RC buffer tree, the optimized multilevel transmission line spiral network can reduce

the clock skew by 84%; 2. With 10% random supply voltage fluctuation, our

proposed multilevel transmission line spiral network provides a less than 2ps global

clock distribution at 10GHz; 3. the power dissipation overhead of the transmission

line shunts is only 1.6mW.

Our future research directions on multiple level transmission line shunted

clock networks include: 1.exploring other innovative topologies of the transmission

line shunts; 2. design of suitable differential clock buffers for the network, and

3.actual layout and fabrication of the test circuit to justify our analysis.



IV

Distortionless Transmission Line

for On-Chip Electrical Signaling

We present a novel scheme to implement distortionless transmission lines

for on-chip electrical signaling. By introducing intentional leakage conductance be-

tween the wires of a differential pair, the distortionless transmission line eliminates

dispersion caused by the resistive nature of on-chip wires and achieves speed of light

transmission. We show that it is feasible to construct distortionless transmission

line with conventional silicon process. Simulation results show that using 65nm

technology, the proposed scheme can achieve 15Gbits/s bandwidth over a 20mm

on-chip serial link without any equalization. This approach offers a six times im-

provement in delay and 85% reduction in power consumption over a conventional

RC wire with repeated buffers.

IV.A Introduction

Interconnects, especially the global interconnects, have been widely recog-

nized as the dominating factor in deciding the system performance and power con-

sumption. With ever increasing clock frequency, the inverter repeated wires can

no longer keep pace with advances in transistor speed at a satisfactory cost of

power consumption [26]. In order to break this “interconnect wall”, many innov-

109
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ative interconnect technologies, ranging from optical interconnect [28] to on-chip

RF communication [22], have been proposed by various research groups.

Due to the cost and design complexity considerations, the electrical sig-

naling over on-chip transmission lines is one of the most attractive solutions for

high performance on-chip communications [21]. Comparing with traditional in-

verter repeated RC wires, the transmission line has two main advantages. First,

the signal propagates at the speed of light on a transmission line. It can achieve

higher throughput at lower latency. Second, the transmission line signaling has

much smaller power consumption because it eliminates the forced swing of wire

capacitance in the RC wires with repeated repeaters.

One challenge to the implementation of transmission line for on-chip com-

munication is resistive nature of on-chip metal wires. The high wire resistance

causes significant frequency dependency on both wave propagation speed and at-

tenuation. For a random digital sequence, the spectrum of the signal waveform

spans a wide range. The signal phase velocity and attenuation change substantially

in the operational frequencies [23]. This phenomenon renders excessive dispersion

at the receiver. Inter-symbol interference (ISI) causes significant data-dependent

jitter and limits communication throughput.

In order to control the waveform dispersion, several innovative approaches

have been proposed. In [25], pre-emphasizing and de-emphasizing along with data

aliasing are used to modulate the input wave form. In [20], Afshari and Hajimiri

adopted a non-linear transmission line approach to generate solitary wave propa-

gation and thus compensate for the dispersion. In [23], a high frequency carrier

modulates the input waveform and shifts the spectrum of transmitted signal to a

less frequency sensitive region. In [27], a clocked discharging scheme is adopted

to erase the data dependant delay variations. In [30], an adaptive equalization

scheme is used to compensate the propagation loss.

In this paper, we present a new on-chip electrical signaling scheme using

distortionless transmission line. With intentionally inserted leakage conductance,
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the wave can preserve its original form and propagates at the speed of light, in-

dependent of its frequency. We name this scheme Surfliner because the way we

discretely insert shunt conductors between two parallel wiring tracks resembles the

look of rail road1. The concept of distortionless transmission line was first pro-

posed by O. Heaviside in 1887. The original idea is to introduce some intentional

leakage on the long-distance telegraph cable, such that the wave form can be eas-

ily distinguished at the receiver’s end with the fidelity to its original shape but

smaller amplitude. Through careful mathematical derivation, we shall see that

with exactly matched RLGC values, the waveform can be transmitted without

any distortion in shape along the transmission line.

We show the feasibility of the implementation of Surfliner on silicon for

speed of light global communications. By periodically inserting leakage resistors

between two wires of a differential pair, we can achieve near distortionless wave

propagation. Experimental results suggest that: 1) At 15Gbit/s data rate, the

jitter caused by the communication over a 2cm long transmission line is lower than

10ps; 2) The average power consumption of a data transportation through a 2cm

long distance can be as low as 3.1pJ/bit; and, 3) The wiring channel requires less

than 1000um2 area on poly for a 2cm long serial link.

Comparing with other schemes, the Surfliner has the following advan-

tages:

• The signal propagation on the Surfliner is exactly the speed of light in the

dielectric. This property is attractive for the connections with extreme re-

quirement on the signal latency, for example, the global control signal in a

large processor or the global data communication in a large network-on-chip.

• The waveform remains undistorted at the receiver end, and there is no ISI.

As a result, the transmission produces extremely low jitter. This property

enables very high bandwidth communications.

1Surfliner is the name of railroad runs between San Diego and San Luis Obispo
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Figure IV.1: RLGC model of a transmission line

• Because the signal does not take full swing on the entire wire and no buffer

is inserted, the power consumption is much less than the RC wires with

repeaters.

• The scheme requires very simple sender and receiver circuits

• There are no active components between the sender and the receiver. The

system is robust against process, voltage and temperature variations.

The rest of the paper is organized as follows. In Section IV.B, we review

the theory of distortionless transmission line. In Section IV.C, we describe how to

exploit the distortionless transmission line for on-chip communications. In Section

IV.D, we show the simulation results of our proposed design. At last, we conclude

our paper in Section IV.E.

IV.B Theory of Distortionless Transmission Lines

In this section, we review the theory behind the distortionless transmis-

sion line. Fig. IV.1 illustrates a discrete RLGC transmission line circuit model.

Where, R, L,G, C are the unit-length resistance, inductance, capacitance, and con-

ductance, respectively2. The wave is described as a function of distance, z, and

time, t, by the Telegrapher’s equations:

dV (z, t)

dz
= −RI(z, t)− L

dI(z, t)

dt
(IV.1)

2Here, we assume that R, L, G, C are frequency independent constants. We shall see later in our
simulation results that the jitter caused by the frequency dependency of R, L, G, C value is not significant
for on-chip interconnect.
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dI(z, t)

dz
= −C

dV (z, t)

dt
−GV (z, t) (IV.2)

For a sinusoidal signal of angular frequency ω, the propagation of the

incident wave along the transmission line can be expressed as:

V (z) = V0e
−αz−jβz (IV.3)

where, α and jβ are the real and imaginary part of the propagation function γ,

respectively, i.e.

γ =
√

(R + jωL)(G + jωC) = α + jβ, (IV.4)

From equation (IV.3) we see that the exponential, e−α, of the real part

of the propagation function represents the unit distance attenuation of the trans-

mission line. The imaginary part, β, of the propagation function corresponds to

the phase shift of the waves along the distance. The phase velocity of the incident

wave is ω/β.

IV.B.1 Distortion and ISI

Because silicon dioxide is a very good insulator, there is no leakage con-

ductance, i.e. G = 0, for on-chip transmission lines. The real part, α, and imagi-

nary part, β, of the propagation function can be written as equations (IV.5) and

(IV.6). The attenuation, α, and phase velocity, ω/β, both depend on frequency

ω, especially when the wire resistance, R, is comparable to or larger than the

impedance ωL contributed by wire inductance.

α =

√
1

2

√
−ω2LC + ωC

√
ω2L2 + R2 (IV.5)

β =

√
1

2

√
ω2LC + ωC

√
ω2L2 + R2 (IV.6)

.
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IV.B.2 Distortionless Transmission Line

We design a transmission line by inserting leakage conductance. The

shunt conductance provides an additional current path to compensate for the volt-

age drop due to serial resistance. The attenuation still exists, but becomes fre-

quency independent. In other words, the effects of the series resistor and shunt

conductance cancel out so that the waves propagate without distortion. The net

effect is that the signal can now move at the speed of light in the media.

We set the leakage conductance G per unit-length as the following equa-

tion.

G = RC/L (IV.7)

Substituting equation (IV.7) in equation (IV.4), we get the frequency

independent attenuation and phase velocity, i.e. distortionless transmission.

α = R/
√

L/C (IV.8)

β = ω
√

LC (IV.9)

For this distortionless transmission line, we obtain the following.

Characteristic impedance:

Z0 =

√
L

C
(IV.10)

Phase velocity:

v =
1√
LC

= c (IV.11)

Attenuation:

A(z) = e
− R

Z0
z

(IV.12)

The distortionless transmission line has pure resistive characteristic im-

pedance (8). The attenuation is an exponential function of the ratio between wire

resistance and characteristic impedance, i.e. e−
R
Zo . The phase velocity is exactly
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Figure IV.2: The attenuation and phase velocity v.s. frequency for a on-chip wire

the speed of light in the dielectrics, 1√
LC

. Both the attenuation and the velocity are

independent of frequency. There is no distortion on the signal waves from direct

current (DC) mode to very high frequency as long as the RLCG values remain the

same.

For typical on-chip transmission line implemented on upper low impedance

metal layers, the resistance of a several micron wide wire can be less than 10ohm/mm,

and the differential characteristic impedance of transmission lines is usually around

100ohm. Thus, an input signal with magnitude of 1.0V will have a magnitude of

135mV after traveling a distance of 2cm.The state-of-art sense amplifier can easily

detect the output signal at this magnitude. [29]

Fig. IV.2 illustrates the characteristics of a differential pair of 2cm-length

and 4µm-width wires. We observe significant changes in attenuation and phase

velocity (Fig. IV.2(a)). When shunt conductance G = 0, the attenuation ranges

from 0.9997 at 1KHz to 0.644 at 1GHz. Note that there is no voltage mag-

nitude drop when the attenuation value is 1. The phase velocity ranges from

9.0× 107mm/s at 1KHz to 8.5× 1010mm/s at 1GHz. The curve saturates at the

speed of light in dielectric 1.8×1011mm/s when the frequency is above 1THz. For

our proposed distortionless pairs, the attenuation is 0.4147 and the phase velocity

is at the speed of light. The curves of the distortionless wires are flat.

Fig. IV.2 (b) shows the dispersion in time domain. The input is the
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square wave at left, which rises at 50ps. When shunt conductance G = 0, the

output disperses on the rising and falling edges. There is a very long tail at the

falling edge, which can interfere with the following input bits unless we wait until

the wave drops below some threshold. This intersymbol interference is one limiting

factor of the performance of the transmission lines.

For the distortionless pairs, the magnitude of the signal drops. The rising

edge starts at 161ps, the same rising time as the wires with no shunts. However,

the output maintains a square waveform. The delay is 161− 50 = 111ps, which is

at the speed of light, 1.8× 1011mm/s for 2cm length.

IV.B.3 Sensitivity of Distortionless Transmission Lines to the Parame-

ters Variations

One nice property of the distortionless transmission line is that it is much

less sensitive to the process, voltage, and temperature variations than traditional

interconnects. First, the speed of light is determined by the dielectric constant.

The feature size variations do not significantly affect the speed. Second, in the

following, we show that distortionless wires are designed to minimize the sensitivity

of the wire resistance and shunt conductance variations.

We observe the sensitivity due to shunt conductance variations. The

derivation of the sensitivity due to wire resistance changes is similar. Assume

that the leakage conductance G varies from its perfectly matched value RC/L by

a constant factor ∆, i.e. G = (1 + ∆)RC/L. Substituting this expression into

equations (IV.5) and (IV.6), using Taylor’s expansion, we derive the attenuation

constant and phase velocity in the second order.

α =
R√
L/C

(1 +
1

2
∆− 1

8

R2

R2 + ω2L2
∆2) (IV.13)

v =
1√
LC

(1− 1

8

R2

R2 + ω2L2
∆2) (IV.14)
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In equations (IV.13) and (IV.14), the frequency dependent terms occur

not at the first but the second order. Note that for the attenuation constant, we

have a first order term independent of the frequency. In other words, this first order

term does not contribute to the distortion. For the phase velocity, the first order

term is zero. Therefore, we can derive that the shunt conductance G = RC/L is

the solution to minimize the skew sensitivity. Applying a similar procedure, we

can also derive that given the shunt conductance G = RC/L, the serial resistance

R is the solution to minimize the skew sensitivity.

The coefficients of the second order terms in equation (IV.13) and equa-

tion (IV.14) are limited by an upper bound 1
8
. Suppose that the shunt conductance

changes by ten percent, i.e. ∆ = 0.1. We can derive that the third order terms in

equations (IV.13) and (IV.14) deviate by no more than ∆2/8 ≈ 0.0012.

IV.C Exploiting the Surfliner for On-Chip Communica-

tions

��

��

�� �� �� �� ����

�

Figure IV.3: On-Chip Implementation of Surfliner

For on-chip wires, we insert the resistors between two wires of a differen-

tial pair to realize the leakage conductance G (Fig. IV.3). We periodically insert

a leakage conductor with conductance Gl at every interval l in z direction. When

the interval l is small enough comparing with the wavelength of the data signal,

the discontinuity caused by this discrete resistor insertion scheme is negligible. Ac-

cording to our simulation, when interval l < c
20

tp, the jitter caused by ISI is smaller

than 5% of clock period, tp, where, c is the speed-of-light in the dielectrics. For a

15GHz signal, we need to keep the interval l to be smaller than 600µm.
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Figure IV.4: Design of shunt conductors

���

���

�

���

���

�� �� �� ��

��� 	
��� ����� 	��
�� 
����� 	�
���� � 
��	

���

���

��

��

��� ������	
�� ������ � 
�� � 
��	

Figure IV.5: Wire configurations to increase the coupling between differential wires

The leakage resistor can be implemented using either unsilicided poly

resistor or diffusion resistor (Fig. IV.4). In our implementation, we choose unsili-

cided poly resistor because it occupies less area. The sheet resistance of unsilicided

poly can be as high as 1000ohm/square. We assume 90nm technology, a 3um-width

copper wire at metal 6, and 500ohm/square sheet resistance of unsilicided poly. If

we insert a leakage resistor every 200um and implement each resistor using poly

wires with minimal width (100nm), for a 20mm long link, the leakage conductors

only use 126um2 of poly area.

For Surfliner, because the attenuation of the signal is proportional to

the exponential of the ratio between wire resistance and characteristic impedance,

reducing the wire resistance as well as increasing the transmission line characteristic

impedance are important to reduce the attenuation. Reducing attenuation can

benefit the simplicity of the receiver, the power consumption of the system, and the

robustness against the crosstalk and other variations. Different wire configurations,

such as the split wires (Fig. IV.5(a)), broad-side coupled wide wires (Fig. IV.5(b)),

and single ended stripe lines (Fig. IV.5(c)), can be adopted to optimize under

different design specs.
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Figure IV.6: Implementation of Wires

IV.D Simulation Results

We implement the surfliner using a pair of edge-coupled stripelines (Fig.

IV.6). The copper wires reside on the low resistive upper metal layers, where the

wire thickness is 1um. Each wire has a width of 4um and the separation between

the wires is also 4um. The wires are sandwiched by a pair of power/ground shields

with separation of 1.5um. The shields above and below the wires runs in parallel

with the wires.

We extract the per unit length resistance, inductance, and capacitance

values, R, L, C, of wires using FastHenry and FastCap. In our design, at 15GHz,

R = 4.4Ω/mm, L = 0.44nH/mm, and C = 196.418fF/mm, the characteristic

impedance of the differential pair is 84.5 × 2 = 169Ω. We define the segment of

each inserted shunt conductor a stages. We change the number of stages from 4

to 200. For a pair of 2cm long wires, for the distortionless pair, the total leakage

conductance is 6.15 × 10−4S. The resistance of each resistor ranges from 6.5kΩ

to 325kΩ. Assuming 1.0V swing level at the output of the sender, the signal

amplitude at the input of the receivers is 365mV.

Table IV.1: Jitter and silicon area usage
# Stages 4 10 20 40 80 120 160

Jitter(ps) 27 9.5 5.4 4.2 3.9 2.1 2.08
Area(um2) 0.52 3.25 13.0 52 208 468 832

For each stage, we use Agilent ADS Momentum to extract the 4-port S-

parameter description. Then, we perform the transient analysis of the circuit using
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Table IV.2: power consumption w/ different wire width and sepeartion
(width, spacing (um)) (3, 3) (4, 4) (5, 4) (10, 5)

Power (mW) 4.98 3.62 3.02 2.13
Attenuation 0.307 0.415 0.496 0.60

HSpice. We generate 210 − 1 = 1023 bits pseudo random bit sequences (PRBS)

as the input [31]. The initial bit vector of PRBS is 1010101, and the generation

polynomial is x7 + x + 1. We set the clock frequency to 15GHz, and the input

signal has a transition slope of 10% clock cycle for each rising and falling edge.
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Figure IV.7: Eye diagram of the output voltage for a 4 stage 2cm-length surfliner

We simulate surfliners with different numbers of leakage resistors. Table

IV.1 shows the jitter of output voltages and the usage of poly area. When the

number of stages increases from 4 to 160, the jitter reduces from 27ps to 2.08ps.

The poly area usage increases from 0.52um2 to 832um2.

Figs. IV.7 and IV.8 show the eye diagrams of the output signal for sur-

fliners with 4 stages and 120 stages, respectively. Both of the cases show clear

eye opening. For 4-stage case, we see jitters caused by reflections. (Fig. IV.7).

For 120-stage case (Fig. IV.8, the transmission line achieves almost distortionless

transportation. The data dependent jitter is only 2.1ps.

We also explore the effect of different configurations of wire geometries.

Table IV.2 shows the power consumption and signal attenuation through a 2cm
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Figure IV.8: Eye diagram of the output voltage for a 120 stage 2cm-length surfliner

long transmission line with different wire widths and separations. The driver is

designed to ensure that the signal magnitude at the receiver end is no less than

150mV. The wires are terminated at the receiver ends. When we use wider wires,

we can get lower attenuation. As a result, the wider wire requires less power

consumption.

IV.E Conclusion

We propose a novel scheme to implement a distortionless transmission

line for on-chip global communications. By inserting shunt conductors between two

wires of a differential pair, we can achieve near distortionless wave propagations.

Our on-going efforts include:

• Design and fabrication of test chip for this new architecture.

• Implement and evaluate wiring splitting schemes shown in Fig. IV.5.

• Investigate novel on-chip interconnect architectures which exploit unique ad-

vantages of distortionless transmission lines to realize low-latency low-power

on-chip communications.
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Conclusion and Future Directions

This chapter summarize the research works presented in this dissertation

and gives several future directions.

We studied on-chip interconnect architectures in this dissertation.

For Non-Manhattan Routing, we adopted a multi-commodity flow model

to describe the on-chip communication traffic. Based on this model, we studied the

physical planning of different on-chip routing architectures. Through careful analy-

sis of communication bottlenecks, we found that the Y-architecture (3-directional

routing) enjoys a lot of advantages over other routing architectures. We evaluated

the Y-architecture through MCF model and explored the design methodologies

associated with it, including the power and clock distribution, layer assignment,

and an innovative way to handle the via blockage effects.

For high speed clock distribution, we proposed three different solutions

to three different classes of chips. The main objectives are reducing the clock

uncertainty caused by PVT variations and improving the power efficiency.

For ASICs, which usually has an automatic generated clock tree, we pro-

posed a PVT variations aware clock tree synthesis algorithm. The algorithm con-

struct the clock tree topology considering both the physical proximity of the clock

sinks and their timing criticality. Experimental results showed great reduction of

timing violations caused by PVT variations with the cost of marginal wirelength

122



123

overhead.

For micro-processors, we presented a multi-level mesh architecture for low

skew clock distribution. We derived the analytical expression of the skew reduction

effect of a clock shunt. Guided by this theoretical results, we used a mathematical

programming technique to optimize the topology and size of a multi-level mesh.

For multi-giga hertz circuit, we devised a multi-level transmission line

network approach for low uncertainty low power clock distributions. We found

that if two clock drivers are connected by a wire with integral multiple of the

signal wavelength, the phase and magnitude of two drivers can be synchronized

together. Utilizing this phenomena, we design a multi-level network with spiral

shaped shunts to achieve high speed low power distribution.

For high performance on-chip interconnect, we proposed a distortionless

transmission line scheme for speed of light on-chip communications. With inten-

tionally inserted leakage conductors, the signal can propagate along the wire at

the speed of light with no distortion in waveform. This scheme offers much better

throughput and lower per bit energy consumption comparing with traditional RC

wires with repeaters.



Appendices

Appendix A Analysis of the “Virtuous Cycle” Wirelength

Reduction Effect

The simulated annealing placer in Section II.B.3 places cells within a

chip that has fixed area. However, reduction of overall wirelength results in de-

creased routing area, which in turn leads to further wirelength reduction, creating

a “virtuous cycle” effect.

Consider a cluster of two-pin nets which are connected to one pin A. All

other pins are uniformly located in a circle by a routing-geometry-aware placer.

Circles for different routing geometries are shown in Figure A.1. Based on the

“virtuous cycle” effect, the circle will have an area proportional to the total routing

area. For Manhattan placement and routing, suppose the pins are placed in a

R R R R

(a) Rectilinear Circle (a) Hexagonal Circle (a) Octilinear Circle (a) Euclidean Circle

Figure A.1: Circles with radius R for each routing geometry (rectilinear, hexagonal,

octilinear and Euclidean).
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rectilinear circle with radius R. We have the area of the rectilinear circle, A = 2R2,

and the total routing area, Arouting = 4
∫ R

0
(x · xdx

A
N) = 4

3
R3

A
N = 2

3
RN , where

N is the number of two-pin nets and xdx
A

N is the number of pins located between

unit circles with radii x and x + dx. Let A ∼ Arouting. We have R ∼ N/3 and

Arouting ∼ 2
9
N2. Similar analysis can be done for other routing geometries, with

the results summarized as follows:

Rectilinear: Arouting ∼ 2
9
N2

Hexagonal: Arouting ∼ 8
√

3
81

N2, 23.0% less compared to Manhattan placement

and routing.

Octilinear: Arouting ∼
√

2
9

N2, 29.3% less compared to Manhattan placement

and routing.

Euclidean: Arouting ∼ 4
9π

N2, 36.3% less compared to Manhattan placement and

routing.

This simple analysis shows that the wirelength reduction caused by the

“virtuous cycle” effect is significant, and can partly explain the large wirelength

reductions reported in [70] and [85].

Appendix B Approximation of Equation (II.4)

Suppose a current I enters a uniform infinite triangular resistive lattice

with edge resistance R at the origin and leaves at infinity. The voltage drop for

any node on the lattice is analyzed in [57]. The final result for the voltage drop

is expressed as an integral representation. The voltage between (0, 0) and (m,n),

V (m,n), is:

V (m, n) =
IR

2π

π/2∫

0

(1− e−|(m−n)|x cos(m + n)y)

sinh x cos y
dy, (App-1)
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where 2 cosh x cos y + cos 2y = 3. When |m − n| is large, the exponential term in

the above expression become negligible except when x is very small. When x is

very small, we have:

• cosh x ≈ 1 + x2/2,

• sinh x ≈ x,

• cos y = [(8 + (cosh x)2)1/2 − cosh x]/2 ≈ 1− x2/6, and

• y ≈ x/
√

3.

The above expression can be rewritten as the sum of three integrals:

Vm,n/IR = I1 + I2 + I3, where

I1 = (1/2π)
∫ π/2

0
(1− e−|m−n|√3y cos(m + n)y)/

√
3y dy

I2 = (1/2π)
∫ π/2

0
(1/ sinh x cos y − 1/

√
3y)dy

I3 = (1/2π) [
∫ π/2

0
e−|m−n|√3y cos(m + n)y/

√
3y dy

− ∫ π/2

0
e−|m−n|x cos(m + n)y/ sinh x cos y dy]

(App-2)

The first integral can be expressed in terms of the exponential integral Ein(z),

Ein(z) =

∫ z

0

[(1− e−t)/t] dt =

∫ π/2

0

[(1− e−2yz/π)/y] dy, (App-3)

so that

I1 =
1

2
√

3π
Re{ Ein(

π

2
[|m− n|

√
3− i(m + n)] ) }. (App-4)

For large values of its argument, Ein(z) ≈ ln z + c1, where c1 = 0.57721. So we

have

I1 ≈ 1

4
√

3π
[ln(m2 + n2 −mn) + 2(ln π + c1)] (App-5)

The second integral can be integrated numerically. Let I2 = 1
2
√

3π
c2, where

c2 =
∫ π/2

0
(
√

3/ sinh x cos y − 1/y)dy = 0.09 772 .

The exponentials in the third integral are negligible, except for small values of

x and y, and for those values, sinh x cos y ≈ x ≈ √
3y, so the third integral can be

neglected.
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Figure A.2: Toshiba machine triangle shots.

Finally, we have

Vm,n ≈ IR

4
√

3π
[ln(m2 + n2 −mn) + c], (App-6)

where c = 2(ln π + c1 + c2) = 3.6393.

Appendix C Manufacturing and Other Issues

As is well-known from the example of the X Initiative [86], any new back

end of the line (BEOL) architecture requires engagement throughout the mask

and process infrastructure. According to our discussions with domain experts [61]

[77], the Y-architecture presents a number of generic challenges to manufacturing;

there are no show-stoppers, but engineering efforts will be required across several

domains. Space limits preclude detailed discussion here, but we sketch several

main points.

With respect to mask making, Vector Shaped Beam (VSB) ebeam litho-
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graphy tools [56] create “shots” of varying shape and size by imaging the overlap

of two apertures, typically both square. This allows a range of rectangular shots

to be created and exposed on the mask. Existing Toshiba ebeam lithography sys-

tems can produce 45-degree pattern at high speed through the combination of one

rectangular aperture and one with 45- and 135-degree edges [86]. The new JEOL

JBX3030 tool [73] also has apertures to produce 45- and 135-degree edges. These

new tools mitigate the write time implications of angled data since they provide

an alternative to approximating an angled line with a series of small rectangles;

Figure A.2 illustrates mask fracturing using both rectangle and triangle shots ver-

sus mask fracturing using only rectangle shots [86]. With successful experiences

with 45-degree edges in mind, 60- and 120-degree edges can be printed with the

availability of 30- and 60-degree angles in apertures.

Current support for angular edges is really focused on small edge segments

rather than long lines. To produce long lines efficiently, it is necessary to have a

pair of rectangular apertures rotated to still produce rectangular shots, but rotated

to the desired angle. On the other hand, if the Y architecture is applied only to

the upper, lower resolution metal layers - as we have proposed - the write time

issue could be solved if the masks could be made with optical (laser) lithography

(e.g., ETEC Alta writers), where throughput is independent of angular edges.

The potential of non-rectangular die also presents challenges to package

I/O design and dicing. Current side-to-side die sawing cannot cut hexagonal dies

due to the silicon lattice structure. New technologies, such as waterjet-guided

laser [89], are emerging to confront the challenges.

There are other challenges related to inspection, exposure, repair, metrol-

ogy and pattern compensation. Ultimately, the deployment of the Y-architecture

will depend on careful engineering, and provable cost reductions vis-a-vis achiev-

able design quality with pervasive 60- and 120-degree wiring.
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Appendix D Derivation of the skew expression

First, we get the close form expression of V1 and V2 by solving differential

equation (III.1), without loss of generality, we set Vs1 = Vs2 = 1:

for t ≤ T :





V1 =
1

2
((1− e−

1
RsC

t) +
1

1 + 2Rs

R

(1− e−
1+2 Rs

R
RsC

t)) (App-7)

V2 =
1

2
((1− e−

t
RsC )− 1

1 + 2Rs

R

(1− e−
1+2 Rs

R
RsC

t)) (App-8)

for t > T :




V1 = 1 + K1e
− 1

RsC
t + K2e

− 1+2 Rs
R

RsC
t (App-9)

V2 = 1 + K1e
− 1

RsC
t −K2e

− 1+2 Rs
R

RsC
t (App-10)

where,





K1 = −1

2
(e

1
RsC

t + 1) (App-11)

K2 =
1

2(1 + 2Rs

R
)
(e

1+2 Rs
R

RsC
t − 1) (App-12)

From equations (App-9) and (App-10), for t > T , both V1 and V2 have

the common term 1+K1e
− 1

RsC
t, while the term K2e

− 1+2 Rs
R

RsC
t causes the clock skew.

We define t1 and t2 to be the clock signal arriving time of node n1 and

node n2, respectively. In other words, V1(t1) = V2(t2) = 0.5. Hence, the clock skew

∆T = t2 − t1.

We assume that the initial clock skew T is much smaller than the clock

delay ln2RsC. This assumption is reasonable for most symmetric clock trees with

typical design parameters. Based on this assumption, we have t1 ≈ t2 ≈ ln2RsC.

We compute the voltage slew rate of V2 and voltage difference between V1

and V2 at time t1. By dividing these two numbers, we can get the time V2 needed

to achieve 0.5V. We compute the skew ∆T using following approximation:



130

∆T =
V1(t = t1)− V2(t = t1)

V̇2(t = t1)
(App-13)

=
V1(t = 2ln2RsC)− V2(t = 2ln2RsC)

V̇2(t = 2ln2RsC)
(App-14)

=
2K2e

−ln2(1+2Rs
R

)

0.5(− K1

RsC
+ K2)

(App-15)

=
K2e

−2ln2Rs
R

1
2
(− K1

RsC
+ K2

RsC

1+2Rs
R

e−2ln2Rs
R )

(App-16)

Because T ¿ RsC, we have T/(RsC) ¿ 1. When x ¿ 1, we can use

first order Taylor’s expansion ex = 1 + x to approximate the value of exponential

function ex. We utilize this approximation to simplify the expression of K1 and

K2





K1 = −1

2
(2 +

T

RsC
) (App-17)

K2 =
T

2RsC
(App-18)

Plug (App-17) and (App-18) into (App-16), and omit all of the small

terms containing T
RsC

, and we get following skew expression:

∆T ≈
T

2RsC
e−2ln2Rs

R

1
2RsC

= T · e−2ln2Rs
R (App-19)
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