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First-Principles Green-Kubo Method for Thermal Conductivity Calculation

Jun Kang and Lin-Wang Wang
Materials Sciences Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, United States

We present a first-principles approach to calculate the phonon thermal conductivity based on the Green-Kubo formalism. In this approach, the density functional theory energy is distributed to each atom, and a two-step method in the molecular dynamics is introduced to avoid the atomic position \( \mathbf{R} \) wrapping problem in a periodic system when the heat current is calculated. We show that this first-principles Green-Kubo approach is particularly suitable for disordered systems like amorphous and liquid, where the thermal conductivities are small due to strong phonon scattering but difficult to be calculated using anharmonic interaction energy. We have applied our method to liquid Ar, liquid Si and amorphous Si. The calculated thermal conductivities agree well with previous theoretical and experimental results. We have also compared our method to previous works combining first-principles simulations with the Green-Kubo formalism.

Thermal conductivity is an important fundamental property of materials. For semiconductors, lattice thermal conductivity dominates, and it can be theoretically predicted by various methods. One is to calculate the phonon spectrum and anharmonic interactions, followed by Boltzmann equation\(^1,2\). However, this approach is not suitable for disorder systems like amorphous and liquid, where the anharmonicity can be rather complex\(^3\), and higher order anharmonicity become important for high temperature. One can also simulate the heat flux directly using non-equilibrium molecular dynamics (MD) with a sustained temperature gradient\(^4,5\). However, a rather large supercell is needed to get a reasonably small temperature gradient. Another widely used approach is the equilibrium MD based Green-Kubo (G-K) method\(^6-8\), which relates the thermal conductivity with the heat current auto-correlation function (HC-ACF) through the dissipation-fluctuation theorem. It has the advantages of weak system-size dependence and full anharmonicity,\(^9\) and can be applied to both crystal and disordered systems with arbitrary temperatures.

Up to date, the G-K method has mostly been applied with force field (FF) Hamiltonian, where the anharmonicity interaction might not be accurate, and in many cases no adequate FF exists. It is thus much more desirable to use first-principles quantum mechanical methods like the density functional theory (DFT) for the G-K simulations. However, there are two challenges for applying the G-K method in DFT: (1) the heat current is not uniquely defined; (2) there is a technical difficulty to define the position vector \( \mathbf{r} \) in a periodic system. Recently, Marcolongo et al.\(^10\) showed that the nonuniqueness of the heat current should not affect the final thermal conductivity calculated via the G-K formula. They also used a technique to convert the non-uniquely defined \( \mathbf{r} \) operator for a periodic system into \( \nabla \) using \( [H, \mathbf{r}] = \nabla \). However, their approach requires the solution of a set of linear equations\(^11\) at every MD step, which could be computationally expensive. Besides, there could be nondiffusive heat current term, which makes the HC-ACF decays extremely slow or even diverges\(^9\). In another work by Carbogno et al.\(^11\), a quantum mechanical definition of a stress tensor for a given ion is introduced, in analogous with the FF counterpart. However, they have ignored the convective term in the heat current\(^12\), which can be important for liquid. Besides, the stress tensor expression is most suitable for all-electron Hamiltonian, not for pseudopotential methods.

In this work, we show a different way to perform first-principles G-K (FP-GK) simulations. We use a partition scheme to assign the DFT energy into each atom, and propose a two-step technique to solve the ill-definition problem of \( \mathbf{r} \). The method is tested for Ar liquid, Si amorphous and Si liquid.

In the Green-Kubo method, the lattice thermal conductivity \( \kappa_\alpha \) along a particular direction \( \alpha \) is given by\(^7\) (in the current work, we are mostly interested in isotropic disordered system, hence only the diagonal thermal conductivities will be calculated below):

\[
\kappa_\alpha = \frac{1}{k_B T^2 V} \int_0^\infty \langle J_\alpha(t) J_\alpha(0) \rangle dt,
\]

where \( t \) is the time, \( V \) and \( T \) are the system volume and temperature, and \( J_\alpha \) is the \( \alpha \) component of the lattice heat current vector \( \mathbf{J} \). \( \langle J_\alpha(t) J_\alpha(0) \rangle \) is the ensemble averaged HC-ACF. \( \mathbf{J} \) can be defined as\(^5,13\):

\[
\mathbf{J}(t) = \frac{d}{dt} \sum_i \mathbf{R}_i E_i = \sum_i E_i \mathbf{v}_i + \sum_i \mathbf{R}_i \frac{dE_i}{dt}
\]

where \( \mathbf{R}_i, \mathbf{v}_i, \) and \( E_i \) are the position vector, velocity, and the energy (both potential and kinetic) of atom \( i \).

The first term in the right side of Eq. 2 corresponds to the diffusion of atoms, thus is the convection term. The second term is a correlation term describing the energy transfer between neighboring atoms. In a FF molecular dynamic (FF-MD) calculation, especially for FF based on pair potential \( U(\mathbf{R}_i - \mathbf{R}_j) \), the nonuniqueness of \( \mathbf{R}_i \) in the second term of Eq. 2 for a periodic system is resolved by using\(^13,14\)

\[
\sum_i \mathbf{R}_i \frac{dE_i}{dt} = \frac{1}{2} \sum_{i \neq j} (\mathbf{F}_{ij} \cdot \mathbf{v}_i) \mathbf{R}_{ij}.
\]

Here \( \mathbf{R}_{ij} = \mathbf{R}_i - \mathbf{R}_j \) and \( \mathbf{F}_{ij} \) is the atomic pair force calculated by \( -dU(\mathbf{R}_{ij})/d\mathbf{R}_{ij} \).
In a DFT G-K calculation, we first need to obtain the atomic potential energy for each atom \(i\). Here we adopt the energy density \(\varepsilon(r)\) introduced by Martin et al.\(^{15}\):

\[
\varepsilon(r) = t_0(r) + e_{xc}(r) + e_{\text{CC}}(r) + e_{\text{NL}}(r),
\]

with

\[
t_0(r) = \frac{1}{2} \sum_{nk} f_{nk} |\nabla \psi_{nk}(r)|^2,
\]

\[
e_{xc}(r) = \frac{1}{8\pi} |\nabla [V_H(r) + \sum_i V_i^L(r)]|^2,
\]

\[
e_{\text{CC}}(r) = \sum_i \rho_i(r) e_{\text{PCC}}(r),
\]

\[
e_{\text{NL}}(r) = \sum_i f_{nk} \int dr \psi_{nk}^*(r) V_i^N L(r) \hat{P} \psi_{nk}(r).
\]

Here \(\psi_{nk}\) and \(f_{nk}\) are the wavefunction and occupation number for the \(n\)th band with wave vector \(k\). \(e_{xc}\) is the exchange-correlation energy functional. \(\rho^f\) is the total electron charge density. \(V_i^N L(r)\) is the nonlocal pseudopotential component on angular momentum \(\ell\) for the atom \(i\) at position \(\mathbf{R}_i\), and \(\hat{P}\) is the projection operator for \(\ell\). \(V_H\) is the Hartree potential and \(V_i^L\) is the local part of the atomic pseudopotential centered at \(\mathbf{R}_i\). Note we have chosen the positive-defined symmetric forms for the kinetic (\(t_0\)) and classic Coulomb (\(e_{\text{CC}}\)) energy densities.\(^{15}\)

The DFT total energy \(U_{\text{DFT}}\) and the energy density \(\varepsilon(r)\) satisfy\(^{16}\):

\[
U_{\text{DFT}} = \int \varepsilon(r) dr - \frac{1}{2} \int dr \sum_i \rho_i(r) V_i^L(r)
+ \sum_{i \neq j} \frac{1}{4\pi} \frac{Z_i Z_j}{|\mathbf{R}_i - \mathbf{R}_j|} - \int dr \rho_i(r) V_i^L(r)|_{V_i^P(\mathbf{R}_i)}^2.
\]

where \(\rho_i\) is a fixed “smeared ion” charge density of atom \(i\), defined as \(\rho_i(r) = -(1/4\pi)^2 \nabla^2 V_i^L(r)\), and \(Z_i\) and \(Z_j\) are the atomic valence charge of atom \(i\) and \(j\). The integral of \(\rho_i\) equals to \(Z_i\). The second term in Eq. 5 can be expressed as the sum of \(E_{\text{self}}(i) = (1/2) \int \rho_i(r) V_i^L(r) dr\), which is a constant for a given atom \(i\). It thus doesn’t contribute the heat current. The third term in Eq. 5 can be defined as a sum of pair interaction potentials \(\sum_{i \neq j} V_i^P(\mathbf{R}_{ij})\). Hence, we have:

\[
U_{\text{DFT}} = \int \varepsilon(r) dr - \sum_i E_{\text{self}}(i) + \sum_{i \neq j} V_i^P(\mathbf{R}_{ij}).
\]

The pair term \(V_i^P(\mathbf{R}_{ij})\) was not considered in Ref.\(^{15}\). Note, \(\rho_i(r) = 0\) beyond the cutoff radius \(r_c\) of the pseudopotential. As a result, \(V_i^P(\mathbf{R}_{ij}) = 0\) only when \(|\mathbf{R}_{ij}| > 2r_c\). There are many cases where the nearest atom distance is smaller than \(2r_c\), thus this term should not be dropped. Furthermore, in the plane wave implementation, due to the finite energy cut-off \(E_c\) of the plane-waves used to represent \(\rho_i\) and \(V_i^L\), \(V_i^P(\mathbf{R}_{ij})\) can be long-ranged. To overcome such practical difficulty, we modified the \(\rho_i\) (thus the \(V_i^L\)) in reciprocal space for wave vector \(|\mathbf{q}|\) larger than \(q_c = \sqrt{2E_c}\). This modification ensure the finite range of \(V_i^P(\mathbf{R}_{ij})\). The details are described in Ref.\(^{16}\).

Besides the nonlocal term \(e_{\text{NL}}\), all the other terms in \(\varepsilon(r)\) involve only smooth local energy densities. They can be distributed into each atom using a partition function, following our procedure in Ref.\(^{25}\), namely:

\[
U_{\text{DFT}}^{\text{i}} = \int d\mathbf{r} [t_0(\mathbf{r}) + e_{xc}(\mathbf{r}) + e_{\text{CC}}(\mathbf{r})] \frac{w_i(|\mathbf{r} - \mathbf{R}_i|)}{\sum_j w_j(|\mathbf{r} - \mathbf{R}_j|)}.
\]

Here \(w_i(|\mathbf{r} - \mathbf{R}_i|)\) is the isolated atom charge density. The total energy \(U_{\text{DFT}}\) can be written as:

\[
U_{\text{DFT}} = \sum_i [U_{\text{DFT}}^{\text{i}} + E_{\text{NL}}^{\text{i}} - E_{\text{self}}] + \sum_j V_i^P(\mathbf{R}_{ij}).
\]

The choice of \(w_i\), thus the energy partition, is not unique. However, provided \(w_i\) is local, different partitions will only redistribute the energy among the local nearest atoms. Since the thermal conductivity deals with macroscopic heat flow at a much larger scale, it should not be affected by such local energy redistribution. This is analogous to the assignment of atomic energy \(E_i\) in a pair potential FF \(U(\mathbf{R}_{ij})\). \(U(\mathbf{R}_{ij})\) does not need to be equally assigned to the two end atoms, especially if the two atom types differs. This is also true for many-body potentials. Nevertheless, the G-K formula predicted thermal conductivity are insensitive to the definition of local energy, as long as the microscopic locality of the energy is maintained (i.e., no long-range energy re-assignment), as shown in Ref.\(^{4,12}\). The energy density \(\varepsilon(r)\) itself of Eq. 4 is also not unique. But Ref.\(^{3}\) showed such nonuniqueness will not affect the final thermal conductivity either. Finally, the atomic energy \(E_i\) in Eq. 2 can be written as:

\[
E_i = \frac{1}{2} m_i \mathbf{v}_i^2 + U_{\text{DFT}}^{\text{i}} + E_{\text{NL}}^{\text{i}} - E_{\text{self}} + \sum_j V_i^P(\mathbf{R}_{ij}),
\]

where \(m_i\) is the atom mass.

After \(E_i\) is obtained at every MD step, another challenge is the ill-definition of \(\mathbf{R}_i\) in the second term of Eq. 2 in a periodic system. The same problem exists in the calculation of polarization.\(^{26}\) Here we introduce a two-step approach to solve this problem. Note if we can find a boundary for an isolate region, where there is no heat (energy) flow crossing this boundary, then the \(r\) issue will disappear, since \(r\) can be defined inside this region without the periodic wrapping problem (note an arbitrary constant on \(r\) exists due to the definition of origin. But it will have zero effect since \(\sum_i dE_i/dt = 0\) within this isolated region). However, usually there is no such zero-heat-current boundary (ZHCB) for a given MD step. Here, we will create such a ZHCB by moving the atoms in two steps retrospectively after each normal MD step.
movement. More specifically, consider that the movement of atom $i$ between the two MD steps $N$ and $N+1$ is $\Delta \mathbf{R}_i$. Assuming $x$ is the direction of interest, we introduce a 1D mask function $m(x)$ defined in $[0,1]$ with the shape shown in Fig. 1a. Thus, $m(x)=0$ when $x$ is close to 0 or 1, whereas $m(x)=1$ for $x$ around 0.5. In the present work we use $m(x) = [\text{erfc}(12|x-0.5|-3)]/2$. Then we create an intermediate step $N+0.5$, and divide the movement $\Delta \mathbf{R}_i$ into two sub-steps. In the first sub-step ($N \to N+0.5$), the atomic movement is $\Delta \mathbf{R}^1_i = m(x_i/L_x)\Delta \mathbf{R}_i$, and in the second sub-step ($N+0.5 \to N+1$), the atomic movement is $\Delta \mathbf{R}^2_i = [1-m(x_i/L_x)]\Delta \mathbf{R}_i$. Here $x_i \in [0, L_x]$ is the $x$ coordinate of atom $i$ before the movement, and $L_x$ is the supercell length along $x$. A DFT self-consistent calculation is done for $N+0.5$ to get the $U_{\text{DFT}}^{N+0.5}$ in this step. In the first sub-step, the atoms whose $x_i$ is close to 0 or $L_x$ are fixed. Since the energy density is a local property, $U_{\text{DFT}}$ only depends on the local environment, thus $dU_{\text{DFT}}/dt$ for these atoms will be zero if the supercell is sufficiently long along $x$. The kinetic energy change equals to $\mathbf{F}_i \cdot \Delta \mathbf{R}^1_i$ ($\mathbf{F}_i$ is the atomic force), which is also zero at $x_i=0$. This will give a ZHCB at $x=0$ (or $L_x$). Similarly, in the second sub-step, there will be a ZHCB at $x=L_x/2$. Within each substep, the heat current along $x$ can be properly calculated by choosing $\mathbf{R}_i$ from the center of the movement zone, as shown in Fig. 1b. Putting the two substeps together we have:

$$ J_x = \sum_i E_i v^x_i + \sum_i (\tilde{x}^1_i \frac{dE^1_i}{dt} + \tilde{x}^{11}_i \frac{dE^{11}_i}{dt}). \tag{10} $$

Here $v^x_i$ is the $x$ component of velocity. $\tilde{x}^1_i$ and $\tilde{x}^{11}_i$ are the $x$ components of $\mathbf{R}_i$ for the atom movement domain in substep I and II, respectively, with their origins defined at the center of the corresponding domains. $dE^1_i$ and $dE^{11}_i$ are the change in $E_i$ in substep I and II. Using this $J_x$, the thermal conductivity along $x$ can then be calculated according to Eq. 1. The computational cost of this approach is only twice (due to the two-step process) as that of an ordinary FP-MD. Our test calculations on crystal Lennard-Jones argon show that this two-step method (Eq. 10) is equivalent to the commonly used pair-force method (Eq. 3). This technique can also be used for the dipole moment change in a periodic system due to atomic displacements, which is often calculated using Berry phase method.

With $E_i$ and the two-step approach, we can now apply the Green-Kubo method to first-principles molecular dynamic (FP-MD) simulations. The FP-GK method is implemented in PWmat, a GPU based plane-wave pseudopotential code for DFT simulations. The norm-conserving pseudopotentials and the LDA functional are used. Detailed simulation setups for all test systems are given in Ref. 16. We also did parameter tests on the form of $m(x)$, on the LDA atomic-energy dependence radius, and on the number of trajectories used. The tests showed our setup was appropriate. To test the feasibility of the FP-GK method, following Ref. 9, we first choose the liquid argon with LDA exchange-correlation functional (LDA-Ar) as a demonstration system. The interaction between LDA-Ar atoms can be fitted by a classic pair potential, thus allows one to directly compare the results between FP-MD and FF-MD. In this inert element case, we expect the pair potential result to be good. We fit the DFT calculated energy of two Ar atoms of a distance $r$ with the pair potential (See Ref. 16 for fitting details): $U(r) = (a_1 r^2 + a_2 r + a_3) e^{-ar} + E_0$, and use this potential for the reference FF-MD simulation, same as in Ref. 9. The thermal conductivity of liquid LDA-Ar is calculated by both FP-MD and FF-MD.
We first look at the DFT calculated atomic energies $E_i$. Figs. 2a and 2b show the typical changes of $E_i$ in the first and second MD sub-steps. For the first sub-step, the energies of the atoms near the cell center ($x_i = 0.5 L_x$) changes significantly, whereas the atoms near the cell boundary ($x_i = 0$ and $x_i = L_x$) have negligible energy change, and vice versa for the second sub-step. Similar trends were observed throughout the whole FP-MD trajectories. Therefore, ZHCB are clearly generated in this not-so-large supercell (108 atoms). These results indicate that the DFT atomic energy $E_i$ depends only on the local atomic environment. This is an important feature making our final result independent of the details of the local energy partition.

Fig. 2c and 2d show the HC-ACF and the thermal conductivity $\kappa$ calculated from FP-MD and FF-MD for liquid Ar at 400K. Both methods give very similar results. The HC-ACF decays to 0 after $\sim 0.6$ ps, and both methods obtain a $\kappa$ of 0.1 Wm$^{-1}$K$^{-1}$. This also agrees with Ref.9 where both G-K and non-equilibrium DFT calculations found the $\kappa$ at around 0.1 Wm$^{-1}$K$^{-1}$ for the same system. This result shows our FP-GK method works by reproducing the FF G-K result, as well as previous first-principles results, and it is rather practical to carry out the FP-GK calculations for systems with small $\kappa$ (hence relatively short decay time in the HC-ACF).

Just as Ref.9, the LDA-Ar system is only for proof-of-concept purpose as LDA cannot capture the van der Waals interactions. Next we apply the FP-GK method to amorphous silicon, where the covalent bonds between the Si atoms provide strong non-trivial many-body interactions. Such system is also difficult to be studied using the anharmonic interaction approach since the number of possible three-body anharmonic terms is huge due to the lack of translational symmetry.2 On the other hand, the phonon scattering is strong, thus the HC-ACF decays fast, and short simulation times should be sufficient (provided many trajectories are simulated). The FP-GK calculated HC-ACF and $\kappa$ for amorphous Si at 300 K is presented in Fig. 3a and 3b. Due to limited simulation time and ensembles, the HC-ACF doesn’t decay to 0 monotonously, but with some oscillations. Despite the oscillations, $\kappa$ is essentially not increasing beyond 3 ps. Therefore, we take the average value of $\kappa$ in the region of 3-4 ps to estimate the converged value, which is determined to be 1.4 Wm$^{-1}$K$^{-1}$. This is two orders of magnitude smaller than that of crystal Si31. The predicted $\kappa$ is consist with various reported experimental32–34 and theoretical35–37 values in the range of 1-2 Wm$^{-1}$K$^{-1}$. Note that in principle there is no qualitative difference between amorphous Si and crystal Si, except for the much longer phonon scattering time in the latter. The validity of the FP-GK method on amorphous Si suggests that one can also apply it to crystal Si, provided that sufficiently long MD trajectories (at ns scale) will be used (see Ref.16).

As a third example, we calculate the thermal conductivity of liquid Si at 2000 K using the FP-GK method, and the results are presented in Figs. 3c and 3d. Liquid Si is a metal, and its thermal conductivity is dominated by electron38 while the contribution from lattice phonon is quite small. The phonon relaxation in liquid Si is fast, as the HC-ACF decays to 0 within 100 fs (Fig. 3c). The $\kappa$ is found to be 0.63 Wm$^{-1}$K$^{-1}$, only 1% of the experiment measured total thermal conductivity ($\sim 60$ Wm$^{-1}$K$^{-1}$).39,40 Baker et al. predicted a lattice thermal conductivity of 1.78 Wm$^{-1}$K$^{-1}$ for the same system using the Stillinger-Weber potential.40 The result qualitatively agrees with ours, and the quantitative difference could come from the difference between the Stillinger-Weber potential and LDA. Although the Stillinger-Weber potential is good for ground state Si structure, it overestimates the lattice thermal conductivity of Si crystal by 40% when the temperature is close to the melting point.40

In summary, we presented a new FP-GK approach to calculate the thermal conductivity of materials. Compared to the approach in Ref.9, it does not need the calculation of linear equations at each MD step. The computational cost is only twice as that of an ordinary FP-MD. Compared to the method of Ref.11, it does not drop the convection current and can be used for liquid simulations, as well as pseudopotential calculations. In this method we use a partition scheme to assign the DFT energy into each atom. Moreover, we introduce a two-step approach to solve the problem of periodic system wrapping effect for the position $\mathbf{R}_i$. The FP-GK method is particularly practical for disorder systems (e.g., solid amorphous or liquid) at high temperature where the phonon scattering is strong and the thermal conductivity is small. Thus the HC-ACF decay fast and short picosecond FP-MD simulations will be sufficient. The calculated Ar-liquid, Si-amorphous and Si-liquid thermal conductivities agree well with previous theoretical results and experimental
measurements.
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