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CTA and SWGO can discover Higgsino dark matter annihilation

Nicholas L. Rodd ,* Benjamin R. Safdi ,† and Weishuang Linda Xu ‡

Berkeley Center for Theoretical Physics, University of California, Berkeley, California 94720, USA
and Theoretical Physics Group, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

(Received 1 June 2024; accepted 11 July 2024; published 2 August 2024)

Thermal Higgsino dark matter (DM), with a mass near 1.1 TeV, is one of the most well-motivated and
untested DM candidates. Leveraging recent hydrodynamic cosmological simulations that give DM density
profiles in Milky Way analog galaxies we show that the linelike gamma-ray signal predicted from Higgsino
annihilation in the Galactic Center could be detected at high significance with the upcoming Cherenkov
Telescope Array (CTA) and Southern Wide-field Gamma-ray Observatory (SWGO) for all but the most
pessimistic DM profiles. We perform the most sensitive search to-date for the linelike signal using 15 years
of data from the Fermi Large Area Telescope, coming within an order one factor of the necessary sensitivity
to detect the Higgsino for some Milky Way analog DM density profiles. We show that H.E.S.S. has
subleading sensitivity relative to Fermi for the Higgsino at present. In contrast, we analyze H.E.S.S. inner
Galaxy data for the thermal wino model with a mass near 2.8 TeV; we find no evidence for a DM signal and
exclude the wino by over a factor of two in cross section for all DM profiles considered. In the process, we
identify and attempt to correct what appears to be an inconsistency in previous H.E.S.S. inner Galaxy
analyses for DM annihilation related to the analysis effective area, which may weaken the DM cross-
section sensitivity claimed in those works by around an order of magnitude.

DOI: 10.1103/PhysRevD.110.043003

I. INTRODUCTION

Weakly interacting massive particle (WIMP) dark matter
(DM) has been increasingly constrained in recent years from
null results for DM scattering at large-scale direct detection
experiments using liquid noble gases [1,2], searches for DM
production at the large hadron collider [3], and gamma-ray
telescope searches for DM annihilation [4,5]. For all this
progress, it has been emphasized recently that in many ways
the most canonical WIMP candidate—the Higgsino—has
remarkably yet to be definitively probed by any direct or
indirect experiment [6–10]. In thisworkwe demonstrate that
this situationwill soon change.As shown in Fig. 1, for awide
range of assumptions about the amount of DM in the inner
Galaxy, the upcoming Cherenkov Telescope Array (CTA)
and the Southern Wide-field Gamma-ray Observatory
(SWGO) will be able to detect the thermal Higgsino.
The Higgsino is an example of minimal WIMP DM [11],

whereby the DM is assumed to interact with the Standard

Model (SM) through the electroweak force SUð2ÞL ×
Uð1ÞY and is put into a representation of the electroweak
theory containing a neutral component that becomes the
DM mass eigenstate after electroweak symmetry breaking.
Scenarios where the SM is augmented only with a thermal
bino (SUð2ÞL singlet) or wino (SUð2ÞL triplet) are largely
ruled out by collider [12,13] and indirect detection [14,15]
searches, respectively. Conversely, the thermal Higgsino is
an SUð2ÞL doublet fermionic DM candidate that is too
heavy to be produced at existing colliders, with an
expected mass around 1 TeV, too weakly interacting to
scatter in direct detection experiments [16–19], and so
far too weakly annihilating to give a decisive signal
in gamma-ray searches. The Higgsino is not, however,
unreachable; existing studies have suggested that the
forthcoming Cherenkov Telescope Array (CTA) South
in Chile [20] may be able to reach the thermal signal [6].
In this work we go beyond [6] by projecting the sensitivity
to Higgsino DM annihilation accounting for realistic
analysis procedures that are robust to systematic back-
ground mismodeling while maintaining sensitivity to the
DM signal and also accounting for uncertainties in the
DM density profile using recent hydrodynamic cosmo-
logical simulations. We validate our procedures using
High Energy Stereoscopic System (H.E.S.S.) and Fermi
Large Area Telescope (LAT) inner Galaxy data; we show
that while H.E.S.S. and Fermi are at present unable to
conclusively reach the Higgsino, our procedure opens the
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path to a high significance discovery with near-term instru-
ments such as CTA and the SWGO air shower array [21].1

The Higgsino DM model has few free parameters, since
the Higgsino’s interactions are fixed by its representation
under the electroweak force. One free parameter is the mass
of the SUð2ÞL doublet, which sets the relic abundance under
a standard freeze-out cosmology. To produce the correctDM
abundance the Higgsino should have a mass mχ ¼ 1.08�
0.02 TeV [8]. Below the scale of electroweak symmetry
breaking, the Higgsino is described by a charged Dirac
fermion and a pair of neutral Majorana fermions. Radiative
corrections break the mass degeneracy between the charged
and neutral components of the SUð2ÞL doublet; the charged
Dirac fermion state acquires amass approximately 355MeV
heavier than the neutral Dirac fermion [22]. In the absence
of higher-dimensional operators or additional states, the
Higgsino is excluded by Z-exchange direct detection
searches. On the other hand, higher-dimensional operators
may split the neutral Dirac fermion into two Majorana
mass states; if the neutral mass splitting Δm is greater than
around 200 keV the Z-exchange rate becomes inelastic and
is kinematically shut off. The dimension-five operators
giving rise to this mass splitting may emerge from mixing
of the Higgsino with the bino or wino states in a super-
symmetric ultraviolet (UV) completion, where the Higgsino
arises as the superpartner of the Higgs doublet in that theory.
The same operators may too contribute additional mass

splitting between the charged and neutral states. More
broadly, the Higgsino is motivated in the context of split-
spectrum supersymmetry models that have light (∼TeV
scale) gauginos and Higgsinos to preserve gauge coupling
unification but otherwise decouple the scalar superpartners
to higher masses [23–28]. In this case the requirement
Δm ≫ 200 keV is translated, generically, to the require-
ment that either the bino or wino have a mass less than
108 GeV [29]. The bino or wino admixture in principle
opens up an avenue for direct detection through Higgs
mediated spin-independent or Z mediated spin-dependent
interactions. The implications of constraints on these proc-
esses for the Higgsino purity was studied in Ref. [10].
Broadly, current constraints only require the bino and wino
to be heavier than ∼1.5–3 TeV, with the exact value
depending on the full set of model parameters. For a broader
discussion of the Higgsino in the context of the CMSSM see
Ref. [30]. Beyond these general motivations, we emphasize
that throughout this paper we study only the pure Higgsino,
i.e., the limit where all other new particles are decoupled.
While the mass splitting Δm dramatically affects direct

detection prospects, the DM annihilation signal is relatively
unaffected and is determined through the same diagrams,
with the exception of those involving coannihilations, that
go into determining the DM relic abundance. There are two
distinct signatures of prompt Higgsino DM annihilation:
(i) a continuum of gamma-rays extending from the DM
mass mχ ≃ 1.1 TeV to lower energies from the tree-level
annihilations to WW and ZZ final states; and (ii) a narrow
gamma-ray line at mχ from the one-loop direct annihilation
to γγ. As the line is produced at one loop, higher body final
states such as WWγ contribute comparably and generate a
sharp endpoint spectrum that peaks at m2

W=m
2
χ ≃ 0.5%

below the DM mass, with mW the W-boson mass, making
it an indistinguishable contribution to the line for the
energy resolution of any proposed instrument. An effective
field theory calculation of this effect for the Higgsino has
been performed and is included in our analyses [31].
To date the most sensitive search for Higgsino DM

annihilation made use of 14 years of data from the Fermi-
LAT toward the Milky Way Galactic Center (GC) [9]. That
work focused on gamma-ray energies below roughly
100 GeV and the continuum component of the signal from
WW and ZZ final states. Interestingly, Ref. [9] found a
modest excess of gamma-rays above the expected con-
tinuum background, which could be interpreted as arising
from Higgsino DM annihilation, depending on the DM
density profile. As part of the present work we revisit the
Fermi-LAT analysis of [9] but focus exclusively on the
linelike signal at energies near mχ. We show that while
Fermi-LAT is not sensitive enough to see the expected
linelike signal from Higgsino annihilation, it is the most
sensitive instrument at present to this spectral feature,
surpassing the sensitivity of H.E.S.S.

FIG. 1. A projection of the expected discovery test statistics
(TSs) in favor of the thermal Higgsino annihilation signal for
CTA (orange) and SWGO (blue). The projected reach is shown
for a wide range of DM profiles and for optimal analyses (light)
and more realistic analyses that account for mismodeling un-
certainties (dark), as discussed in this work.

1SWGO has yet to finalize a site location but plans to be
located in South America at a latitude between roughly 10° and
30° South.
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With the above in mind, a key focus of our study is on
investigating the sensitivity of the existing H.E.S.S. tele-
scope to a Higgsino signal. Even though H.E.S.S. is not the
most competitive instrument at present, its similarities to
the upcoming CTA, which as we show will be the most
sensitive instrument when it comes online, presents an ideal
testing ground for analysis strategies. The H.E.S.S. tele-
scope has been collecting data since 2004; while the
collaboration has never performed a dedicated search for
the Higgsino spectral signature they have searched for the
WW and γγ=Zγ final states [5,32] (see also [33]). Using the
information provided in [5] we reconstruct their dataset
and perform a search for the linelike signal associated
with Higgsino annihilation; we find no evidence for any
excess flux.
Most importantly, however, we show that in extracting

and analyzing the data from the prior H.E.S.S. analysis in
Ref. [5] that the work exhibits apparent inconsistencies,
which put in question the validity of their results. The
central inconsistency in [5] is as follows. Reference [5]
used an on/off analysis procedure, whereby an on (i.e.,
signal) region is defined for a given observation within the
field of view (FOV) toward the GC, while an off (i.e.,
background) region is defined to have the same angular size
as the on region and to be the same distance from the beam
center but in a direction away from the GC. The motivation
is that cosmic-ray-induced backgrounds should show up
the same in the on and off regions, so by modeling the
on-region data as the sum of the off region data and the DM-
induced signal, one is able to account for the cosmic-ray-
induced background in a data-drivenmanner. Of course, any
astrophysical backgrounds that are not spatially uniform,
such as the diffuse emission from our own Galaxy (that has
beenwell-characterized by theFermi-LAT [34]), should also
appear in the off subtracted on dataset. However, we show
that the apparent astrophysical residuals do not appear at the
expected level unless the H.E.S.S. analysis effective area is
smaller than that assumed in [5] by a factor of around 8.
Correcting the effective area by the appropriate amount, we
find striking evidence, for the first time, of Galactic diffuse
emission over a broad region within the inner Galaxy in the
H.E.S.S. data, with a spectral shape above roughly 500 GeV
consistent with that measured by Fermi. (For a prior
detection within the inner 200 pc, see Ref. [35].)
A key consequence of the correction described above,

however, is that the limits on DM annihilation in [5] should
also be weakened by around a factor of 8. An alternative
approach to understanding the issue, as we show, is that the
effective area assumed in [5] implies, given the total
reported photon counts, a cosmic-ray rejection efficiency
of ≳99.9%, far beyond what H.E.S.S. has claimed to be
achievable.
We also show that the analysis procedure performed

in [5] for searching for DM annihilation is suboptimal
because (i) DM annihilation contributes to both the on and

off regions and is thus partially subtracted in the on minus
off procedure, and (ii) the use of the on minus off procedure
greatly limits the data volume. On the other hand, Ref. [5]
presented their spectral on and off data, summed over their
full region of interest (ROI) in the inner 3° of the Galaxy,
which we use to perform dedicated Higgsino and wino
analyses. We further use the on spectral data from [5] to
validate an unsubtracted analysis procedure, whichwe show
is more sensitive than the on/off procedure. We perform a
direct search for the Higgsino signal, while modeling the
background emission with parametric and nonparametric
models to illustrate different approaches to how robust and
sensitive analyses may be performed. For the nonparametric
approachwe useGaussian process (GP)modeling, along the
lines of the searches performed in [36,37] in the context of
bump hunts at colliders and in astrophysical x-ray datasets.
We show that the GP and parametric, spectral-template-
based approaches could be performed in future analyses of
H.E.S.S. data and the datasets collected with upcoming
instruments such as CTA and SWGO.
We search for evidence of thermal wino DM annihila-

tion, with a mass near 2.8 TeV, in the unsubtracted H.E.S.S.
data using the corrected effective area. We find no evidence
for wino DM annihilation and strongly exclude the wino
model for all Milky Way analog galaxy DM profiles
considered. This result add to the previous but weaker
results in [14,15], which used smaller H.E.S.S. datasets and
also assumed only a sample of ad-hoc, parametric DM
density profiles.
The remainder of this article proceeds as follows. We

detail our approach for computing the thermal Higgsino
annihilation signal in Sec. II. In Sec. III we outline our
modeling of three of the ground-based detectors considered
in this work—H.E.S.S., CTA, and SWGO—and we per-
form parametric estimates of the sensitivity of each instru-
ment to a Higgsino signal. In Sec. IV, we present an
analysis searching for the Higgsino linelike signature in
Fermi-LAT data. In Sec. V we analyze the H.E.S.S. inner
Galaxy data that we extract from the information provided
in [5]. We first demonstrate that the analysis in that work
has likely overestimated their effective area, and after
correcting this we perform an analysis for the Higgsino
and wino signals in the data. We provide projected
sensitivities for CTA and SWGO in Secs. VI and VII,
respectively, justifying that as illustrated in Fig. 1 they
could detect thermal Higgsino annihilation for a wide array
of DM profile scenarios. We conclude in Sec. VIII.
The appendices are dedicated to further cross-checks of

H.E.S.S. results, with the first three focused on [5].
Appendix A provides a more complete description of
how we extract the data from [5] and independent checks
that there is an issue with the results in that paper. In
Appendix. B we show that adding spatial information to
our H.E.S.S. analysis (which we neglect in the main
text) has negligible impact. As a final validation of our
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procedure, in Appendix C we demonstrate that we are able
to faithfully reproduce the primary science result of [5]—a
limit on χχ → WW—only in the case where we adopt the
effective area that we suspect has been over reported. In
Appendices D and E we explore whether this issue is
present in other H.E.S.S. searches for DM annihilation,
finding that there may be an issue with the search for a
linelike signature in the inner Galaxy presented in [32], but
no apparent issue in the dwarf analysis of [38]. Lastly, in
Appendix F we demonstrate that our CTA projections are in
close agreement with those that appeared recently in [39].

II. GAMMA-RAY FLUX FROM
HIGGSINO ANNIHILATION

We begin by describing the indirect detection signal
expected for Higgsino DM. As reviewed above, the
Higgsino is a well-motivated DM candidate. In the UV,
it could originate as the supersymmetric partner of the SM
Higgs, specifically taking the form of two fermionic
electroweak doublets that carry hypercharges �1=2.
After electroweak symmetry breaking, the spectrum is
reorganized into a single charged Dirac fermion and two
neutral Majorana fermions split in mass by ≳200 keV. The
lightest of the neutral states could then be the DM of our
Universe.2 Given its SM couplings, Higgsino DM could
emerge from a thermal freeze-out cosmology, with the
correct relic abundance requiringmχ ¼1.08�0.02TeV [8],
and we adopt the central value of that range as the canonical
mass for the thermal Higgsino in this work.3

Within this scenario, we wish to determine the number of
counts that Higgsino annihilations could produce in our
telescope as a function of energy. The flux incident on the
detector depends on two factors, which we discuss in detail
in the upcoming subsections. The first of these is the
differential cross section to produce a photon, dhσviγ=dE,
where the subscript γ denotes that we are considering the
semi-inclusive process χχ → γ þ X, with X denoting any
other final state particle. This contribution describes both
the probability of Higgsino annihilation and the spectrum
of photons produced per annihilation. The second factor is
the J-factor: a measure of the DM annihilation flux
controlled by the amount of DM in the location observed,
or in detail an integral over the DM density squared along
the line-of-sight, J ¼ R

dsρ2DMðs;ΩÞ (see, e.g., [40]). The
incident flux can then be combined with the properties of

the instrument to determine the differential number of
observed counts in units of [cts/TeV/sr], as (see, e.g., [41])

dN
dErdΩ

¼ Jtexp
8πm2

χ

Z
dEtPðErjEtÞAeff

dhσviγ
dEt

: ð1Þ

Here texp is the exposure time, Aeff is the energy-dependent
effective area of the telescope, and lastly Et and Er are the
true and reconstructed photon energies, mapped into each
other by the energy response PðErjEtÞ.4 Our prescription
for each of these quantities for H.E.S.S., CTA, and SWGO
is presented in Sec. III, while for the Fermi-LATwe use the
publicly available analysis software FERMITOOLS.5

A. The spectrum of Higgsino annihilations

The Higgsino annihilation photon spectrum receives
contributions from several channels. The annihilation cross
section is dominated by WW and ZZ final states, which
proceed at tree level and produce continuum photons, with
cross sections of the rough size hσviW ≃ 8 × 10−27 and
hσviZ ≃ 5 × 10−27 cm3=s. Hard photons with E ¼ mχ can
be produced at loop level, and so the annihilation cross
section to a line (γγ þ γZ=2) is significantly smaller,
around hσviline ≃ 1 × 10−28 cm3=s. The neutral mass split-
ting does not have a large impact on these rates or the
indirect detection signal generally. Formally it modifies the
Sommerfeld enhancement discussed below, although
adjusting it over the allowed range of 100 keV≲ Δm≲
1 GeV varies the cross sections given above by Oð10%Þ;
throughout, we adopt a representative value of Δm ¼
20 MeV and 355 MeV for the chargino-neutralino split-
ting. The above cross sections are estimated purely using
the tree level amplitudes with Sommerfeld enhancement
but receive corrections from large logarithms, which we
include in the spectrum as discussed below.
The three cross sections provided above are annihilation

cross sections. What enters the calculation in (1), however,
is the cross section to produce a photon. The two are
roughly related by,6

dhσviγ
dE

≃ hσviW
dNW

dE
þhσviZ

dNZ

dE
þhσviline

dNline

dE
: ð2Þ

Here dN=dE represent the differential numbers of photons
produced per annihilation. For instance, dNline=dE ¼
2δðE −mχÞ, whereas the equivalent for the W and Z
describe the continuum of photons produced from these2In the minimal DM framework, stability of the lightest state is

guaranteed as there are no further operators that induce χ decay.
In the supersymmetric context the lightest Higgsino state is a
viable DM candidate if it is also the lightest supersymmetric
particle and R-parity is conserved.

3Higher and lower Higgsino DM masses are allowed if one
considers nonstandard cosmological histories or if the Higgsino is
only a subfraction of the DM. We do not consider these
possibilities further in this work.

4More precisely, PðErjEtÞ represents the probability of record-
ing a photon of energy Er, given the instrument response function
and a true photon energy Et.

5https://fermi.gsfc.nasa.gov/ssc/data/analysis/documentation/.
6For further discussion of the different possible cross sections

that could be used to parametrize the annihilation rate and
spectrum, see Refs. [42,43].
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final states. The result in (2) is only approximate as there
can be additional contributions to the spectrum. An
important one that we include is that the line cross section
can receive an Oð1Þ enhancement from endpoint photons
(three or higher body final states involving a photon).
To account for all of these contributions we use the code

package DMγSPEC [44,45].7 This package further
accounts for the cross section corrections induced by
Sommerfeld enhancement [47–51] and large logarithms,
described below. The Sommerfeld enhancement arises
when the annihilating DM particles interact through a
relatively light mediator particle, as in the case for TeV-
scale Higgsino DM interacting through electroweak
bosons. (Note that DMγSPEC computes the Sommerfeld
enhancement using the NLO potentials determined
in [52,53].) The emission of soft and collinear radia-
tion generates Sudakov double logarithms of the form
ln2ð4m2

χ=m2
WÞ. Further, when focusing on hard photons

with E ≃mχ , this places a kinematic restriction on the
process χχ → γ þ X that generates additional large loga-
rithms associated with the endpoint spectrum. A reliable
calculation of the DM cross section requires both sets of
logarithms to be resummed, which can be done in the
framework of effective field theory, as developed for TeV
scale electroweak DM over the last decade [42,44,54–64].
From dhσviγ=dE we can determine the distribution of

photons that arrives at the detector, which we then need to
correct with the instrumental energy response. For sim-
plicity we model the energy responses of the H.E.S.S, CTA,
and SWGO detectors in this work as Gaussians with an
energy-dependent width, σxEt; for the Fermi-LAT we
use the full energy redistribution matrix provided in
FERMITOOLS. In Fig. 2 we show the differential cross
section convolved with the instrument energy resolution,
taking σx ¼ 0.1, as roughly appropriate for H.E.S.S. (see
Sec. III). We illustrate both the full spectrum including all
relevant final-state photons, along with a comparison to
what would be obtained if we simply had the line con-
tribution arising from two-body final states that include a
photon. We use this to demonstrate that accounting for the
full spectrum is important in part because the peak is shifted
to slightly lower energies, but even more so as there is
considerable flux at lower energies.
The primary focus of our work is on the detectability of

the largely unprobed thermal Higgsino. Nevertheless, our
approach can be easily extended to other TeV electroweak
DM candidates. To demonstrate this point we also consider
the thermal wino, which has a mass ∼2.8 TeV. The wino is
the neutral component of a Majorana triplet of fermions,

which has similarly strong motivations to the Higgsino, and
its spectrum can also be computed with DMγSPEC. Note
that indirect detection searches already disfavor the wino,
unless there is a considerable reduction in the DM density
profile in the inner galaxy [6,14,15]. We return to the wino
in Sec. V by showing that the thermal wino is disfavored
from our analysis of the H.E.S.S. inner Galaxy data for all
DM profiles considered.

B. DM density profile in the inner Galaxy

A major complication when searching for DM annihi-
lation in the inner Galaxy is that the DM density profile is
expected to be strongly affected by baryons within the inner
few degrees. The Galactic bulge extends to roughly half a
kpc from the GC, corresponding to around 4° away from
the GC in terms of the closest distance along the line of
sight from Earth; within the bulge radius the bulge
contributes around 109M⊙ of baryonic matter [65], while
the amount expected from the DM halo—assuming a
standard Navarro–Frenk–White (NFW) [66,67] profile—
is around 108M⊙. It is thus expected that DM density
profiles motivated by DM-only N-body simulations, such
as the NFW profile and the Einasto profile [68], are poor
estimators of the DM density in the inner parts of
Milky Way mass galaxies. To more accurately estimate

FIG. 2. The differential Higgsino annihilation cross section
dhσviγ=dE computed using DMγSPEC and assuming a thermal
Higgsino mass ofmχ ¼ 1.08 TeV. We show the distribution after
it has been convolved with a Gaussian model for the H.E.S.S.-like
energy resolution. We show the full signal, which is provided by
DMγSPEC, and for contrast we also show what would be
obtained for a pure line ∼δðE −mχÞ, normalized by the Higgsino
prediction for two-body final states involving a photon. As seen,
the full signal differs considerably from a line, which highlights
that dedicated Higgsino searches are necessary; searches for
spectral lines in isolation may return incorrect results for the
Higgsino given the different shape and normalization of the
signal.

7The continuum contribution in DMγSPEC is determined
using results from PPPC4DMID [45]. As shown recently in
Ref. [46], there are continuum contributions this approach does
not fully capture that become particularly relevant for neutralino
masses below a TeV.

CTA AND SWGO CAN DISCOVER HIGGSINO DARK MATTER … PHYS. REV. D 110, 043003 (2024)

043003-5



the DM density profile in the inner galaxy, and more
importantly the inherent uncertainty therein, we use 12
Milky Way analog galaxies from the feedback in realistic
environments (FIRE-2) zoom-in hydrodynamic cosmologi-
cal simulations [69,70], which include baryon dynamics in
addition to DM. Although there is a spread between
simulations, generically baryonic feedback leads to an
enhancement in the density of DM at the GC through
adiabatic contraction, thereby boosting the expected DM-
induced signal.
We follow [70] and adjust the FIRE-2DMdensity profiles

such that the local DM density is 0.38 GeV=cm3 with a
distance to the Sun of r⊙ ¼ 8.2 kpc.8We compare the FIRE-
2 profiles to the NFW profile [66,67],

ρNFWðrÞ ¼
ρ0

r=rsð1þ r=rsÞ2
; ð3Þ

and to the Einasto profile [68,72,73],

ρEinðrÞ ¼ ρs exp

�
−

2

αs

��
r
rs

�
αs
− 1

��
; ð4Þ

which are both motivated by DM-only cosmological sim-
ulations. We normalize all DM density profiles to the same
local DM density. For the NFW profile we take the fiducial
value for the scale radius rs ¼ 15 kpc, while for the Einasto
profile we assume rs ¼ 20 kpc and αs ¼ 0.17 (for more
discussion, see Ref. [41]). From the DM profiles, we then
compute the J-factor as a function of the observed angle
from the GC, using

J ≡
Z

dsρ2DMðs;ΩÞ; ð5Þ

where s is the line-of-sight distance from Earth and Ω
denotes the angular position on the sky.
The J-factor profiles in the inner parts of the Galaxy are

illustrated in [9] and are also reproduced in Fig. 3. Note that
there is around an order of magnitude spread in predicted
profiles between different FIRE-2 Milky Way analog
galaxies. Of the 12 FIRE-2 galaxies, the Romulus profile
has the most similar baryonic features (thick disk, stellar
bulge, etc.) as those in the Milky Way, and 6 of the 12
galaxies (including Romulus) were evolved in pairs to
mimic the interactions of the MilkyWay with M31. For this
reason, we use Romulus as a benchmark in many of our
analyses. The resolution in the FIRE-2 simulations is

estimated at 2.75° [70]; however, we use the simulation
output to make projections down to smaller radii, though
the J-factors should be treated with caution at such small
angular scales.

III. H.E.S.S., CTA, AND SWGO DETECTOR
CHARACTERIZATIONS

In this section we describe our parametrizations of the
existing H.E.S.S. telescope and the future CTA and SWGO
detectors. (As previously mentioned, for the Fermi-LATwe
simply use the FERMITOOLS.) We are primarily interested
in the performance of these instruments near 1 TeV.
Nevertheless, we also consider the instrument responses
at higher and lower energies. The lower energies are
important to capture the low-energy continuum photons
produced by the Higgsino annihilation, though the primary
focus of this work is on the linelike signature. The higher
energies are irrelevant for the thermal Higgsino, however,
considering them allows us to search for additional DM
candidates such as the ∼2.8 TeV thermal wino.
We caution the reader that (i) the modern H.E.S.S. data,

instrument responses, and observation strategies are not
publicly available, and (ii) the precise design configurations
for CTA and SWGO have not been decided and/or
publicized. With regards to H.E.S.S. this implies that we
are forced to rely on approximations, described below,
based on small amounts of public data from older instru-
ment configurations. These will differ from the true current
instrument response and are certainly unable to capture
variation on an observation-by-observation basis. In terms
of CTA and SWGO, we assume the default configurations

FIG. 3. The J-factor profiles computed using the 12 FIRE-2
Milky Way analog galaxies [69,70] (also reproduced from [9]).
We compare the FIRE-2 profiles to the NFWand Einasto profiles,
all normalized to match the local DM density at solar system
distances. The named FIRE-2 galaxies were evolved in pairs to
mimic Milky Way-Andromeda dynamics.

8We note that differences in the mass enclosed with the solar
radius between the 12 Milky Way analog DM density profiles,
after normalizing to the same local DM density, are at
maximum around 20%. Given current uncertainties in the local
DM density [71] all of these DM profiles can likely thus be
considered consistent with local and global measurements of
the DM content of the Milky Way.
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for these instruments, but in reality there will undoubtedly
be differences between the final versions of these detectors
and the configurations assumed here. Conversely, we
highlight through back-of-the-envelope estimates in this
section and more careful calculations in subsequent sec-
tions how the Higgsino sensitivity depends parametrically
on the detector parameters, such that future detectors such
as CTA and SWGO may be further optimized for Higgsino
detection.

A. H.E.S.S.

H.E.S.S. has been collecting data since 2004 with four
telescopes (H.E.S.S.-I), though in 2012 they added a larger,
fifth telescope (H.E.S.S.-II upgrade). In Fig. 4 we show the
typical on-axis H.E.S.S.-I effective area (left panel) as a
function of energy along with the falloff of the effective
area with angle from the beam axis (right panel) at
E ¼ 1 TeV. These results are taken from the H.E.S.S.-I
public data release [74]; we take the median response over
38 blank-sky observations, restricting to those at zenith
angles lower than 40° in attempt to match the criteria in [5].
The equivalent H.E.S.S.-II results are not publicly avail-
able, although we expect them to be similar other than
increased effective area from the additional H.E.S.S.-II
telescope, primarily at ∼100 GeV [75]. In Sec. V and
Appendix A we outline a procedure for inferring the
H.E.S.S.-II effective area from the results in Ref. [5],
and although there we demonstrate that the effective
area used in that work appears to be anomalously large,
we note that in general we expect the H.E.S.S.-I and II

performances to be comparable.9 In particular, for the
angular response, we assume throughout that the behavior
of H.E.S.S.-II matches H.E.S.S.-I. The energy resolution,
which we define as the standard deviation δE of the energy
response over the true energy Et, for H.E.S.S.-I as extracted
from the H.E.S.S.-I public data release [74] is illustrated in
Fig. 5 (left panel). We assume the energy response is a
Gaussian with width σxEt as discussed in Sec. II, which is
then determined by the energy resolution, σx. H.E.S.S.-I
has σx ≃ 0.15 around Et ≃ 1 TeV as shown in Fig. 5. An
improved resolution of at least 10% above 200 GeV was
quoted for H.E.S.S.-II in [5], and we correspondingly adopt
σx ¼ 0.1 as a fixed value for H.E.S.S.-II throughout.
To project sensitivity to Higgsino annihilation signals we

need to know the expected background rates. The largest
source of backgrounds arises from cosmic rays (CRs),
primarily from high-energy protons that are misidentified
as gamma-rays, even though the majority of cosmic ray
proton events are vetoed. The residual background rate of
fake gamma-rays frommisidentified cosmic rays, which we
refer to as dΦbkg=dE, is shown in Fig. 5 (right panel). We
take as background rate (labeled H.E.S.S.-II) the observed
fluxes reported in [5] averaged over their full analysis
region, making the assumption that the data are dominated
by dΦbkg=dE. We compare these rates to 1% of the incident
flux of hadronic cosmic rays (dominantly from protons and

FIG. 4. Left panel: the on-axis effective area of H.E.S.S.-I as a function of gamma-ray energy, along with the projections for the
on-axis effective areas of CTA and SWGO. Right panel: the fall-off of the H.E.S.S. effective area as a function of the off-set angle
from the beam center θoffset, with the horizontal curve showing where the effective area drops by a factor of two. The projected
CTA effective area covers a larger field of view (FOV), as illustrated. We do not show SWGO because of its much larger FOV, on the
order of 1 sr.

9In our reference to H.E.S.S.-I versus H.E.S.S.-II we also, for
brevity, refer to the reconstruction and cosmic-ray-rejection
algorithms used in the public data release [74] as H.E.S.S.-I
with the newer algorithms implemented in [5] as H.E.S.S.-II.
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helium) on the atmosphere as determined by AMS-02 [76],
assuming an energy-independent rejection rate. We also
show the typical background seen by H.E.S.S.-I blank-sky
observations, which achieves a CR rejection of approx-
imately this order. This figure illustrates that [5] has an
exceedingly high cosmic-ray rejection efficiency, at the
order of ≳99.9%, although as discussed in Sec. V we are
concerned this flux may have been underestimated. We
suspect that this under-reported flux is a direct consequence
of the overreported effective area, which in turn impacts
both the science results of Ref. [5] and projections of
H.E.S.S.’s future reach, as we describe.
Lastly, it is useful—especially in comparing to extensive

air-shower arrays (EASs) such as the future SWGO—to
illustrate, roughly, the expected data collection rate.
Imaging atmospheric Cherenkov telescopes (IACTs) such
as H.E.S.S. and the future CTA collect data at a much
slower rate than EASs, since EASs can collect data for
multiple hours each day toward a typical point on the sky
within sight of the detector. On the other hand, IACTs
conventionally collect data under pristine and moonless
night-time conditions, with the target overhead. H.E.S.S.
has, to-date, collected on the order of 800 h of data in the
inner ∼5° of the GC, as we discuss in more detail in Sec. V.
Let us assume that around 100 h of data could be collected
at the GC per year going into the future; that value is
motivated by the fact that H.E.S.S.-II collected around
550 h of data at the GC over roughly 6 years [5] (although

up to 150 hours per year may be achievable [33]). Then, the
predicted H.E.S.S. accumulated GC exposure—going into
the future—is illustrated in Fig. 6. For illustrative purposes,
we show the exposure E ≡ Aeff × texp, where texp is the
exposure time, and we take Aeff to be the on-axis effective
area as shown in Fig. 4; we also account for the data
collected to-date.

B. CTA

The upcoming CTA South observatory will have
many similarities with H.E.S.S. but with a larger effective
area that extends to lower energy photons, a wider FOV,
improved energy resolution, and improved cosmic-ray
rejection efficiency [77]. Here, we assume the proposed
CTAObservatory “Alpha Configuration” performance [78].
The projected on-axis effective area for this configuration is
illustrated in the left panel of Fig. 4, with the right panel
showing the fall-off of the effective area with the offset
angle θoffset from the beam axis. Note that the effective area
is around a factor of five higher than that of H.E.S.S. at
1 TeV and also the effective area has nontrivial support
around twice as far away from the beam center relative
to H.E.S.S.
The CTA energy resolution is expected to be better than

that of H.E.S.S., as shown in Fig. 5 using data provided
in [78]. We use this projected energy resolution, assuming
Gaussian energy dispersion as for H.E.S.S., when making

FIG. 5. Left panel: the energy resolution as a function of energy for H.E.S.S., CTA, and SWGO. We model the energy resolution as a
Gaussian distribution with width σxEt, with Et the true incident energy of the photon and σx the energy resolution. Right panel: the
background rates at H.E.S.S., CTA, and SWGO from misidentified cosmic rays, which are predominantly high-energy protons. The
H.E.S.S.-I background rate is that inferred from their public data release [74], while that labeled H.E.S.S.-II is quoted as being currently
achieved by the telescope in [5]. As we illustrate, however, the H.E.S.S.-II background rate corresponds to ≳99.9% cosmic ray (CR)
rejection efficiency and even surpasses the proposed CTA efficiency; we suggest in this work that the quoted background rate in [5] is
incorrect and is due to an overestimate of their effective area. The projected SWGO background rate, SWGO (cons.), is significantly
higher than that of the IACTs and taken to be the background rate observed by, e.g., HAWC, though improvements at the level of an
order of magnitude may be achievable and are included in our projections and illustrated through SWGO (opt.).
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CTA projections. (Note that for CTA we vary σx with
energy according to Fig. 5.) The CTA South Alpha
Configuration projected background rate as provided
in [78] is shown in Fig. 5, where it is seen to be better
than that achieved by H.E.S.S.-I [5].
Lastly, as illustrated in Fig. 6 we assume that CTA

acquires exposure at the GC at a comparable rate to
H.E.S.S., such that around 500 hours of data could be
collected within the first five years. Thus, after ∼2 years the
CTA integrated exposure at the GC should surpass that of
H.E.S.S. On the other hand, this figure underestimates the
improvement of CTA relative to H.E.S.S. because, as we
discuss more in Sec. III E, the larger FOV of CTA relative
to H.E.S.S. also improves the sensitivity to Higgsino
annihilation.

C. SWGO

The proposed SWGO EAS [21] is fundamentally differ-
ent from the IACTs likeH.E.S.S. andCTA,with a number of
important implications for Higgsino annihilation searches.
IACTs use telescopes to search for the Cherenkov radiation
produced in the atmosphere by particle cascades initiated by
incident high-energy gamma-rays; on the other hand, EASs
search directly for the particles in the shower that make it to
the Earth’s surface. SWGO will be similar in concept to the
high-altitude water Cherenkov observatory (HAWC) [79],
which is located in Mexico, but with a larger effective area
and a location in the Southern Hemisphere. In HAWC, the
shower is detected by imaging the charged particles passing

through water tanks that detect the resulting Cherenkov
radiation of the transiting particles.
Unlike IACTs, EASs are able to continuously take data,

even in the middle of the day. The effective area of EASs
such as HAWC are comparable to that of IACTs such as
H.E.S.S. and moreover EASs have large FOVs, on the
order of 1 sr. On the other hand, EASs tend to have
significantly worse energy resolution and background rates.
We illustrate the proposed “Straw Man” SWGO perfor-
mance [80] in Figs. 4–6 for the effective area, energy
resolution, background rate, and integrated exposure in the
inner Galaxy, respectively. The effective area of SWGO is
planned to be comparable to that of H.E.S.S., while the
energy resolution is around a factor of two worse. Note that
we do not illustrate the fall off of Aeff with angle from the
beam center in Fig. 4 (right panel), since SWGO has a large
FOV ∼ 1 sr and the effective area would thus be com-
pletely flat over the illustrated angular scales. Despite the
smaller effective area, the SWGO integrated exposure
rapidly surpasses that of H.E.S.S. as illustrated in Fig. 6
due to the fact that it may observe the GC for ∼6 h per
day [21], instead of the 100 h per year in the case of
H.E.S.S./CTA. Note that in Fig. 5 we show two SWGO
projected background rates: conservative and optimistic.
The conservative background rate is the same observed with
HAWC [80], without accounting for any improvements in
going to SWGO. On the other hand, the collaboration has
conjectured an order of magnitude improvement in the
background rejection around 1 TeV [81]; the background
rate labeled “optimistic” thus assumes precisely a factor of
10 improvement relative to the “conservative” rate.

D. Astrophysical diffuse emission

The ground-based gamma-ray telescopes that we focus
on in this work—CTA, SWGO, and H.E.S.S.—are domi-
nated by cosmic-ray-induced backgrounds, which are
approximately isotropic on Earth. However, subleading
to these backgrounds are astrophysical backgrounds, pri-
marily from Galactic diffuse emission at E ∼ 1 TeV. The
diffuse emission can arise from several sources, but
includes cosmic-ray protons interacting with gas through-
out the Milky Way to generate neutral pions and thereby
gamma-rays. Here, we describe our modeling of the diffuse
emission.
Our starting point is the dataset and Galactic diffuse

models obtained by the Fermi-LAT Collaboration. The sky
map collected by Fermi extends in energy up to ∼2 TeV
and thus has accumulated data near the GC at energies
∼1 TeV, which we may use to estimate the Galactic diffuse
emission. In particular, we use 813 weeks of Fermi data
with photons in the SOURCE event class, and we further
select the top three quartiles of data as ranked by the energy
resolution; our description of this dataset is described in
Sec. IV. In this section we bin the data in 40 logarithmically
spaced energy bins between 2 GeV and 2 TeV, though we

FIG. 6. Estimate for the accumulated exposure (E ≡ Aeff × texp,
with texp the exposure time and Aeff the effective area), for
H.E.S.S., CTA, and SWGO at the GC at E ¼ 1 TeV. Note that
we include the data accumulated to-date at the GC for H.E.S.S.
and we approximate all of the GC pointings to be at the same
location, such that we use Aon-axis

eff for the effective area, for
illustrative purposes only.
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only illustrate the data above ∼500 GeV. We additionally
make use of the gll_iem_v07 (p8r3) Galactic diffuse
model reprocessed for this dataset (publicly available here).
In Fig. 7 we show the binned Fermi data in Galactocentric

rings of indicated width. We present the data in units
of [cts=km2=s=sr=TeV], where we divide the observed
counts in each annulus by the average exposure in that
annulus, the angular size of the region, and the width of
the energy bin. Note that we mask the Galactic plane at
jbj ≤ 0.3° to match the Galactic plane mask in the
H.E.S.S. analysis [5]. In addition to the Fermi data, with
1σ statistical error bars from finite photon statistics, we
also show the prediction from the p8r3 Galactic diffuse
model in each of these energy bins. Finally, as a control
we show the observed flux in regions far away from the
Galactic plane. The negligible flux seen around the north
and south Celestial poles indicates that the Fermi data
around the GC is primarily Galactic photons rather than
mismodeled cosmic rays or extragalactic emission, both of
which would be isotropic.
There are a number of features in Fig. 7 that are worth

commenting on. First, there is a clear trend where the annuli
closer to the GC have a higher flux than those further

from the GC. This is in notable contrast to the isotropic
cosmic-ray-induced background. Secondly, within the stat-
istical uncertainties the observed Fermi data matches the
Fermi p8r3 model, which is not surprising considering
that the model was fit to the data by the Fermi
Collaboration. Based on this observation, for the rest of
this work we use the Fermi p8r3 model when making
projections for Galactic diffuse emission. Third, we show
the H.E.S.S.-II inner Galaxy stacked on data from [5],
which has a region similar to the 0.5° < r < 3° region. As
mentioned previously and discuss further below, we sus-
pect that the H.E.S.S. flux—shown in Fig. 7—was under-
estimated. One reason is that, as seen in Fig. 7, given the
Fermi measurements one would conclude that the H.E.S.S.
stacked on data should mostly arise from Galactic diffuse
emission, which does not appear to be the case when
looking at the stacked on minus off data. A plausible
explanation is that H.E.S.S. overestimated their effective
area. Correcting the H.E.S.S. effective area we find, as
discussed more, than the on minus off H.E.S.S. data shows
residual emission with a spectral shape consistent with the
Galactic diffuse emission illustrated in Fig. 7.
In Fig. 8 we show the p8r3 diffuse model at

E ≃ 1.1 TeV in the vicinity of the Galactic plane, with
jbj ≤ 0.3° masked, and binned using HEALPix [82,83]
with nside ¼ 512. One important point visible in that
figure is that the diffuse emission extends well away from
the Galactic plane and is highly anisotropic, meaning that it

FIG. 8. As in Fig. 7 we illustrate the Galactic diffuse emission
with the Fermi p8r3 model, but here we fix the energy
E ≃ 1.1 TeV and illustrate the spatial distribution of the
astrophysical diffuse emission in the vicinity of the GC,
with jbj ≤ 0.3° masked. Comparing this with the right of
Fig. 5 we see that at E ∼ 1 TeV and extremely close to the
GC the Galactic diffuse emission can be comparable to the
cosmic-ray-induced emission for observatories such as H.E.S.S.
and CTA.

FIG. 7. The Galactic diffuse emission as measured by Fermi
using 729 weeks of data (data points and associated 1σ error
bars from counting statistics) for three different annuli around
the GC, as indicated, with the Galactic plane masked at
jbj ≤ 0.3° in each case. While the data points show the binned
Fermi data (see text for details), the smooth dashed curves
illustrate the Fermi p8r3 Galactic diffuse model (see Fig. 8),
which agrees with the Fermi data up to the statistical uncer-
tainties shown. Also shown is the observed flux around the north
and south Celestial poles, showing that cosmic-rays and extra-
galactic photons make a negligible contribution to the data. In
addition, in red we show the H.E.S.S.-II reported flux in the
inner annulus from [5]. From this it is clear that an analysis with
this level of flux sensitivity must account for the Galactic diffuse
emission (cf. Fig. 5).
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is not fully subtracted in on minus off analysis procedures,
as we discuss further in this work.

E. Back-of-the-envelope sensitivity estimates

Before performing detailed analysis projections it is
useful to roughly estimate the sensitivities of the different
instruments we consider in this work: H.E.S.S., CTA,
SWGO, and Fermi. This is especially relevant given that
our assumed instrumental parameters are only approximate
for the ground-based observatories, so the estimates below
allow us to understand the parametric sensitivity on general
grounds.
We consider H.E.S.S. first. Suppose that we have texp ∼

500 h of observation time distributed equally across an ROI
centered at the GC of radius rROI ¼ 5°. At E ¼ 1.08 TeV
we take the on-axis effective area Aon-axis

eff ∼ 0.2 km2.
Averaged over the radius rFOV ∼ 1.5°, which we define
to be the angular scale away from the beam axis where the
effective area drops by a factor of two, the averaged
effective area is AFOV

eff ≃ 0.7 · Aon-axis
eff , assuming a normally

distributed fall-off of the beam with angle from the beam
center. This implies that any given point within our 5°
region of interest (ROI) has an exposure E (exposure time
times effective area) of

E ≃ 0.7 ·

�
rFOV
rROI

�
2

texp · Aon-axis
eff

≃ 0.7 ·

�
1.5°
5°

�
2

· 500 h · 0.2 km2

∼ 5 km2 · h: ð6Þ

Combining this with (1) we can determine the expected
number of counts Higgsino annihilations could generate
within the ROI, which we denote Nsig. For this simple
estimate we take the average J-factor in the ROI to be
J ∼ 5 × 1024 GeV2=cm5. We ignore the dependence of this
quantity on distance from the GC, and we focus just on the
photons from the line for which hσviγ ≃ 2 × 10−28 cm3=s.
In detail,

Nsig ≃ ΔΩ · E ·
J

8πm2
χ
hσviγ

∼ 2 × 102
�
rFOV
1.5°

�
2
�

texp
500 h

��
Aon-axis
eff

0.2 km2

�
cts; ð7Þ

where we take ΔΩ ≃ πr2ROI as the ROI size.
The signal counts all appear within, roughly, δE ≃ σxE ∼

100 GeV of E ≃mχ ¼ 1.08 TeV, smeared from a line by
the detector energy resolution. We can also estimate the
number of background counts in this same region. If we take
the H.E.S.S.-I background rate, then from Fig. 5 we arrive at

dΦbkg=dE∼600 cts=km2=s=sr=TeV at E¼ 1.08 TeV. At
that same energy, the observed H.E.S.S.-II flux in [5] is
roughly a factor of thirteen smaller, and we comment on
how that would impact the Higgsino sensitivity below.
Combining these results, the number of background counts
within the ROI and within δE of mχ is expected to be

Nbkg ≃
dΦbkg

dE
· ΔΩ · E · δE

∼ 4 × 104
�
rFOV
1.5°

�
2
�

texp
500 h

��
σx
0.1

��
Aon-axis
eff

0.2 km2

�
cts:

ð8Þ

(For simplicity, we ignore possible differences between the
gamma-ray and cosmic-ray effective areas.)
If we have a perfect model for the expected background

counts, which is a point that we return to later on, then we
are limited by the statistical noise in the number of
background counts, with the standard deviation beingffiffiffiffiffiffiffiffiffi
Nbkg

p
. In particular, the expected discovery test statistic

(TS) or Δχ2 in favor of the Higgsino model over the null
hypothesis scales as

Δχ2 ∼
N2

sig

Nbkg

∼Oð1Þ
�

texp
500 h

��
Aon-axis
eff

0.2 km2

��
rFOV
1.5°

�
2
�
0.1
σx

�
: ð9Þ

This result tells us that, depending on the precise J-factor
profile and how well the real analysis strategy can reach this
sensitivity estimate, we should expect at best H.E.S.S. has a
marginal sensitivity to the Higgsino. If we instead adopted
the flux observed by H.E.S.S.-II [5], we would find a
significantly improved sensitivity of Δχ2 ∼ 13, which
would imply that H.E.S.S. is already sensitive to the signal.
However, as already mentioned, we discuss in Sec. V
that the H.E.S.S.-II flux in [5] is likely considerably
underestimated.
Looking to the future, we can similarly use (9) to

estimate the expected reach of CTA. Referring to Fig. 4,
we take for CTA the approximate values rFOV ∼ 3.5° and
Aon-axis
eff ∼ km2. Further, from Fig. 5 we take σx ∼ 0.06 and a

background flux a factor of 5 smaller than H.E.S.S.-I at
E ¼ 1.08 TeV. With these values, we estimate the discov-
ery TS in favor of the Higgsino model for CTA as

Δχ2CTA ∼Oð200Þ
�

texp
500 h

�
: ð10Þ

Note that a 5σ discovery corresponds to Δχ2 ∼ 25, which
means that CTA should be well suited to discover thermal
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Higgsino DM through the line spectrum with around five
years of data (see also [6]).10

We may also apply the rough estimates above to SWGO,
although we emphasize that the FOV of SWGO, which is
roughly 1 sr, is much larger than any ROI that would be
used for an analysis at the GC. Thus, in applying (9) we
take rFOV → rROI ∼ 5°, although we caution that we expect
the estimate in this case to be far less accurate for SWGO,
given that it will collect data over a much larger FOV
relative to H.E.S.S. and CTA. This means, for example, that
data beyond 5° could also be incorporated into the analysis.
Referring to Fig. 4 the SWGO effective area at 1.08 TeV is
Aeff ≃ 0.15 km2, while σx ≃ 0.17 (see Fig. 5). Perhaps the
most significant difference, however, between SWGO and
H.E.S.S. or CTA is the exposure time. As discussed
previously, we can assume that SWGO collects roughly
6 hours of data each day. Thus, after 5 years we expect
texp ∼ 104 h. At E ¼ 1.08 TeV the HAWC background rate
is approximately a factor of 300 larger than what CTA is
projected to achieve. As previously discussed, the SWGO
background rejection may improve relative to HAWC, and
we consider the possibility that it improves by an order of
magnitude following [81]. We then project the discovery
Δχ2SWGO of

Δχ2SWGO ∼Oð2.5 − 25Þ ×
�
texp
104h

�
; ð11Þ

with the higher (lower) number corresponding to the more
efficient (HAWC-level) background rejection efficiency.
Lastly, we consider the sensitivity of the Fermi-LAT to

the linelike Higgsino signature. In the inner Galaxy, Fermi
has an exposure on the order of E ∼ 6 × 10−3 km2 · hr. This
can be roughly understood from the detector being ∼m2 in
size, taking data for roughly 15 years, and seeing around
1=5 of the sky at once. In the inner 5° we thus expect, using
the J-factor from the previous estimates, around Nsig ≈ 0.2
signal counts. To estimate the background, we note that
around a TeV, the Fermi-LAT energy resolution is σx ≃ 0.1.
Further, unlike for the ground-based detectors discussed
above, Fermi is dominated by astrophysical gamma-ray
diffuse emission backgrounds at ∼1 TeV. Referring to
Fig. 7 we estimate dΦ=dE ∼ 30 cts=km2=s=sr=TeV as the
diffuse background flux in the inner 5° at 1.08 TeV.
Accordingly, for Fermi we expect Nbkg ∼ 2. Since the
number of counts is not large, we cannot estimate Δχ2

by N2
sig=Nbkg. Nevertheless, as Nsig ≪ 1 it is clear that

Fermi does not have the necessary sensitivity to reach the
thermal Higgsino signal. On the other hand, as we show in
the following section incorporating data beyond the inner
5° dramatically improves the sensitivity of Fermi to the
Higgsino signal, making it the most competitive instru-
ment to-date for the linelike signal (though still not
sensitive enough to probe the expected Higgsino cross
section). Moreover, Fermi does have the necessary sensi-
tivity at lower energies to probe the low-energy tail of the
tree-level annihilation products [9]. The above estimates
motivate the detailed analyses presented in the remainder
of this work.

IV. SEARCH FOR A HIGGSINO LINE
SIGNATURE IN FERMI-LAT DATA

We now begin our consideration of how to confront the
thermal Higgsino hypothesis with data, beginning with
observations from the Fermi-LAT γ-ray space telescope.
Reference [9] searched for the Higgsino annihilation signal
in Fermi data, but that work focused on the low-energy
continuum emission from the WþW− and ZZ tree-level
final states. In this work we restrict to energies above
∼500 GeV and focus exclusively on the linelike signal near
threshold (see Fig. 2), which is also the signal we focus on
for H.E.S.S., SWGO, and CTA. As the Fermi data is
completely publicly available, we can analyze it without
assumptions about the instrument response.
Our analysis follows almost identically the procedure

used in [84], which searched for DM annihilation to
gamma-ray lines in 14 years of gamma-ray data. One
important difference between [84] and this work, however,
is that while [84] only included the monochromatic γγ final
state, in this work we search for the unique spectral
signature associated with Higgsino annihilation and illus-
trated in Fig. 2. We also include an additional ∼two years of
data relative to [84], and we perform a more accurate
statistical interpretation of the results.
We reduce the Fermi data using the same set of quality

cuts described in [84]. Specifically, we use the SOURCE
class photon classification and the top three quartiles of
data as ranked by energy dispersion (edisp). We analyze
the data in each edisp quartile separately and then join the
results using a joint likelihood. We reduce the data using
the FERMITOOLS. While Ref. [84] incorporated 729 weeks
of Pass 8 Fermi data, we use 813 weeks of data, including
data up to 23 February 2024. (See Ref. [84] for a
description of the additional quality cuts.) We bin the data
into 531 energy bins, logarithmically spaced, between
10 GeV and 2 TeV, though only the data above
∼500 GeV are incorporated into our analysis. In Fig. 9
we illustrate the Fermi-LAT data summed over the inner 5°
and summed over all three edisp quartiles, around the GC
in the vicinity of 1 TeV. We follow the masking procedure
used in [84] and leave the GC unmasked but mask latitudes

10Comparing the CTA versus H.E.S.S. estimates, we can infer
that under the null hypothesis and for comparable observation
times we would expect CTA to set limits around ten times
stronger, in terms of cross section, than H.E.S.S. On the other
hand, the recent CTA projections for χχ → γγ in [39] (which we
reproduce in Appendix F) are within ∼50% of the H.E.S.S.
expected limits from their analysis in [32]. This is an additional
indirect piece of evidence that the H.E.S.S. sensitivity from their
recent GC analyses for DM annihilation may be overestimated.
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jbj ≤ 1.5° for longitudes jlj ≥ 3° in order to reduce
emission from bright point sources along the Galactic
plane. In Fig. 9 we overlay the predicted Higgsino
annihilation signal assuming the Romulus DM profile,
with a rescaled normalization for illustrative purposes.
In our analysis, we follow [84] and bin the data in each

edisp quartile into annuli, subject to the plane mask
described above, of radial width 1° each. The innermost
annulus is in fact a disk extending from 0° to 1° from the
GC, while the outermost annulus extends from 29° to 30°;
in total, there are 30 annuli. For a given DM mass mχ , we
use a floating energy window analysis that includes
kmax ¼ 25 energy bins above and below the energy bin
that includes mχ . The data are described using a Poisson
likelihood where the mean signal model prediction is the
sum, in each energy bin, of the Higgsino model (with
model parameter for the cross section, as described
below) and the background model. The background
model is described by a power-law with free nuisance
parameters for the spectral index and overall normaliza-
tion, independent for each mχ point and for each edisp
quartile.
More precisely, for a given mass point mχ , we compute

the Poisson likelihood

pðdjM; θÞ ¼
Y3
i¼1

Y30
j¼1

Yk¼k̄þkmax

k¼k̄−kmax

×
μijkðθÞNijke−μijkðθÞ

Nijk!
; ð12Þ

where d denotes the dataset consisting of the set of counts
fNijkg inedisp quartile i, annulus j, and energy bin k. The
quantity k̄ denotes the energy bin that contains mχ . Above,
μijkðθÞ is the mean model prediction in the appropriate
detector bin for the model parameters θ. The nuisance
parameter vector consists of 3 × 30 × 2 parameters, at fixed
mχ . In each edisp quartile and annulus the background
model is given by taking the power-law in flux AijE

αij
k , with

model parameters Aij and αij and across energies Ek, and
forward modeling this power-law through the appropriate
instrument response to obtain predicted detector counts.
While the Higgsino model has a well-defined and

calculable annihilation cross section, it is useful to con-
sider—at fixed Higgsino mass mχ—the modified Higgsino
modelwhere the annihilation cross section is treated as a free
parameter. Note that higher (lower) cross sections relative to
the fiducial cross section simply rescale the expected flux
upward (downward). In this case, at fixed mχ the signal
model has one free model parameter hσvi controlling the
normalization of the signal. Toward this end, we introduce
the μ parameter, which rescales the annihilation cross
section relative to the expected Higgsino cross section
hσviHiggsino computed for the full Higgsino model11:

hσvi≡ μhσviHiggsino: ð13Þ

The μ parameter may be positive or negative, even though
only positive values of μ are physical. (A preference for a
negative μ could arise in the real data from a downward
fluctuation in the expected background.) We make use of
the μ parameter when referring to the annihilation cross
section at fixed DM mass mχ throughout the rest of
this work.
Our parameter of interest at fixed mχ is μ, but we

additionally have 120 nuisance parameters that we must
profile over. (Note that we have, at fixed mχ , 4500 data
points in the analysis.) We denote the vector of nuisance
parameters by θnuis, such that the full model parameter
vector is θ ¼ fμ; θnuisg. It is then useful to compute the
profile likelihood

λðμÞ≡ pðdjM; fμ; ˆ̂θnuisgÞ
pðdjM; θ̂Þ ; ð14Þ

FIG. 9. An illustration of the Fermi data used in this work to
search for evidence of the gamma-ray line from Higgsino
annihilation. We show the observed counts as a function of
energy within a representative region defined to be the inner 5°
around the GC with a plane mask described in the main text. We
show the predicted counts from Higgsino annihilation for
mχ ¼ 1.1 TeV and assuming the Romulus DM profile, with
μ ¼ 30 (corresponding to the expected signal multiplied by a
factor of 30, for illustration). Note that our actual analysis
analyzes the data independently for each edisp quartile and
each annulus, out to 30° from the GC, and then combines the
results using a joint likelihood (see text for details).

11The μ parameter should not be confused by the mean
expected number of counts μijk.
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with θ̂ denoting the parameter space vector that maximizes

the likelihood and ˆ̂θnuis denoting the nuisance parameter
vector that maximizes the likelihood at fixed μ. The one-
sided discovery test statistic (TS) is defined as

q≡
�−2 ln λð0Þ μ̂ > 0;

0 μ̂ < 0;
ð15Þ

with μ̂ denoting the best-fit rescaling of the annihilation
cross section. Assuming Wilks’ theorem the Z-score (i.e.,
the number of “σ” quantifying how likely it is to observe
such a value of q under the null hypothesis) is given by
Z ¼ ffiffiffi

q
p

. See, e.g., [41] for a review and a summary of how
to use the profile likelihood to compute upper limits.
While Wilks’ theorem may be applied to good approxi-

mation in the discussions of H.E.S.S., CTA, and SWGO,
we find that given the small number of counts that Fermi
observes at energies ∼1 TeV (see Fig. 9), the resulting
profile likelihood [as given in (14)] behaves more like that
expected for a zero-count Poisson distribution than
expected in the large-counts regime. In particular, note
that if the likelihood is given by a single Poisson distri-
bution with mean ν and no counts are observed, then the
best-fit signal parameter is ν̂ ¼ 0 and the profile likelihood
is given simply by −2 ln λðνÞ ¼ 2ν, for ν > 0. (The profile
likelihood is formally divergent for ν < 0, meaning that
such values should not be considered in this case.)
In Fig. 10 we show the profile likelihood λðμÞ for the

signal parameter formχ ¼ 1.08 TeV. The profile likelihood
is nearly linear for μ > 0, while is rises steeply for μ < 0.
The shape of this profile likelihood is consistent with the
near zero-count Poisson distribution expected given the
limited counts Fermi observes at TeVenergies. We note that
this was also true for the line analysis in [84]. However,
while [84] assumed Wilks’ theorem to compute upper
limits, given the profile likelihoods, in this work we use a
more conservative assumption that the distribution of TSs
follows that of the zero-count Poisson distribution when
computing upper limits and confidence intervals. (More
accurately, one should compute these intervals through a
Monte Carlo procedure, but given the clear lack of a signal
we instead make the stated approximation.) For a zero-
count Poisson distribution with mean predicted counts ν,
the best-fit is ν̂ ¼ 0 and the 1σ (2σ) containment interval is
given by all values of ν > 0 for which −2 ln λðνÞ≲ 2.30
(6.18), while the one-sided 95% upper limit is given by the
value ν95 for which −2 ln λðν95Þ ≈ 5.99. We apply these
profile likelihood thresholds to the ensemble of profile
likelihoods we have from the Fermi analysis to compute
confidence intervals and upper limits. (Using instead the
Wilks’ limit profile likelihood thresholds would lead to
more aggressive confidence intervals and upper limits.)
As an aside, when projecting sensitivity to a putative DM

annihilation signal, it is useful to work with the so-called
Asimov dataset [85]. For example, the mean expected

discovery TS for a given annihilation cross section param-
eter μ may be found by computing the TS with the dataset
given by the mean expectation under the signal hypothesis,
with no statistical noise added to the data (see Ref. [85] for
details on how to compute the containment intervals for the
expected discovery TSs and upper limits). We apply the
Asimov procedure throughout this work when projecting
sensitivity to the Higgsino signal.
In Fig. 11 we show the best-fit annihilation cross section

(parametrized by μ) as a function of the Higgsino mass
within the vicinity of the thermal mass, whose range is
indicated, from the analysis of the Fermi data assuming the
Romulus DM profile. As expected given the low numbers
counts, the best-fit cross section is identically zero for all
masses shown. We also illustrate the 1σ=2σ confidence
intervals on μ at fixed DM mass mχ in addition to the 95%
one-sided upper limit on μ. Note that at eachmχ we assume
the Higgsino is 100% of the DM. In the vicinity of the
thermal Higgsino mass (mχ ∼ 1.08 TeV) the sensitivity to
the linelike signal is around a factor of two too weak to
probe the expected Higgsino signal, for this DM profile.
The analysis finds no evidence for a Higgsino signal.

FIG. 10. The profile likelihood in (14) as a function of the
annihilation cross-section parameter μ for a 1.08 TeV Higgsino
signal from the Fermi analysis for a narrow spectral line at
energies near mχ. In particular, we show the statistic −2 ln λðμÞ;
this statistic has a minimum at μ̂ ¼ 0, meaning that there is no
preference for the signal model over the null hypothesis. Indeed,
the likelihood behaves as that expected for a zero-count Poisson
distribution in the vicinity of μ ≈ 0 in that it rises steeply for
negative values of μ and is approximately linear at positive μ > 0.
This is consistent with the low number of counts observed by
Fermi in the inner Galaxy at energies near a TeV (see Fig. 9). We
approximate the profile likelihood thresholds for 1σ=2σ contain-
ment intervals and the threshold for the 95% one-sided upper
limit as those appropriate for the Poisson distribution with zero
counts, as indicated, though we note that this is not exact but a
conservative choice.
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In Fig. 12 we show the best-fit cross section recovered
from this analysis at mχ ¼ 1.08 TeV, along with the 1σ
uncertainties on the recovered best-fit, for the different DM
profiles considered. We compare these results to that found
in [9], which performed a search for the continuum
Higgsino signal in Fermi. While Ref. [9] was able to
achieve the necessary sensitivity to probe the expected
Higgsino cross section (μ ¼ 1) for some of the DM profiles
considered, we are not able to reach this sensitivity through
the line search (though we come close for, e.g., Romulus).
To emphasize this point in the bottom panel we compare
the 1σ uncertainties only, relative to the horizontal line that
indicates the sensitivity needed to probe the Higgsino at 1σ.
The figure also shows a point we demonstrate in the next
section: H.E.S.S. data provides subleading sensitivity to the
Higgsino line signal.

V. ANALYSIS OF PUBLIC H.E.S.S. DATA

In this section we investigate and analyze the H.E.S.S.
data presented in [5]. We have two goals in this section.

First, we demonstrate that previous H.E.S.S. results,
including the search in [5] for annihilation to continuum
final states and possibly also [32] for annihilation to narrow
gamma-ray lines, appear to have overstated their upper
limits by around an order of magnitude. In particular, we
provide evidence that these works overestimated their
analysis effective area, leading to artificially strong claimed
sensitivity. In Appendices D and C, we show the impact of
these changes on the specific DM analyses performed in
those works.12

Our focus here, however, is on the Higgsino.
Accordingly, after these corrections, we turn to our second
goal which is to show that at masses mχ ∼ TeV H.E.S.S.
has strong but slightly subleading sensitivity to the linelike
signal associated with Higgsino annihilation, with the
Fermi-LAT analysis described in the previous section
slightly more sensitive. Neither instrument, however, is
able to probe the expected Higgsino annihilation cross

FIG. 11. Using the Fermi data we compute the best-fit value for
the rescaled annihilation cross section, at fixed mass mχ , for the
Higgsino model; we find μ̂ ¼ 0 for all mχ given the low counts.
We also show the 1σ and 2σ containment intervals for μ at fixed
mχ in green and gold, respectively. (To compute these intervals
we approximate the likelihood as that of a zero-count Poisson
distribution; see text for details.) We also illustrate our 95% upper
limit. The expected thermal Higgsino model has a mass within
the shaded vertical band and μ ¼ 1, which is also indicated with a
dotted horizontal red line. (Note that at each mχ we assume the
Higgsino is 100% of the DM.) This figure assumes the Romulus
DM profile and focuses on the narrow linelike feature predicted
for Higgsino annihilations (see Fig. 9). Fermi has insufficient
sensitivity at present to probe the linelike signal from the
Higgsino model, though as shown in Ref. [9] Fermi does have
the necessary sensitivity to probe the Higgsino model through the
low-energy continuum.

FIG. 12. Top panel: the best-fit cross section rescaling param-
eter (μ̂), and 1σ error bars, at mχ ¼ 1.08 TeV for the analyses of
the Fermi data and H.E.S.S. inner Galaxy data, assuming
different DM profiles as indicated on the horizontal axis. For
Fermi we show the search for the linelike signal at the endpoint
(this work) and the search for the lower-energy continuum
(Ref. [9]), which is more sensitive but also subject to more
systematic uncertainties from continuum mismodeling. For
H.E.S.S. we compare the results from this work for the
power-law and GP analyses. The expected Higgsino cross section
is indicated by the horizontal, red line. Bottom panel: we show
the 1σ error bars only for each of the analyses illustrated in the top
panel. Those whose error bars are below the red band are able to
probe the Higgsino model at more than 1σ, assuming the
indicated DM profile.

12To further test how widespread this issue may be, in
Appendix E we provide a cross-check on the search in [38]
for a DM signal in dwarf galaxies, and we find no evidence that
the results stated there were overestimated.
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section for the DM profiles considered. In contrast, we
show in the next section—using analysis frameworks based
on those we implement here on the H.E.S.S. data—that the
upcoming CTAwill have sufficient sensitivity to probe the
endpoint spectrum of Higgsino annihilation. Nevertheless,
the H.E.S.S. data presented in [5] allows us to test analysis
frameworks that could be applied in the future to, e.g.,
upcoming data from CTA. We thus analyze the data in the
context of the Higgsino model for different analysis
strategies. We also derive wino limits and show they rule
out the thermal wino for all DM profiles considered.

A. Anchoring the H.E.S.S. effective area
with astrophysical residuals

We begin by considering the on/off analysis strategy
performed in [5], which focused on continuum annihilation
channels such as χχ → WW. We show first that using the
analysis effective area presented in that work we are able to
reproduce the claimed upper limits on the annihilation cross
section but also that the astrophysical residuals would
surpass the observed residuals by over an order of magni-
tude, pointing to an issue with the assumed analysis
effective area.
First, we summarize the analysis performed in [5]. That

work predominantly used data collected between 2016 and
2020 as part of the H.E.S.S. inner Galaxy survey (IGS),
though they also included data collected between 2014 and
2015 toward Sgr A*. In Fig. 13 we reproduce the exposure
map presented in that analysis. Reference [5] specifies that
546 h of exposure time are used in that analysis, but while
they provide the exposuremap and pointing locations for the

IGS, they do not specify the exposure times or acceptances
on a pointing-by-pointing basis. Furthermore, the pointing
locations for the Sgr A* observations, as well as the split of
observing time between the 2014-2015 and 2016-2020 runs,
are not public information. The above information is
necessary for a fully faithful reproduction of the analysis
strategy described in this section. InAppendixAwedescribe
our procedure for attempting to reproduce as accurately as
possible the H.E.S.S. observations and appropriate aspects
of the instrument response functions, whichwe use through-
out this section.
The published H.E.S.S. analysis strategy has two key

components, both of which reduce background but at the
expense of reduced signal flux: (i) an on/off background-
subtraction procedure is used to account for the cosmic-ray-
induced background using data collected during the same
pointing; and (ii) masking of regions of high astrophysical
emission to suppress astrophysical backgrounds. However,
as we demonstrate, for the flux sensitivities quoted in [5],
point (ii) is insufficient because of Galactic diffuse emis-
sion extending beyond the masks. This can already be seen
in Fig. 7. In more detail, the masks adopted in [5] can be
seen as the gray regions in Fig. 13—a region which should
be compared to the expected shape of the diffuse emission
shown in Fig. 8. The Galactic plane is masked at �0.3°
along with the so-called PeVatron [86] and high-energy
gamma-ray point sources [87]. The analysis in [5] assumes
that these masks effectively eliminate astrophysical emis-
sion, at least to the necessary level of precision such that
any further astrophysical emission need not be measured.
We revisit this point shortly, however, and argue that this is
not correct.
Let us describe in more detail the on/off background

subtraction procedure, though we refer to the original
source [5] for more details. For a given pointing one
defines an on ROI and an off ROI within the FOV, defined
symmetrically around the beam axis; i.e., the off ROI is the
reflection of the on ROI about the beam center. As these
datasets are collected at the same time, and therefore under
identical observational conditions, the assumption behind
this method is that for a given pointing the expected
cosmic-ray induced misidentified gamma-ray flux is com-
parable between the on and off data; the off region provides
a measure of the cosmic-ray background in the on region.13

Given this, in each energy bin Ref. [5] assigns a nuisance
parameter that controls the background flux simultaneously
in the on and off regions. Profiling over this nuisance
parameter in the large-counts limit, where the Poisson
distribution may be treated in its Gaussian approximation,
is equivalent to simply subtracting the off counts from the
on counts while increasing the error associated with the

FIG. 13. The H.E.S.S.-II exposure map, predominantly from
the H.E.S.S. Inner Galaxy Survey (IGS), used in theWW analysis
in [5]. In our analysis of the public data in Sec. V we do not use
any spatial information, studying the data only as a function of
energy not position. However, overlaid here we show the five
concentric annuli that we use as our spatial bins for our projected
CTA analysis in Sec. VI: five 1° bins from 0–5°.

13Note that if a masked region is excluded in the on region, its
complement must also be excluded in the off region, and vice
versa.
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observed counts in the standard way appropriate for the
subtraction of two normally distributed random variables.
In Ref. [5], the dataset was spatially divided into 25

concentric annuli extending from inner radius of 0.5° to
2.9°, each of width 0.1°. In this section, we do not
incorporate any spatial information; unless stated other-
wise, we take as ROI only a single annulus from 0.5° to 3°,
covering the full set of on regions in [5] and subtending a
solid angle of 6.4 × 10−3 sr after masking. This corre-
sponds to the flux data made available in the publication,
which is stacked over all 25 on and off annuli.14

When available, spatial information can provide impor-
tant information in distinguishing a DM signal from
astrophysical backgrounds, and so in Fig. 13 we show
the five spatial bins we employ in the H.E.S.S. full-data
projections discussed in the final part of this section. These
bins are each 1° wide, and extend out to 5°. The first
annulus, which we refer to as annulus 0, extends from 0° to
1° while the last, referred to as annulus 4, extends from 4° to
5°. Our projections for CTA, discussed in the next section,
use annuli of similar width, extending slightly further away
from the GC.
In Fig. 14 we show an example pointing location and its

contribution to annulus 1 (in our coarser annuli scheme,
since it is easier to visualize than in the finer scheme of
Ref. [5]). We also indicate the complementary off region
used to estimate the background flux for the on contribution
to that annulus. Note that this pointing location contributes
to multiple annuli, though we just show in that figure the
contribution to annulus 1.
We may then construct the stacked background-

subtracted data in each annulus over the ensemble of
H.E.S.S. pointings. We may also compute the model
prediction for the expected number of signal counts in
the on region in each energy bin as a function the
annihilation cross section hσvi, for a fixed DM mass mχ

and set of annihilation channels, by convolving with the
instrument response. Note, however, in doing so it is crucial
to account for the fact that signal counts are also produced
in the off region, though at a smaller rate due to the fact that,
by construction, the J-factors are smaller in the off region
than in the on region.
In order to determine the sensitivity of the H.E.S.S.-II

dataset to a Higgsino annihilation signal, we also need a
model for the effective area used in the analysis of [5]. We
can extract their analysis effective area directly, by taking
the ratio of Figs. 5 and 6 of the Supplemental Material
in [5]; see Appendix A for details. In order to cross check
that the effective area we extract in this manner matches
that which was used in their work, in Appendix C we show

that using the extracted analysis effective area from this
procedure we are able to precisely reproduce the DM
annihilation limits to WþW− final states. This provides
confidence in our general understanding of the analysis
in [5].
Nevertheless, as we now outline, we are concerned

that [5] overestimated their analysis effective area. In
particular, we identify three important issues. First, the
effective area in [5] appears to be (numerically) too large,
given the physical dimensions of H.E.S.S. The analysis
effective area is the effective area averaged over the ROI,
accounting for e.g., the fall-off of the effective area from the
beam center (see the right panel of Fig. 4). Given our
reconstructed pointing locations and exposure times,
described in Appendix A, we are then able to reconstruct
the on-axis effective area from the analysis effective area.
This effective area approaches nearly 1 km2 at high
energies, which is around a factor of 6 higher than the
expected physical on-axis effective area of H.E.S.S.
For example, we illustrate the on-axis effective area of
H.E.S.S.-I in Fig. 4, as extracted from the public data
release, which is expected to roughly match H.E.S.S.-II at
high energies but is much lower than our inferred on-axis
effective area from [5]. (Note that some observation-to-
observation scatter in the effective area is expected, though
not that at the level of a factor of 6.)
The second issue with the analysis effective area used

in [5] is that it vastly over predicts the astrophysical residual
emission in the on minus off data versus the observed
counts. We illustrate this point in Fig. 15. In that figure we

FIG. 14. An example of on (outlined in orange) and off
(outlined in purple) regions symmetric around the pointing
position centered at l ¼ 0.6° and b ¼ 0.8°, shown as a red plus.
We show the contribution to an annulus between 1 − 2° from the
GC, and with regions where the off region would have larger
J-factor than the on region omitted. Further, the regions sym-
metric to masked areas have been removed from both on and off
regions to ensure identical exposure.

14We are able to estimate, though less reliably, the data in 8
subregions, and in Appendix B we analyze the data jointly over
these subregions, finding consistent results with those presented
in this section.
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show the on minus off data over the full ROI as a function
of energy. We then use the inferred pointing locations and
the analysis effective area used in [5] to forward model the
Galactic diffuse emission (computed using the Fermi-LAT
diffuse model) into the predicted, mean residual on minus
off counts. This residual is illustrated in Fig. 15 and is seen

to overproduce the observed residual counts by approx-
imately a factor of 8. (In this figure and throughout our
analysis of the H.E.S.S.-II dataset we follow the energy
binning of [5]: 67 logarithmically spaced energy bins
between ∼0.172 TeV and ∼66.218 TeV.)
Finally, as has been advanced in previous sections, the

analysis effective area extracted from [5], in conjunction
with the total reported photon counts in their Table I and the
known total exposure time of 546h, directly implies an
unrealistically high efficiency of cosmic-ray rejection,
≳99.9%. This marks an observed flux roughly a factor
of 13 lower than that seen by H.E.S.S.-I, although certainly
improvements in reconstruction algorithms, more aggres-
sive cuts, etc. may explain some portion of this discrepancy.
The first two of these issues above point to the analysis

effective area being overestimated by a factor between 6
and 8. In particular, we stress that Fermi has measured the
Galactic diffuse emission at a TeV, and since Fermi and
H.E.S.S. observe the same sky that emission must also be
observed, with the same normalization, by H.E.S.S. We
thus use the on minus off residual counts to determine, in a
data-driven way, the analysis effective area of H.E.S.S. To
do so, we use the spectral shape of the analysis effective
area as provided by H.E.S.S. in [5] but we float the overall
normalization of the effective area to determine the best-fit
of the astrophysical diffuse emission to the residual on
minus off data. In particular, restricting to energies
0.5 TeV < E < 2 TeV, which is within the energy range
of the Fermi-LAT, we find that the best-fit effective area is a
factor of ∼8.1 times smaller than the analysis effective area
used in [5]. The best-fit diffuse model prediction, after
fixing the effective area normalization at its best-fit value, is
illustrated in Fig. 15. In the energy range 0.5 TeV < E <
2 TeV we find 3.4σ evidence in favor of the diffuse model
in the residual emission; that evidence grows to 5.0σ when
extending to 10 TeV, through we stress that the Fermi-LAT

FIG. 15. The difference between the on and off counts from the
H.E.S.S. DM annihilation search in the inner Galaxy in [5]
stacked over all spatial bins from 0.5° to 3°. The residual counts
appear strongly in tension with the expected residual emission
from anisotropic astrophysical diffuse emission, which is in-
dicated in purple, and estimated as described in the text. The data
prefers the presence of diffuse emission, but with an amplitude a
factor of roughly 8.1 smaller than expected, as shown in blue.
This suggests the analysis effective area in [5] has been
overestimated by a similar factor. Correcting the effective area
by such a factor we find that H.E.S.S. is not sensitive to the
thermal Higgsino: the predicted signal scaled up by a factor of
five (μ ¼ 5) for the Romulus DM profile is shown in orange.

TABLE I. Our best approximations to the pointing locations and exposure times that make up the exposure used
for the H.E.S.S. DM annihilation search within the inner Galaxy in [5]. H.E.S.S. provides the pointing locations for
the IGS pointings (labeled 1-4 through 3-8) but does not provide pointing locations for the dedicated Sgr A*
observations, our inferences for which are labeled S-1 to S-3. We compute these best-fit exposure times texp per
pointing, along with the pointing locations of the Sgr A* observations, by matching a coarse-grained model
exposure map to that presented in [5]; see text for details. While several pointing locations return a best-fit exposure
time of 0 hours, we recover a total observing time in good agreement with the 546 h reported by the collaboration.

Pointing 1–4 1–5 1–6 1–7 1–8 1–9 2–5 2–6 2–7 2–8 3–5 3–6 3–7 3–8

l½°� −3.0 −1.8 −0.6 0.6 1.8 3.0 −1.8 −0.6 0.6 1.8 −1.8 −0.6 0.6 1.8
b½°� 0.8 0.8 0.8 0.8 0.8 0.8 2.0 2.0 2.0 2.0 3.2 3.2 3.2 3.2
texp [h] 0 0 70.8 5.2 0 0 96.2 0 0 118.2 0 76.9 116.4 0

Pointing S-1 S-2 S-3

l½°� 0 0 −0.4
b½°� −0.6 −0.8 −0.8
texp [h] 11.3 42.8 25.7
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diffuse model is not trustworthy at such high energies as it
has not been calibrated to data above ∼2 TeV. Note,
however, that even though the fit is only performed up
to 2 TeV, the diffuse model prediction in Fig. 15 continues
to accurately describe the data at higher energies. In
contrast, the diffuse model prediction over-predicts the
residual emission at low energies, where the effective area
changes rapidly with energy.
Our detection of Galactic diffuse emission in the on

minus off residuals is consistent with the claim made in
Ref. [5] that above ∼0.48 TeV the data show an approx-
imately 5σ significance excess in the stacked on minus off
data. We identify this excess with the expected residual
astrophysical diffuse emission, as measured by, e.g., the
Fermi-LAT, after correcting the effective area.
Moving forward, we fix the analysis effective area to

give the correct (Fermi-LAT-level) astrophysical diffuse
emission normalization in the 0.5 TeV < E < 2 TeV
energy range, thereby rescaling down the value used
in [5] by a factor of ∼8.1. Our inferred on-axis effective
area is now in-line with that given in the H.E.S.S. public
data release, solving the issue that the analysis effective
area used in [5] appears much too large. We caution,
however, that our inference of the H.E.S.S. effective area is
uncertain at the 10’s of percent level for a number of
reasons. First, it relies on the Fermi diffuse model, which as
shown in, e.g., Fig. 7 is only measured toOð10%Þ accuracy
at energies around a TeV. Secondly, we rely on our
inference of the pointing locations and exposure times of
H.E.S.S. in the IGS (see Appendix A), which are uncertain
at a similar level of accuracy. Finally, we acknowledge
there is an intrinsic variation to the acceptance on an
observation-by-observation basis, and we only hope to
reconstruct here the representative average quantity that
connects fluxes to total observed counts.
The science implications of the reduced effective area

versus that assumed in [5] are significant. In Appendix C
we show that using our more accurate effective area reduces
the upper limits on the annihilation cross sections toWþW−

from the H.E.S.S. IGS data by almost an order of
magnitude. In Appendix D we use the H.E.S.S. inner
Galaxy data to search for DM annihilation to monochro-
matic photon final states (γγ). This search is analogous to
that performed in [32], though we incorporate more data in
the inner Galaxy than used in [32]. The search χχ → γγ is
similar to but slightly different than that of Higgsino
annihilation because of the lack of endpoint corrections.
Strikingly, however, our resulting upper limits are signifi-
cantly weaker than those presented in [32], calling into
question the validity of the upper limits presented in [32] as
well. The issue does not appear to impact all H.E.S.S.
analyses, however. In Appendix E we revisit some of the
searches for DM annihilation in dwarf galaxies performed
by H.E.S.S. (such as Reticulum II) and estimate a sensi-
tivity in good agreement with those presented in that work.

B. On/off Higgsino analysis of the
H.E.S.S. inner Galaxy data

Using the updated effective area, we now perform an
analysis of the on minus off data presented in [5] and
illustrated in Fig. 15 for evidence of Higgsino DM
annihilation. To emphasize the caveats described above,
one should keep in mind that our effective area—and hence
the final results—are uncertain at the 10’s of percent level.
Also note that a true reanalysis of H.E.S.S.-II IGS data by
the collaboration should achieve a slightly higher sensi-
tivity than we do, as they can leverage the annulus-by-
annulus spatial information that we lack (though see
Appendix B).
We perform our analysis by computing the likelihood

pðdjM; θÞ ¼
Y
k

N
�
Nk; σ2kjμk ¼ μðθÞ	; ð16Þ

where k is an index over energy bins, and the likelihood in
each bin is given by,

N ðN; σ2jμÞ ¼ 1ffiffiffiffiffiffi
2π

p
σ
e−

ðN−μÞ2
2σ2 ; ð17Þ

which is the normal distribution with variance σ2, observed
value N, and expected value μ. (The use of a Gaussian
rather than Poisson likelihood is justified by the large
number of counts per bin.) The off-subtracted on data in
each energy bin is denoted Nk, with variance σ2k arising
from Poisson counting statistics in the on and off regions;
the full data vector is then denoted d ¼ fNk; σ2kg. The DM
annihilation model M has parameter vector θ and predicts
μk ¼ μkðθÞ counts in energy bin k, accounting self-
consistently for the amount of signal that is lost during
the off subtraction procedure.
Our model parameter vector θ includes the signal

parameter of interest μ, at fixed mχ , in addition to an
overall normalization nuisance parameter Abkg for the
Galactic diffuse emission, whose spectral template is
determined from the Fermi diffuse model. By definition
of how we determine the effective area normalization, the
best-fit value of Abkg under the null hypothesis (μ ¼ 0) and
including data between 0.5 TeV < E < 2 TeV is Abkg ¼ 1.
However, we profile over Abkg when searching for evidence
of a DM signal. Note that in Fig. 15 we illustrate a Higgsino
signal assuming the Romulus DM profile in the on minus
off data with an enhanced amplitude of μ ¼ 5.
In our analysis of the on minus off data we incorporate

all data with 0.6 TeV < E < 4 TeV. We do not use a
floating energy window in this analysis because the Fermi
diffuse model is able to accurately describe the residuals of
the on minus off data to the necessary precision over the full
energy range considered. We then search for evidence of
Higgsino DM annihilation for 0.7 TeV < mχ < 1.3 TeV,
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assuming the Higgsino is 100% of the DM at each mass. In
Fig. 16 we illustrate the best-fit μ values and uncertainties at
fixed mχ , for each value of mχ , assuming the Romulus DM
profile. We find no evidence in favor of the Higgsino
model, but also the sensitivity of this search is a factor of a
few too weak to probe the Higgsino model for this DM
profile. In particular, our recovered μ parameter is con-
sistent both with the null hypothesis μ ¼ 0 and the
Higgsino model prediction μ ¼ 1 at 1σ significance for
mχ in the expected mass range for thermal Higgsino DM, as
indicated. To directly compare the sensitivity of the on
minus off H.E.S.S. search to the Fermi searches we overlay
the best-fit cross sections at mχ ¼ 1.08 TeV for the differ-
ent DM profiles considered in Fig. 12. Note that the
H.E.S.S. sensitivities are still a factor of a few worse than
the sensitivity achieved in [9] from the continuum search in
Fermi-LAT data and are also slightly worse than those
achieved in the previous section using Fermi-LAT data to
search for the endpoint feature. In addition, the strength of
the on/off analysis is sensitively dependent on the assumed
underlying DM profile, performing much worse on cored
profiles such as Thelma and m12m compared to the cuspier
NFWand Einasto. In Appendix B we show that comparable
but slightly improved sensitivity is achieved by using the on
minus off data broken up by annuli.

C. Direct analysis of the on H.E.S.S data

As described already, H.E.S.S. utilizes the on minus off
dataset in order to account for the cosmic-ray-induced
backgrounds. While that approach has the advantage of
removing the dominant background, it has the disadvan-
tages of: (i) reducing the data volume that can be

incorporated into the analysis, since the data must be
divided into on and complementary off regions; and
(ii) subtracting a signal component from the data, since
the DM annihilation signal appears in both the on and the
off data. An alternate approach to analyzing the H.E.S.S.
data is to avoid the separation in on and off regions and to
simply analyze the full collected data directly, modeling
instead of subtracting the cosmic-ray-induced back-
grounds. Unfortunately, given the data released in [5] we
only have access to the subsets of data in the independent
on and off regions over the full ROI.15 In particular, more
data should be available than that presented in [5] if one
does not use on and off separation. We explore the question
of what could be gained by including these data in the
analysis later in this section.
For now, we analyze the on data over the full ROI, as

presented in [5], for evidence of the Higgsino model,
without performing off subtraction. To implement this
analysis, however, we need a spectral model for the
cosmic-ray-induced emission that resides in the on region.
With access to the full archival H.E.S.S. data, one could
develop a spectral template for the cosmic-ray-induced
background by using observations taken away from the GC
with the same reconstruction algorithms and similar
observing conditions as for the on dataset of interest.
(See e.g. [32].) Without access to these data, we instead
implement two different data-driven approaches to model-
ing the cosmic-ray-induced background, and also the
astrophysical background, one parametric and the other
nonparametric, both described in detail below. The
approaches we employ are both less sensitive and robust
relative to the ideal analysis, but they illustrate classes of
analysis frameworks that may be more accurately per-
formed with access to the full H.E.S.S. data archive and
instrument response models. These analyses also provide
frameworks that may be implemented with the future CTA
and SWGO data.

1. Approach 1: Parametric background modeling

As a first approach, we model the combination of
astrophysical and cosmic-ray-induced backgrounds counts
by a folded power-law, such that in a given energy bin i the
total expected number of counts from the background
model is given by μk ¼ Ak

effAE
−n
k þ C, such that we now

have three nuisance parameters θnuis ¼ fA; n; Cg that are
profiled over in the analysis. This model is undoubtedly
simplistic and could be improved in a straightforward way
by using more accurate spectral templates for the back-
ground model components, as we discuss further in the
following section. Without such improvements, we would
not expect a single power law to provide an accurate
description of the data, given the large number of counts.

FIG. 16. As in Fig. 11 but for the analysis of H.E.S.S. on minus
off data, with our corrected H.E.S.S. effective area. We find no
evidence for Higgsino DM annihilation in this analysis and also
no evidence for mismodeling after accounting for emission
associated with the Fermi diffuse model.

15In Appendix B we present an analysis of the data broken up
into subannuli, though the data reconstruction is less reliable.
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Nevertheless, if we restrict our analysis to increasingly
narrow energy ranges, the power-law model is expected to
provide an increasingly good fit, and this is exactly the
approach we adopt. While narrow energy windows help
mitigate mismodeling, this comes at the cost of a less
constrained background model and heightened degeneracy
between the signal and background components; thus
narrower energy ranges are more robust but less sensitive
than wider energy ranges (see e.g., Refs. [88,89] for a
discussion).
For the present analysis we choose a conservative

sliding-energy window that, for a given DM mass mχ ,
contains 8 total energy bins; the energy bin containing the
DM mass mχ , three energy bins directly above this bin, and
then four energy bins directly below this bin.16 See Fig. 17
(left panel) for an illustration of the data for the thermal
Higgsino (mχ ¼ 1.08 TeV). We verify that small modifi-
cations to this window size do not qualitatively affect the
final results. Taken together, we employ the sliding-
window method to search for Higgsino DM with masses
between 0.7 and 1.3 TeV, as in the analyses presented in the
previous subsection using the on minus off data.

2. Approach 2: Nonparametric GP modeling

Our second approach is nonparametric and thus less
reliant on the assumptions inherent in the ad hoc power-law

background model. In particular, we use GP modeling to
describe the background emission nonparametrically. This
approach is justified here since we do not have alternate
methods for constructing a cosmic-ray-induced back-
ground spectral template.
To implement this analysis, we follow the procedure

developed in, e.g., [36,37] for using GP models to describe
background emission whose spectral shape is unknown for
the purpose of searching for narrow spectral signatures. The
basic intuition is that when searching for narrow spectral
features arising from new physics, the precise form of the
background emission is unimportant so long as the back-
ground spectrum only varies over energy scales much
larger than the spectral width of the signal, which for
narrow DM lines is roughly the detector energy resolution.
With enhanced flexibility compared to the power law, the
method can also partly account for the expected systematic
fluctuations in the cosmic-ray-induced background.
We model the data under the null hypothesis as a

combination of a zero-mean GP model and a constant
off-set, which is treated as a nuisance parameter. The zero-
mean GP model has a Gaussian kernel KðE; ẼÞ ¼
AGP exp½−ðE − ẼÞ2=ð2σ2EÞ�. This kernel describes the fluc-
tuations in the mean model prediction, with amplitude AGP
and correlation length σE. We treat AGP as a nuisance
parameter, while we fix σE ¼ 0.6 ×mχ , for a given DM
massmχ , so that the GP model fluctuates over energy scales
much wider than the expected signal. We implement the GP
fit using george [90]. As in [36] we use the marginal
likelihood determined from the GP fit in order to perform a

FIG. 17. Left panel: The on counts provided by H.E.S.S. for their inner Galaxy analysis summed over the on ROI (see Appendix A for
our reconstruction of these counts). We model the data under the null hypothesis using a power-law model plus a constant off-set. We use
a floating energy window approach with six energy bins centered on the DMmass; this figure illustrates the null fit for amχ ¼ 1.08 TeV
Higgsino. The bottom panel shows the residuals from the best-fit null model, indicating no clear signs of mismodeling. We also overlay
the expected spectral signal for a thermal Higgsino rescaled up by a factor of 5 (μ ¼ 5) for the Romulus DM profile. Right panel: as in
the left panel, but for our alternate analysis framework using GP modeling. This analysis also uses a sliding-energy window, and here we
again illustrate the fit for mχ ¼ 1.08 TeV.

16Recall the data are binned logarithmically in energy into
sixty-seven bins with the endpoints set to 0.172 TeV and
66.218 TeV.
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frequentist profile likelihood analysis to constrain the
signal parameter of interest.
As in the power-law analysis, we use a sliding-window

energy range. For a given DM mass mχ , we include the
energy bin containing mχ , five energy bins above, and then
six energy bins below. We use more energy bins than in the
power-law analysis because the GP analysis is less sensitive
to mismodeling over wide energy ranges than for para-
metric models (see, e.g., the discussion in [37]) and because
the wider energy window helps with convergence. We
again search for DM with masses between 0.7 and 1.3 TeV.

3. Data analysis results

In Fig. 17 (left panel) we illustrate the fit of the null
model (μ ¼ 0) to the on data for our first approach where
the background is modeled by a power law. The null model
shows no significant evidence for mismodeling, as illus-
trated in the bottom subpanel where the residual counts
(data minus model) are shown. The residual plot also
overlays the expected signal spectral template for a
thermal Higgsino, assuming the Romulus DM profile,
but with an enhanced signal strength μ ¼ 5. We stress that
the signal model has not been included in the analysis
shown in the top panel. Including the signal model, we find
no evidence for a preference for the signal model over the
null hypothesis for Higgsino masses between 0.7 and
1.3 TeV, as illustrated in Fig. 18, which shows the discovery
TS times the sign of the best-fit signal parameter as a
function of mχ . The best-fit recovered cross section as a
function of mass is shown in Fig. 19 (left panel). We
illustrate the best-fit value of μ at fixed mχ , along with the
1σ and 2σ containment intervals for the best-fit cross
section, at fixed mχ . The normalization of this figure
assumes the Romulus DM profile, though we note that
since there is a single ROI our results scale trivially with the
appropriately averaged J-factors for different DM profiles.
The right panel of Fig. 17 shows the best-fit null model

for the GP analysis. The residuals, shown in the bottom
panel, roughly agree between the power-law analysis and
the GP analysis. The discovery TS, while different in detail,
largely follows the same trend as in the power-law analysis,
as seen in Fig. 18. On the other hand, the GP analysis is
slightly less sensitive than the power-law analysis, as seen
by comparing the right panel of Fig. 19, which shows the
best-fit cross section for the GP analysis, to the left panel
for the power-law analysis. This is because of the partial
degeneracy between the signal model and the GP model.
As mentioned above, going between different DM

profiles amounts to a simple rescaling of the μ values,
since there is a single ROI in these analyses. In Fig. 12 we
show the recovered signal strength for the thermal
Higgsino, along the associated 1σ uncertainties, for both
the power-law and GP analyses and for all the DM profiles
considered in this work. We see that the power-law analysis
of the on data is the most sensitive analysis performed with

H.E.S.S. data in this work, with the GP-based analysis
having sensitivity more comparable to that of the on minus
off data for many of the DM profiles considered. On the
other hand, the GP analysis is robust in that it does not rely
on ad hoc model assumptions for the background model.

D. Wino analysis

Thewino DM candidate is closely related to the Higgsino
in that it is also an example of minimal DM [11] that may
emerge in the context of supersymmetric completions of the
SM. Thewino is in the adjoint representation of SUð2ÞL and
neutral under hypercharge; in the context of supersymmetry
the wino is the superpartner of the SUð2ÞL gauge bosons.
Thewinomultiplet has a neutralMajorana component along
with a chargino, which acquires a slightly larger mass than
the neutral fermion by electroweak corrections. To achieve
the correct relic abundance in the standard cosmology the
wino should have a mass of 2.84� 0.06 TeV [91]; we refer
to this DM candidate as the thermal wino. (In Ref. [91] the
prediction for the thermal wino mass is stated as 2.842 TeV
with an error of several percent.)
The thermal wino has already been excluded for a variety

of parametric DM profiles using H.E.S.S. data [14,15].
These works made use of the H.E.S.S. analysis in Ref. [92],
which analyzes inner Galaxy H.E.S.S. data without off
subtraction for evidence of DM annihilation to narrow
gamma-ray lines. In more detail, Ref. [92] analyzes the data
using a phenomenological background model plus a narrow
spectral line, in a similar spirit to the analyses performed
here. Following this, Refs. [14,15] are able to exclude the

FIG. 18. The discovery test statistics (TSs) for the three
H.E.S.S. Higgsino analyses we consider, with the thermal
Higgsino mass indicated. None of the three analyses find
evidence in favor of the Higgsino model over the mass range
considered. Note that the jagged nature of the power-law (PL) and
GP analysis TSs is physical and due to finite-binning effects in
the sliding window approach.
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thermal wino because the wino annihilation cross section is
strongly affected by Sommerfeld enhancement at low
velocities, which enhances the annihilation cross section
relative to the higher-velocity cross section that sets the
relic abundance in the early Universe. In particular, unlike
for the Higgsino, the thermal wino mass falls near a
Sommerfeld resonance, which results from the presence
of a nearly zero-energy bound state appearing in the
spectrum and provides a significant enhancement to the
annihilation cross section (for further discussion see
Ref. [51]). For example, Ref. [14] finds that the thermal
wino is excluded for the class of DM profiles that follow the
NFW profile for radii larger than a given core radius, with
the density profile constant within the core radius, for all
cores smaller than ∼0.4 kpc (see also [42]). On the other
hand, this class of DM profiles is somewhat ad hoc, given
that we do not expect sharp cores along these lines from
hydrodynamic simulations.
Here, we analyze the H.E.S.S. IGS on data for evidence

of the wino model using the 12 Milky Way analog halos in
addition to the NFW and Einasto profiles. As discussed in
Sec. II, we also use DMγSPEC to compute the wino
spectrum, which incorporates the Sommerfeld effect using
the NLO potentials of [52,53]. As we show below, we are
able to rule out the thermal wino across all of the DM
profiles considered, though we emphasize again the caveat
that the data must be treated with caution given the various
assumptions used to derive these results.
We repeat the power-law analysis procedure described

previously for Higgsino model instead using the wino
model, with the μ parameter rescaling the wino cross
section relative to the expected annihilation cross section

for an SUð2ÞL triplet with zero hypercharge.17 In Fig. 20 we
illustrate the best-fit cross section as a function of the wino
mass mχ , with the 1σ=2σ error bars on the recovered cross
section at fixed mχ shown in green/gold. The one-sided
95% upper limit is also indicated. This figure assumes the
Romulus DM profile. The expected wino cross section at
the thermal mass is excluded by almost a factor of fifty.
Note that we illustrate this figure with a log-scale for the
y-axis, even though at some masses the best-fit μ values are
negative (and hence not shown) because of the range of
scales in the cross section that occur as we pass through a
Sommerfeld resonance at mχ ∼ 2.4 TeV.
In Fig. 21 we illustrate the discovery TS from the power-

law analysis for the wino versus the wino mass, for a mass
range in the vicinity of the expected thermal wino mass. No
significant excesses are found (beyond ∼1σ in local
significance), and thus we find no evidence for a wino-
type DM model.
Figure 20 illustrates that we exclude the thermal wino

model assuming the Romulus DM profile; however,
Romulus has the highest central density of all the DM
profiles considered (see Fig. 3). A more relevant question is
whether we are able to exclude the wino model for all 14
DM profiles (12 FIRE-2 halos plus the NFW and Einasto
profiles) that we consider in this work. As shown in Fig. 22,
the wino is indeed excluded for all 14 models. Here, we fix

FIG. 19. Left panel: the recovered, best-fit cross section (illustrated through the rescaling parameter μ) for a power-law analysis of the
stacked, on H.E.S.S. data, as a function of the Higgsino mass mχ . (Note that at each mass we assume 100% DM.) The green and gold
intervals show the 1σ and 2σ recovered uncertainties on the best-fit cross section, respectively. We also indicate the 95% one-sided upper
limit; μ values above the upper limit are excluded, assuming the Romulus DM profile. Right panel: as in the left panel but for the GP
analysis approach. The GP analysis framework is less sensitive than the power-law analysis because of increased degeneracy between
the GP model and the signal.

17Given the similarities between the GP and power-law
analyses, we only show the power-law results; however, we
verify that the conclusions of this section also hold if one
performs a GP analysis instead.
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mχ ¼ 2.84 TeV and show the best-fit cross section (and 1σ
error bars) for the different DM profiles, as in Fig. 12 for the
Higgsino. Additionally, we indicate the 95% one-sided
upper limits. The expected wino cross section is excluded
by at least a factor of two for all DM profiles considered.
While cautioning the various caveats associated with our
reconstruction of the H.E.S.S. instrument response, the

combination of H.E.S.S. data with modern DM profile
estimates for Milky Way like galaxies supports the thermal
wino not constituting the observed DM.

E. H.E.S.S. projection: Full dataset
and no off subtraction

In this subsection we project how the full dataset
collected in the H.E.S.S.-II IGS may be leveraged to obtain
stronger constraints. For this projected analysis, we con-
sider data collected within the inner 5° of the GC, binned in
annuli of 1° each. We imagine analyzing the data in each
annulus separately and then constructing a joint likelihood
for μ by combining the appropriate profile likelihoods in
the individual annuli, as we do in Sec. IV using Fermi-LAT
data. We fix the Higgsino mass to its thermal value and
throughout this subsection we use data between 0.5 TeV
and 4 TeV.
We begin by considering the on minus off analyses. As

discussed earlier in this section, while off subtraction
removes the cosmic-ray-induced emission the residual
Galactic diffuse emission must be modeled. In Fig. 23
the projected upper limits labeled ‘on/off’ assume that the
diffuse emission is modeled perfectly with no free nuisance
parameters; that is, the normalization of the diffuse emis-
sion spectral template is fixed to its true value. The
sensitivity of this idealized, projected search is nearly
identical to that we achieve in the actual data (in Sec. V B),
as shown in, e.g., Fig. 12.
Recall that in Sec. V C we analyze the on data only, fully

stacked over the ROI, for evidence of the Higgsino model.

FIG. 20. As in Fig. 19 (left panel), but for the wino model. The
wino should have a mass mχ ≃ 2.84 TeV to produce the correct
DM abundance in the standard cosmology, as indicated. Note that
the wino annihilation today is strongly affected by Sommerfeld
enhancement, leading to a sharp peak in the annihilation cross
section for masses mχ ∼ 2.4 TeV. For this reason we display the
y-axis with a log-scale, even though some of the best-fit cross
sections are negative and hence not shown. Assuming the
Romulus DM profile, the thermal wino model is excluded by
almost a factor of fifty in the annihilation cross section.

FIG. 21. As in Fig. 19 but for the wino model. We find no
significant excesses in favor of the wino model.

FIG. 22. As in Fig. 12 but for the wino model, with mχ ¼
2.84 TeV fixed to the expected thermal wino mass. We also
indicate the 95% one-sided upper limits on μ for the different DM
profiles. We exclude the thermal wino cross section for all of the
DM profiles considered. (We emphasize this conclusion is subject
to the various assumptions adopted in our modeling of the
H.E.S.S.-II IGS data.).
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In Fig. 23 we show the projected sensitivity from an
idealized version of this analysis that both incorporates
spatial information through the concentric annuli and also
which assumes that the cosmic-ray-induced background
emission and the astrophysical diffuse emission are per-
fectly modeled, with no nuisance parameters. The improve-
ment in sensitivity of the projections in Fig. 23 relative to
those achieved in the real data (e.g., Fig. 12) are primarily
due to lack of nuisance parameters in the idealized analysis.
Figure 23 thus suggests that with better spectral templates
for the astrophysical diffuse emission, which enable a
larger energy window to be used in the analysis and thus
less signal/background degeneracy, the H.E.S.S. collabo-
ration would be able to perform an improved search for
Higgsinos relative to those presented in Sec. V C.
Moreover, the projected upper limits in Fig. 23 labeled
“full data” show the further improvement possible by
incorporating all of the data within the ROI, apart from
the masked regions, and not just the data in the on ROI. The
additional data volume leads to a modest improvement in
sensitivity and pushes the sensitivity of H.E.S.S. toward

that necessary to probe the thermal Higgsino model for the
Romulus DM profile. This estimate strongly motivates
H.E.S.S. to perform a dedicated analysis for Higgsino DM
without off subtraction using a spectral template for the
cosmic-ray-induced emission.

VI. CTA PROJECTIONS FOR HIGGSINO DM

In this section we project sensitivity of the upcoming
CTA to a Higgsino DM signal.18 In doing so, we use the
CTA detector properties outlined in Sec. III. The key
characteristics that improve the performance of CTA
relative to H.E.S.S. for the Higgsino signal are a substan-
tially larger FOV, an increased effective area, and a factor of
roughly 2.2 improvement in energy resolution at 1 TeV.
Additionally, while H.E.S.S. is only sensitive to gamma-
rays above ∼200 GeV, CTA could push this lower thresh-
old down by an order of magnitude. Incorporating the
low-energy data into the analysis may strengthen the
sensitivity to the Higgsino model because of the continuum
signal generated by the WþW− and ZZ annihilation
channels [6]. Nevertheless, at such low energies one must
contend with substantial astrophysical background and use
the subtle differences in spectral shape between the
Higgsino continuum model and the astrophysical back-
grounds to probe the DMmodel, just as was the case for the
Fermi continuum search in [9]. Furthermore, unlike for the
Fermi-LAT analysis in [9], an analysis of the low-energy
CTA data would also have to deal with the large cosmic-
ray-induced background, making it significantly more
complicated. Accordingly, we take a benchmark analysis
range for the thermal Higgsino signal that extends from
500 GeV to 4 TeV in order to only focus on the cleaner
linelike signal. We return later in this section, however, to
discuss the impact of extending the analysis down
to 10 GeV.
We project the sensitivity for CTA based on a hypo-

thetical pointing strategy illustrated in Fig. 24, assuming
500 hours of total data within the inner 5° of the GC
(equally split among the red pointings) and 300 h of data
between 5°–8° from the GC (equally split among the blue).
We use the CTA instrument response projections described
in Sec. III, assuming for simplicity that the exposure
degradation with off-set angle is approximately uniform
with energy. We note that broadly the sensitivity to hσvi
scales as one over the square root of the data taking time
assuming statistics dominated uncertainties, and thus the
projections of this section may be easily rescaled to reflect
evolving observational expectations.
We focus on projecting sensitivity for the thermal

Higgsino model. We perform the analysis in 10 concentric
annuli of 1° each out from the GC, though ultimately only

FIG. 23. The projected sensitivities of idealized H.E.S.S-II data
analyses for the thermal Higgsino with fourteen different DM
distributions, illustrated through the projected 95% upper limit
(U.L.) on the annihilation cross section, parametrized through the
μ rescaling parameter, under the null hypothesis. We assume the
546 hours of data contained within the IGS but include counts
collected out to 5° away from the GC, binned in 1° annuli. All
projections shown here assume an ideal, fixed-background
scenario. We illustrate the improvement in going from the on
minus off procedure to an analysis of the on-region data only to
an analysis of the full dataset. The full-data approach nears the
necessary sensitivity to probe the thermal Higgsino for the
Romulus DM profile, serving as motivation for the H.E.S.S.
collaboration to perform a dedicated Higgsino analysis without
off subtraction and using data-driven spectral templates for the
cosmic-ray-induced emisison.

18The power of CTA to test DM is widely appreciated, e.g.,
Refs. [39,93–98]. Our focus here is to extend these discussions to
the well motivated thermal Higgsino.
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the inner 7 of these meaningfully contribute, and we mask
the Galactic plane within latitudes jbj ≤ 0.5°. We consider a
background formed of two components: an isotropic
cosmic-ray-induced piece whose spectra is given by the
CTA data challenge (Fig. 5) and a diffuse astrophysical
component following the Fermi p8r3 emission model (see
Fig. 8). In addition to the on/off procedure described in
previous sections, we consider a “two-template” model
analysis that allows us to take advantage of the full set of
collected data. Here, aside from the signal component, the
model contains spectral templates for both the cosmic-ray
and diffuse contributions. In practice, a template for the
cosmic-ray component might be obtained by taking dedi-
cated off data far from the GC but under comparable
observational conditions, and the astrophysical background
template is given by the Fermi model. For simplicity, we
assume no mismodeling of either of these components to
start, assigning a nuisance parameter for the normalization
of each. For the on/off subtraction analysis we assume the
cosmic-ray background has been cleanly removed, but we
include a template to model the residual astrophysical
diffuse flux with a nuisance parameter for its overall
normalization. We note that the nuisance parameters
slightly degrade the sensitivity to the Higgsino signal
because of partial degeneracy between the background
models and the signal mode (see, e.g., Fig. 1); the
degeneracy may be lessened by enlarging the energy
window beyond 0.5 TeV to 4 TeV or otherwise incorpo-
rating priors, while the degeneracy would be increased by
narrowing the energy window.

In Fig. 25 we project the expected 95% upper limit on the
annihilation cross section for the thermal Higgsino model
under the null hypothesis using the analysis frameworks
described above. We also show the expected sensitivity for
the optimal analyses of the full and on-off datasets, where
the nuisance parameters of the background template(s) are
fixed to their true value(s). We find that analyses of the full
dataset in optimum conditions, or indeed in the two-
template framework, are expected to discover or disfavor
the thermal Higgsino at considerable significance in the
majority of the DM profiles considered. The corresponding
discovery TS in these two cases is shown in Fig. 1. The
performance of the two-template analysis is ∼80% the
sensitivity of ideal under the benchmark energy range. In
the most pessimistic scenario, for the Thelma profile, the
upper limit falls short of the thermal Higgsino prediction by
a factor of 3.0 (2.4) for the two template (ideal) analysis.
Collecting an additional factor of nine in data volume is
likely implausible, and so this shortcoming would need to
be overcome by other factors such as an optimized pointing
strategy or even the deployment of additional telescopes.
(For example, the Omega configuration of CTA could
improve the reach to a linelike signal by a factor of 2 [39].)
This point further highlights the importance of better

FIG. 24. A hypothetical exposure map for CTA observations,
on which we base our projections in this section. This map is
evaluated at an energy of 1 TeV, with 500 h of exposure time
distributed evenly over the inner pointings (red þ) and 300 h
distributed evenly over the outer pointings (blue ×). In the
analysis, we apply a 1° mask to the Galactic plane, removing the
region jbj < 0.5°. Also overlaid are concentric rings of 1° each
around the GC, which form the spatial bins for our analysis.

FIG. 25. The expected sensitivity of CTA to the thermal
Higgsino for various DM distributions. (See Fig. 24 for the
assumed exposure map.) As illustrated, CTA will be able to
discover or otherwise place stringent limits on thermal Higgsino
DM in most of the DM profiles considered here. However, an on-
off approach that discards a large amount of collected data
degrades this sensitivity and significant discovery potential is lost
in several profile scenarios. We project sensitivity both for ideal
analyses, for which the normalizations of the spectral templates
are fixed to their true values, and more realistic analyses where
the template normalizations are floated as nuisance parameters.
For these projections we incorporate data between 500 GeV and
4 TeV to focus only on the linelike feature at the endpoint.
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understanding the expected DM density profile in the inner
parts of the Milky Way.
In contrast, the on-off subtraction approach would be

able to reach the thermal Higgsino prediction in roughly a
third of the DM profiles considered. The signal and
exposure loss in the on-off approach is severe, particularly
for cored profiles such as Thelma, resulting in substantially
degraded projected sensitivities relative to those from the
unsubtracted analyses. We note that the performance of the
on-off analysis is somewhat sensitive to the particular
choice of pointing locations, and we do not make an
attempt to particularly optimize our choices for this effect.
In general the pointings that optimize the sensitivity
depends on the specific DM profile considered.
Next, we take a first step toward assessing the suscep-

tibility of the CTA analyses to mismodeling the spectral
data. For simplicity, we only consider mismodeling the
astrophysical emission. To do so we model the astrophysi-
cal emission by a power-law, with two nuisance parameters
describing the normalization and spectral index. We addi-
tionally include a spectral model for the cosmic-ray-
induced emission with its own nuisance parameter for
the overall amplitude of that component. The simulated

(Asimov) data is, as usual, generated with the Fermi p8r3
Galactic diffuse model such that the model used to analyze
the data is unable to perfectly describe the background
counts. We use our fiducial 0.5 TeV < E < 4 TeV energy
range, but emphasize that narrowing the energy range may
help mitigate mismodeling at the expense of weakening the
sensitivity to a putative signal. In Fig. 26 we show the
expected best-fit annihilation cross sections and 1σ uncer-
tainties under the null hypothesis for the CTA analysis.
(Here, we only consider the analysis of the unsubtracted
data, and furthermore we assume no mismodeling of the
cosmic-ray-induced emission.) Without any bias the
expected best-fit cross sections would be zero for all of
the DM profiles. However, due to the imperfect power-law
model there is a slight bias for each of the assumed DM
profiles, though in all cases it is much less than 1σ in
significance. For reference, we also show the analogous
quantities for the analyses using two spectral templates,
which by construction have no mismodeling.
A further question to consider is the impact of the

analysis choices we have made on the eventual CTA
sensitivity. Firstly, we consider how spatial information
impacts the sensitivity, given our assumed exposure map.
In Fig. 27 we show the reach to the thermal Higgsino as we
include additional annuli away from the GC, in each case
performing a joint analysis over annuli within the specified
radius r. We illustrate the results for three different DM

FIG. 26. The best-fit and 1σ uncertainties for a thermal
Higgsino search on null Asimov data, modeling the astrophysical
component with the p8r3 diffuse model (blue) and with a power
law (orange). The Asimov data itself is generated with the p8r3
model, and the analysis is conducted over the benchmark energy
range 0.5 TeV < E < 4 TeV. In both cases, the cosmic ray
spectral template is assumed to have no mismodeling. The
template plus power-law analysis maintains comparable sensi-
tivity to the more idealized two-template analysis with minimal
bias. We stress that the actual spectral templates used in a realistic
analysis would almost certainly differ from the simple example
here, but the example demonstrates that robust and sensitive
analysis frameworks should be possible without using off
subtraction for CTA.

FIG. 27. The expected 95% upper limit to thermal Higgsino
annihilation under the null hypothesis from a joint analysis of 1°
annuli within a given radius r, for three different DM profile
assumptions: Romulus, Einasto (particularly cuspy), and Thelma
(particularly cored). The dotted horizontal lines show the total
sensitivity when all ROIs are joined over. Note that these
sensitivities assume the exposure map shown in Fig. 24, which
has its own spatial structure. Despite the raw exposure dropping
steeply past r ∼ 5°, additional sensitivity of ∼30% can still be
gleaned from including these outer annuli if the underlying
profile is Thelma-like.
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profiles: Romulus, which has the largest expected DM
signal, Einasto, which is a particular cuspy profile, and
Thelma,which is themost cored profile.We find that despite
a steep loss of raw exposure at ∼5° away from the GC, as
much as 30%more sensitivity can be gained from including
data up to 10° in cored profiles such as Thelma. In contrast,
the relative gain in information for steeper profiles
such as Romulus and Einasto is essentially negligible.
This indicates that a more egalitarian observation strategy,
where exposure is more evenly distributed within the inner
10°, may particularly benefit the “challenging” DM profile
possibilities—if the Milky Way happens to look akin to
Thelma or m12m—and bring them closer to detection. This
serves as further motivation for better understanding the
uncertainty in the DM density profile for the Milky Way.
It is important to determine the relative information

contained within the line and continuum contributions of
the signal: in addition to the benchmark analysis that
includes signal photons down to 500 GeV discussed so
far, we consider one that focuses exclusively on the line
signature and truncates at 800 GeV while still extending to
4 TeV. We also consider an analysis that extends the energy
range down to 10 GeV, where the effective area of the
instrument becomes functionally zero and the signal model
consists overwhelmingly of continuum emission. The
results are demonstrated in Fig. 28, which illustrates the
discovery TS of the ideal (light) and two-template (dark)
full-data analyses for each of these choices. (Recall that the
fundamental difference in the two-template analyses is that
the spectral templates are assigned nuisance parameters for
their normalizations; profiling over these nuisance param-
eters reduces the sensitivity because of partial degeneracy
between these models and the signal mode.) We find that
the theoretical sensitivity to the thermal Higgsino may
increase by as much as a factor of ∼1.6 in the cross section
(or ∼2.5 in the discovery TS) upon inclusion of the
continuum region; this is in rough agreement with the
discussion in Ref. [6], where only an ideal analysis was
performed, and the Higgsino endpoint contribution was not
included. However, due to its spectral degeneracy with a
much larger background, the sensitivity increase in the
template analysis case is more modest, ∼30%. It is also
important to note that an analysis performed over a wider
energy range carries a more severe danger of mismodeling.
By way of contrast, restricting the analysis to a narrower
window around the line incurs only a minor penalty
(relative to the benchmark) in terms of the ideal signal-
to-noise. Thus, while theoretically significant information
regarding the signal is contained within the continuum, in
realistic analyses of CTA data it is unclear whether this
information can be harnessed efficiently without incurring
significant systematic bias. Note that the Fermi analysis in
Ref. [9] focused on the low-energy continuum emission but
unlike for CTA that work did not also have to contend with
significant cosmic-ray-induced background emission.

It is worth considering how much one gains in detection
power for the Higgsino by using the Higgsino spectral
template, including endpoint corrections as illustrated in
Fig. 2, versus only assuming a linelike spectral template.
We address this question by creating Asimov data with the
full Higgsino model, as used for example in the orange
bands for Fig. 28. However, we then analyze the mock data
only with a line spectral template for the DM model, with
results shown in blue. We find that using a line spectral
template instead of the Higgsino spectral template
decreases the expected discovery TSs by around 10%
for the ‘Line Only’ analysis. In addition, the imperfect
signal model and lack of endpoint contribution for line
prediction result in biasing both the best-fit cross section
and mass away from the truth at the 20% level.
Lastly, the various choices we make regarding the CTA

analysis—such as observational strategy and background
modeling—can be compared to that adopted by the CTA
Collaboration in a recent study that appeared as this work
was being finalized [39]. Although that work did not
consider the thermal Higgsino, it projected the reach to

FIG. 28. The discovery TS of a thermal Higgsino for analysis
windows that focus more on the line feature or the continuum
spectrum, as compared to the benchmark choice. (Note that all of
these analysis windows extend to 4 TeV.) The orange bars
correspond to an analysis searching for the full Higgsino signal,
while the blue corresponds to that searching for a pure line at the
thermal Higgsino prediction (cf. Fig. 2). Note that the underlying
data assumes a 1.08 TeV Higgsino. For each, the two-template
analysis is shown in darker color, while the ideal fixed-
background case is shown in light. As illustrated, for the full
signal a substantial amount of sensitivity can ostensibly be gained
from including the continuum flux in the search, but the optimum
gain in signal-to-noise is not achievable in analysis frameworks
that require modeling the (much larger and more spectrally
degenerate) background. If the signal model is simplified to a
pure line, no information is gained by going to lower energies,
and the discovery TS is reduced by ∼10% in realistic analysis
windows. For both signal models, extending the background to
lower energies introduces enormous complications in terms of
accurately modeling the astrophysical diffuse emission.
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a DM-annihilation-induced linelike signature among other
possible final states. A very similar analysis strategy was
adopted in that work: the on data alone was analyzed in a
narrow energy window, with a parametric power-lawlike
model adopted for the background. The analysis in that
work also assumed 500 h of GC observations, however
with a noticeably different spatial distribution relative to
what we adopt (see, e.g., Fig. 24). In particular, that work
equally divided the time between nine pointing locations
defined by all combinations of l∈ f0°;�1°g and
b∈ f0°;�1°g. Correspondingly, the analysis they per-
formed focused on a much smaller region of the sky near
the GC. Still, as shown in Appendix F, we find nearly
identical projected sensitivity relative to that shown in [39]
for the process χχ → γγ, at least assuming the Einasto DM
profile. This comparison provides confidence to the
Higgsino projections in this section.

VII. SWGO PROJECTIONS
FOR HIGGSINO DM

We now project the sensitivity of SWGO to the Higgsino
signal. Again we adopt the detector characterization from
Sec. III. We reiterate that SWGO, which is based off of the
existing HAWC detector, has a substantially different
instrument response relative to IACTs such as H.E.S.S.
and CTA. In particular, HAWC and SWGO are charac-
terized by their large FOVs and efficient accumulation of
exposure time, although these advantages come at the cost
of substantially poorer spectral resolution, degrading the
characteristic linelike feature that is a prime indicator of the
thermal Higgsino. In addition, it is more difficult for
SWGO to achieve similar levels of cosmic ray rejection
for an equal gamma ray acceptance, compared to H.E.S.S.
(for HAWC, see, e.g., [99]).
We project the Higgsino reach of SWGO assuming a

fiducial scenario of 5 yrs of exposure time at a rate of
6 h=day, and we analyze a region around the GC consisting
of the innermost 10 degrees, divided into 1 degree annuli.
We mask the Galactic plane at jbj ≤ 0.5°, and we assume a
uniform exposure map across the entire region of interest.
We convolve both the Fermi diffuse model and the signal
maps with a 0.4° point-spread function in accordance with
the expected angular resolution at a TeV [21]. We consider
two modes of background rejection, as described in
Sec. III: one scaled directly from the HAWC performance
(“conservative”), and one assuming an order of magnitude
improvement in rejection from this (“optimistic”). We
include energies between 100 GeV and 4 TeV to assess
the full sensitivity of the instrument, before any possible
analysis cuts related to mismodeling considerations.
With this dataset we then focus on the performance of

the two template model as compared with the fixed-
background, ideal scenario, where the normalizations of
the two templates are fixed to their true values. The models
for the cosmic-ray-induced background for SWGO are

illustrated in Fig. 5. Again, no mismodeling is assumed; for
SWGO a faithful model of cosmic-ray-induced flux may be
obtained without allocating dedicated observing time,
simply by taking as a template the observed flux in blank
sky regions of its larger FOV, far away from the GC. As
before, the astrophysical component is modeled using the
Fermi p8r3 spectral template.
In Fig. 29 we project the expected 95% upper limit on the

annihilation cross section of thermal Higgsinos under the
null hypothesis for the optimistic and conservative back-
ground rejection levels. The associated discovery TS for the
optimistic scenario is shown in Fig. 1. Comparing with
Fig. 25, we find that a version of SWGO with these
specifications is less competitive than CTA at searching for
Higgsino DM, even in optimistic background rejection
scenarios. Ultimately the enhanced observation time of
SWGO does not overcome the larger background that
results from the weakened cosmic-ray rejection as well as
the broader energy resolution (∼20% as opposed to ∼6%
for CTA). Further, the template modeling approach is
considerably weaker than the ideal background subtraction,
since the discrimination power of the signal is dominated
by the line shape, which is smeared out due to the larger
energy resolution. Nonetheless, it is interesting to note that
“low and flat” DM profile realizations that are challenging
to search for, in particular m12m and Thelma, appear to
benefit from uniform exposure within a large FOV, since

FIG. 29. The estimated sensitivity of SWGO to the thermal
Higgsino, in analogy with Fig. 23. We project 95% upper limits
on annihilating thermal Higgsinos with a fiducial SWGO setup,
assuming 5 years of observation time and two different cosmic
ray rejection scenarios. Contrasting with similar figures such as
Fig. 25, the two template analysis strategy represents a substantial
decrease in sensitivity relative to the ideal, fixed-background
limit, largely due to the coarser energy resolution and conse-
quently a larger signal-background degeneracy in spectral shape
relative to that found with, e.g., CTA.
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there is still comparable amounts of signal to be gained at
∼10° from the GC. Large FOV observatories such as
SWGO may have a unique advantage to discovering
DM in more cored profile realizations, if improvements
to the current specifications, especially the energy reso-
lution and background rejection, are possible.

VIII. DISCUSSION

The Higgsino is the canonical WIMP DM candidate. It is
minimal, predictive, well-motivated by both UV and infra-
red considerations, and could emerge as the first hint of a
wealth of new physics beyond the SM addressing the
electroweak hierarchy problem and gauge unification.
While the Higgsino direct detection scattering cross section
is likely below the neutrino floor, the thermal Higgsino is a
major science driver of the next-generation of proposed
particle colliders [8,100–113].
In this paper we show that evidence for the “smoking

gun” signature of this DM candidate—the linelike feature
at the endpoint of the spectrum—is well within reach of the
upcoming CTA and, to a lesser extent, SWGO. As a testing
ground for the analyses that could be deployed in those
instruments, we study in detail the reach of the existing
H.E.S.S. instrument, along with the Fermi-LAT, to the
linelike feature from the thermal Higgsino. In particular, we
considered an analysis of the on H.E.S.S. data using
parametric and separately nonparametric models for the
cosmic-ray-induced and astrophysical backgrounds, both
of which obtain enhanced sensitivity, without evidence for
bias, relative to the canonical on minus off analyses
currently performed by H.E.S.S. Our work strongly moti-
vates a dedicated search for the Higgsino signal with
H.E.S.S. data by the Collaboration, including accurate
spectral templates for the cosmic-ray-induced emission.
We show that the sensitivity of the Fermi-LAT is within a

factor of a few of what is needed to probe the linelike
feature from the thermal Higgsino across a broad range of
possible DM profiles. It is also interesting to consider the
reach proposed successors to Fermi, such as the Advanced
Particle-astrophysics Telescope (APT) [114,115].19 The
instrument is proposed to achieve roughly an order of
magnitude improvement over Fermi in the effective area
although at the cost of a factor of∼2 reduction in the energy
resolution. A dedicated projection, beyond the scope of this
work, is needed to assess the sensitivity of the APT to
Higgsino annihilation, but a back-of-the-envelope estimate,
using the scaling relations presented in this work, suggests
that APT would be sensitive to Higgsino annihilation for
some of the DM profiles considered here.
In the process of analyzing the H.E.S.S. data from [5],

we identify an issue in several DM searches the instrument
has performed in the inner Galaxy. In particular, at the flux

levels that work claims to achieve (or equivalently the size
of the effective area), the Galactic diffuse emission should
have been detected with enormous significance. The fact
that it was not suggests that the detected flux, and therefore
the inferred effective area, appear to have been incorrectly
estimated by a factor ∼8. Correcting this would weaken the
DM limits claimed in that work by this same factor, and if
the issue is confirmed it will be important to determine if
other DM searches with H.E.S.S. have also been impacted.
This point is discussed further in Appendices C, D, and E.
In summary, our projections make the science case for

CTA South particularly compelling, as it will be able to
probe the thermal Higgsino model across a wide variety of
possible DM profiles for the Milky Way. In this work we
rely on the 12 analog Milky Way galaxies from the FIRE-2
cosmological simulations. As seen throughout this work,
for instance in Fig. 1, the differences between these
simulations can be substantial, to the extent that for some
profiles (e.g., Romulus) CTAwould obtain a discovery well
over 5σ, whereas for others (e.g., Thelma) CTA would see
at best a 1σ hint. It is an urgent task to better understand the
physical aspects that go into driving these differences in
DM profiles so that more work can be done to shrink the
uncertainties on the DM profile in the inner Galaxy of our
own Milky Way.
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APPENDIX A: H.E.S.S. INNER GALAXY SURVEY
AND DETECTOR RESPONSE INFERENCE

In this appendix we describe our inference of the
observed counts and detector response of the H.E.S.S.-II
IGS based on the publicly released information provided
in [5]. The main information presented in that work
which we use are the morphology of the exposure map,
the locations of 14 IGS pointings, the total exposure time
(546 h) between the IGS and 2014-2015 Sgr A*

19See also [116] for the reach of APT to model-independent
continuum final states.

RODD, SAFDI, and XU PHYS. REV. D 110, 043003 (2024)

043003-30



observations, and the total on and off counts summed
over energy bins for each ROI, 25 in total, between 0.5° and
3.0° away from the GC. The energy bins adopted in this
analysis are 67 log-spaced bins whose edges span 0.17 to
66.2 TeV. In addition, numerous figures in the Supplemental
Materials of Ref. [5] display observed count rates and fluxes
over a subset of ROIs, and offer valuable insight into the
energy-dependence of the detector response and on-sky
fluxes. Although this represents a considerable amount of
information, we emphasize that critical information is not
provided. This includes the specific exposure times spent at
each pointing location, the precise pointing locations for and
total exposure time accumulated by the dedicated Sgr A*
observations, the explicit response of the detector and its
variation on an observation-by-observation basis, and the
distribution of on and off counts over energy bins for each
annulus.
Here we primarily concern ourselves with reconstructing

(i) the magnitude of the on-axis effective area AeffðEÞ and
(ii) the distribution of exposure times on a pointing-by-
pointing basis. The inference of the latter point also
requires the reconstruction of the dedicated 2014-2015
Sgr A* observations. It is important to emphasize that
several of our results will fundamentally depend on the
fidelity of these inferences. Explicitly, our reanalysis of
public H.E.S.S.-II data and estimation of astrophysical
contamination will depend on both of these reconstructed
quantities: different pointing locations will yield different
on-off residuals from both diffuse emission and a putative
DM signal. Our inference of the numerical value by which
we correct the H.E.S.S. effective area is also dependent on
these reconstructions, although we find it encouraging that
two independent estimations of this factor—via geometry
of the exposure map and via anchoring the diffuse flux to
observed on-off excesses—yield similar results. We esti-
mate the sensitivity of the astrophysical and DM on-minus-
off residual fluxes to the assignment of exposure times at
the end of this section, and show that the those are robust at
the ∼10% level.
A further caveat to stress is that we have no ability to

capture observation-by-observation fluctuation in the
detector response or observed on-sky background. We
instead work with averaged quantities and assume that
the spatial and spectral structure of the effective areas are
essentially similar, at least when averaged pointing-by-
pointing. This is an imperfect assumption, but it is difficult
to imagine these intrinsic fluctuations driving the large
factors of discrepancy suggested from our analysis.

1. Reconstruction of the on-axis effective area

An averaged effective area AeffðEÞ can be straightfor-
wardly inferred by taking the ratio of Figs. 5 and 6 of the
Supplemental Material in Ref. [5]. This “analysis” effective
area is an average specific to the search conducted in [5],
encapsulating the full amount of data contained in the

chosen ROIs, across the full set of observation runs,
after symmetric on and off regions have been constructed
and masking applied. This is the key quantity that links
fluxes—both signal and background—to counts: the total
number of on counts observed within energy bin j is related
to the stacked flux as,

Non;tot
j ¼ dΦon;tot

j

dEdΩ
· δEj · AeffðEjÞ · ttotexp · ΔΩtot; ðA1Þ

where ttotexp ¼ 546 h and ΔΩtot ¼ 6.4 × 10−3 sr is the post-
masking area within the on region r∈ ½0.5°; 3°�. Here we
focus on the on region to illustrate the logic of our
inference, but by construction the on and off regions
receive equal exposure and cover equal solid angles on
the sky. It is worth stressing again that this is the quantity
that links the expected DM flux—a first-principles pre-
diction—to expected counts seen in the survey, and thus
ultimately our concern about this effective area will trans-
late into concern about the science results in [5]. This
H.E.S.S.-II analysis effective area as quoted is illustrated in
the left panel of Fig. 30 and is expected to be smaller than
the on-axis response of the instrument simply because the
analysis averages over areas larger than the FOVand only a
subset of data is ultimately analyzed. Also plotted is the
H.E.S.S.-I on-axis response, the median and standard
deviation of 38 observations20 contained in the public
release.
It is informative to try and estimate what a similar

average on-axis effective area for the H.E.S.S.-II data
would look like. (Here we mean the average on-axis
response over numerous observation runs, as opposed to
averaged spatially over the analysis ROI.) To do this, we
note that the total number of counts seen in spectral bin j
can also be written

Non;tot
j ¼

X
i

Non;i
j ¼

X
i

dΦon;i
j

dEdΩ
· δEj · EiðEjÞ; ðA2Þ

set by the flux observed within the on region at each of the
pointings, which are indexed by i. The exposure accumu-
lated around a pointing location i is in turn set by
integrating the acceptance over the sky-positions of the
on region,

EiðEjÞ ¼ tiexp ×
Z
on
dΩAi

effðEj;ΩÞ: ðA3Þ

In order to make progress, we assume that the detector
response is essentially similar across all observing runs, for
both the IGS and Sgr A* datasets. This allows the energy
and spatial dependence of the effective area to factorize,

20We choose here blank-sky observations observed at zenith
angle ≤ 40°.
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Ai
effðEj;ΩÞ ¼ Aon-axis

eff ðEjÞ × ζðjpi −ΩjÞ; ðA4Þ

where ζ models the fall-off of effective area as a function of
offset angle jpi −Ωj with respect to pointing location pi.
The left panel of Fig. 30 shows that the on-axis response
might be expected to fluctuate around 50% about the
median. The right panel, conversely, shows the spatial
profile of the H.E.S.S.-I instrument response over a range
of energies relevant to this discussion. We model the spatial
response around the behavior at energies of 1 TeV, as a
Gaussian with

ζðrÞ ¼ exp

�
−

r2

2σ2

�
; σ ¼ 1.45°: ðA5Þ

While the spatial falloff is ill-described by a Gaussian at
higher energies, we find that at TeV energies or lower (the
energies dominating the observed flux) the spatial response
is fairly energy-independent and a Gaussian is a reasonable
description of the H.E.S.S.-I response. Finally, under this
assumption the averaged effective area inherits the same
energy dependence as its on-axis counterpart,

Aon-axis
eff ðEÞ≡ αAeffðEÞ: ðA6Þ

To determine α, we match the predicted counts from
(A1) and (A2), and then assume that the on-sky flux is
isotropic, an assumption well-justified if the cosmic-ray
background dominates the counts. With this assumption, α
is purely geometric and can be computed from the
distribution of exposures across pointing locations,

α ≃
ttotexp · ΔΩtotR

on dΩ
P

it
i
expζðjpi −ΩjÞ : ðA7Þ

For the set of inferred exposure times for each pointing
determined in Sec. A 2, this factor evaluates to 5.7. The
largeness of this factor is somewhat inherent to the
inefficiencies of the on-off subtraction figure, and the fact
that most of the on region is observed far from on-axis by
any of the pointings. As is apparent in Fig. 30, this would
imply an on-axis response of H.E.S.S.-II that peaks at
roughly 1 km2, which would be much larger than expected
(cf. Fig. 4). Equivalently, the analysis average effective area
quoted by [5] is considerably larger than should be
expected with a H.E.S.S.-type instrument and the IGS
observation strategy. Given that the claimed AeffðEÞ is not
too inconsistent with the H.E.S.S.-I on-axis area, we expect
the true analysis quantity—and thus the true amount of DM
counts expected in the search—to be approximately a factor
of 6 lower, which should be compared with the factor of 8
we concluded from a study of the expected diffuse emission
in Sec. V.

2. Inference of pointing-by-pointing exposure times

Next we consider how the 546 h of data collected for the
IGS survey is distributed among the individual pointings.
The full exposure map, reproduced in Fig. 13, represents
the combined observations taken over 2014-2020 as part of
the IGS and dedicated Sgr A* observations by H.E.S.S. As
discussed above, we assume that around each pointing the
fall-off of exposure with beam angle is consistent with that

FIG. 30. Similar to Fig. 4 but focusing on the H.E.S.S. instrument response. Left panel: The expected scale and energy-dependence of
the effective area. The purple line (shaded region) represents the median (standard deviation) of on-axis effective areas spanned by 38
blank sky observations from H.E.S.S.-I public data release 3 [74] taken at zenith angle ≤ 40°. Also shown in orange is the quoted
analysis average effective area of the H.E.S.S.-II DM search (solid), and what the inferred on-axis value would be based on the geometry
of the exposure map (dotted). Right panel: the spatial profile of effective area as a function of offset angle for a range of energies, taken
from the same set of H.E.S.S.-I observations. As shown, the spatial responses of the instrument at ∼TeV energies or lower, which
accounts for the vast majority of counts observed, are reasonably consistent with one another.
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summarized in Fig. 4 and well-modeled by (A5). The
remaining unknowns for reproducing the full map are then
the pointing locations where the 2014-2015 Sgr A* data
were taken and the time spent at each of these locations.
To evaluate this, we down-bin the exposure map to
40 × 40 pixels, indexed by k, between l; b∈ ½−5°; 5°�,
and compare model to data with the statistic

Δχ2 ¼
X
k

�X
i

tiexpζðθikÞ − Ẽk

�
2

; ðA8Þ

where the exposure Ẽk is normalized such that

X
k

Ẽk ¼ ttotexp ×
X
k

ζðθkÞ; ðA9Þ

and ttotexp ¼ 546 h.
For the positions of the Sgr A* observations, we

consider a grid of 30 possible positions close to the
GC, between l∈ ½−0.8°; 0.8°� and b∈ ½−1.0°; 0.4°�. We
find the maximum likelihood configuration of the expo-
sure time distribution over the 14 IGS pointings and the
30 potential Sgr A* pointings; our bestfit reconstruction is
given in Table I. We find, surprisingly, that several of the
provided H.E.S.S.-II IGS pointing locations were con-
sistently best fit to zero exposure time, and that only
three of the proposed Sgr A* pointings were preferred by
the model. At the end, we find a reasonably faithful
reconstruction of the exposure map in Fig. 13 with only 6
of the 14 listed IGS pointings. Also, we note that our
best-fit reconstruction yields a total exposure time slightly
larger than stated, at 560 h, which we attribute to some
variance in the on-axis acceptance on a run-by-run basis.
In Fig. 31 we show the pointing locations we consider,
our best-fit reconstructed exposure map, and the relative
residual between true and modeled maps. As shown, the
reconstruction is evidently imperfect, but agreement
between the two everywhere within the total analysis
on region is within 10%, and we expect our reanalysis of
the H.E.S.S.-II data to be faithful to approximately
this order.

3. Estimation of diffuse and signal counts

In the previous two subsections we estimate the detector
response and the observational strategy used in Ref. [5]. We
now use these to estimate the expected astrophysical and
DM counts that should be seen in both the on and off
regions.
A key observation in the main text is that the Galactic

diffuse emission seen by Fermi-LAT should have pro-
duced a much larger asymmetry in the observed on and off
counts than reported by Ref. [5]—see Fig. 15 and
surrounding text for a discussion. This points to a
fundamental mismatch in the TeV gamma-ray sky seen
by Fermi and that seen by H.E.S.S., if the background flux

and analysis acceptance of the latter are taken as quoted.
This discrepancy, in conjunction with the surprisingly
small flux reported in the right of Fig. 5, which would
require an extremely efficient cosmic-ray rejection, and
the overly large on-axis effective area computed in
Appendix A 1, lead us to conclude that the on-sky flux
and effective area must be under/over-reported by a
common factor, such that the total observed counts
remains as stated. Anchoring the on-off residual to the
expected anisotropic flux predicted by the Fermi diffuse
model produces a relative factor of ∼8.1.
Of course, we emphasize that this claim is reliant on our

inference of experimental properties not explicitly given,
and so it is important to study how sensitive our statements
are to variations in these inferences. We study this here.
Specifically, we consider whether the exposure time could
plausibly be divided between pointings such that the flux
and effective areas quoted in [5] could be consistent with
the diffuse emission not appearing significantly in the on
minus off data.
In Fig. 32 we show the expected on-off asymmetry

(assuming no DM contribution) per on photon, compared
to the asymmetry observed in the data. The expected
asymmetry is shown for each of the 14 provided IGS
pointings and 3 potential Sgr A* pointings. By construction
of the on and off regions, the approximately isotropic
cosmic-ray contribution should cancel in the difference,
and therefore the asymmetry should solely originate from
the diffuse emission. In constructing the expected emission
for each curve here, we assume the cosmic-ray flux is at the
level of the observed flux presented in [5] (again,
see Fig. 5).
Figure 32 demonstrates that almost all pointings would

generate a large positive on-off asymmetry from astro-
physical emission and one that is considerably larger than
what is observed in the data. The notable exceptions to
this are pointings 1-4 and 1-5, where the lower observing
latitude allows a large amount of diffuse flux to enter the
off region, and the flux in the on region is significantly
suppressed by the shape of the applied mask. Note that
this negative asymmetry is not present in pointings 1–8
and 1–9 since the masking (and diffuse flux) is not left-
right symmetric. In this case, if the background flux is
truly as low as reported, in order to achieve the near-zero
on-off asymmetry seen in the data roughly half of the
photon counts would have to be collected around 1–4 or
1–5. In our reconstruction, we find a best-fit of zero
exposure time in both of these locations, but even visually
in Fig. 13 the low-latitude IGS pointings (1–4 through
1–9, which encompass the less-positive on-off predicted
rates, in addition to the overtly negative ones) obviously
do not dominate the collected exposure. If at least half of
data collection is done around pointings with b ≥ 2, a
clear underestimate from Fig. 13, then the remaining half
must be split exclusively between pointings 1–4 and 1–5
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to cancel out the resulting ∼30% expected asymmetry.
This is clearly simply not the case, indicating that this
discrepancy between H.E.S.S. and Fermi observations of
the GC gamma-ray sky goes beyond the specifics of our
exposure time reconstruction. If, however, the cosmic-ray
flux were a factor of 8.1 larger, then the predicted
asymmetries in the figure would all be decreased by
roughly the same amount, and it would not be challenging
to choose a breakdown of pointings that matches the
observed data.
Although the exact asymmetry can vary noticeably

between pointings for the diffuse emission, if we consider
instead the signal DMwould generate in the on-off data, we
find that for all pointings there is more counts in the on
rather than off region. Of course, this is exactly as would be

expected given the purpose of the on and off regions. More
to the point, the asymmetry does not vary considerably
between the specific pointings, suggesting that errors in our
exact reconstruction of the exposure map are unlikely to
significantly impact searches for DM in the on minus off
data, certainly no larger than the 10% errors in our
reconstructed exposure map. Further, if we work with
the on dataset alone as we advocate in the main text, the
number of DM counts is considerably more stable than in
the on-off dataset. This demonstrates that the results of our
H.E.S.S. reanalysis should likewise be robust against the
details of the reconstructions discussed here. (This is
further validated by the results in Appendix C where we
show we can almost exactly reproduce the key results
of [5].)

FIG. 31. The true (top left) exposure map reproduced from [5] and our best-fit reconstruction (top right), given the set of (candidate)
pointing locations shown. “þ” indicates a pointing location given as part of the inner Galaxy survey, though only the pointings in red
return a nonzero best-fit exposure time. “×” indicates a candidate pointing location for the dedicated Sgr A* observations that make up a
portion of the H.E.S.S.-II GC dataset. The markers in blue indicate locations that return a nonzero best-fit exposure time. These times, as
well as the locations of these pointings, are listed in Tab. I. (Bottom panel) The residuals of the true minus reconstructed exposure map;
the region delineated by the white contour reproduces the structure of the true exposure map at the �10% level, and covers the vast
majority of the analysis ROI.

RODD, SAFDI, and XU PHYS. REV. D 110, 043003 (2024)

043003-34



APPENDIX B: H.E.S.S. ANALYSIS IN ANNULI

In Sec. V we analyze the H.E.S.S data, reconstructed in
Appendix A, stacked over the full ROI, thereby removing
all spatial information. In this appendix we present results
of analyses performed within individual annuli, with
the caveat—as emphasized in Appendix A—that our
reconstruction of the data in the annuli is less reliable than
for the full ROI. Nevertheless, our focus is primarily to
show that the results when including spatial information are
broadly similar to those we presented in the main text.
The H.E.S.S. analysis in [5] divided the sky from 0.5° to

3.0° from the GC into 25 annuli each of width 0.1°. Here we
combine these into eight larger regions that amount to
combining the following set of annuli: 1–6, 7–11, 12–15,
16–18, 19–20, 21–22, 23–24, and 25. We analyze the
stacked data in each of these subregions independently,
with independent nuisance parameters, and then we con-
struct the joint likelihood for the μ parameter at fixedmχ by
taking the product of the profile likelihoods in the indi-
vidual subregions. For simplicity, we only present results
here for the power-law analysis procedure, with the same
sliding-window-size as in the main text for the analysis of
the fully stacked ROI.
In Fig. 33 we illustrate an example fit of the power-law

model to the data in the subregion given by annuli 7
through 11, stacked. As in the case of e.g., Fig. 17 for the
full-ROI-stacked data, we find no visual signs of mis-
modeling. Again adopting the Romulus profile, the joint
limit as a function of mχ is shown in Fig. 34. Comparing to

the left panel of Fig. 19, we see that the joint analysis over
annuli leads to nearly identical results in this case to that
found in the stacked analysis, at least for this DM profile.

APPENDIX C: A CROSS-CHECK
ON THE H.E.S.S. χ χ → WW INNER
GALAXY SENSITIVITY ESTIMATE

As detailed in the main body, our procedure for deter-
mining the H.E.S.S.-II instrumental response made a
number of assumptions that may differ from the exact
instrumental response in practice. To provide a cross check
on our approach, in this appendix we reproduce the primary

FIG. 32. The fractional on-off asymmetry generated by diffuse
emission in the full analysis ROI around each pointing. The
pointings that in our fit prefer a nonzero exposure time are shown
with higher opacity. The near-zero asymmetry observed in the
data cannot be accounted for by a realistic reweighting of the
different pointings. The results shown here follow from a direct
extraction from [5]. If we apply a correction factor that reduces
the predicted diffuse counts by a factor of ∼8 (see Sec. V), the
data and prediction would be in good agreement.

FIG. 33. As in Fig. 17 (left panel) but for the analysis of the data
in the subregion given by annuli 7 through 11 (in the notation
of Ref. [5]).

FIG. 34. As in Fig. 19, but for the analysis joint over sub-ROI’s
as described in Appendix B.
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analysis in the H.E.S.S.-II DM search of [5], in particular
their search for DM annihilation through the WW channel.
In our analysis, we divide the equivalent ROI used in [5]

into the eight rings described in Appendix B, rather than the
twenty-five that work used, although this distinction should
only have a minor impact. Spectrally, we use the same
energy bins as in the H.E.S.S. analysis. To repeat the steps
taken to infer the H.E.S.S.-II response, [5] provides
information on both the total flux and the total flux
multiplied by the effective area, each as a function of
energy. The ratio of these provides the instrumental
effective area as a function of energy, which when
combined with knowledge of the energy binning, ROI,
total observation time (546 hours), and a model for the
energy resolution, provides us with the full instrumental
response in (1) required to forward model a DM signal.
Additionally, the flux multiplied by the effective area is
provided for the on and off region, which when combined
with the energy binning and observation time allows us to
infer the total number of counts in each energy bin for the
on and off region. As discussed in the main text, we are
concerned that the effective area we extract from the above
procedure is a factor of ∼8 too large, and so by default we
reduce the effective area by this value. However, here we
show results with and without that change.
This information is sufficient to construct a simple

Gaussian likelihood analysis of the data. We take
Poisson errors on the on and off counts, and then form
the on-off datasets, which in the model adopted by [5]

should be background free. (In this section, importantly, for
the purpose of direct comparison we follow [5] and do not
model the astrophysical diffuse emission.) We can then
determine the limit we obtain on a χχ → WW DM signal.
The relative J-factors follow from the reconstruction of the
exposure map and consequent on and off regions detailed in
Appendix A.
The limit we observe, and the corresponding TS in favor

of a positive (or negative) signal are shown in the left and
right panels of Fig. 35. We display the TS as negative if the
best fit cross section is less than zero. As seen, there is
strong preference for a negative signal due to a large excess
of off over on events in the bins with E < 0.3 TeV;
therefore, we also show results with those bins removed.
In both cases, the preference for a positive spectral excess is
clear, although as discussed in [5] this is more likely due to
unmodeled diffuse emission.
More important than the specific limit we obtain is to

compare how our expected sensitivity matches that of
H.E.S.S.-II. This provides a cross check on the instrumental
response and exposure map we have reconstructed and is
largely separate from any fluctuations or excesses in the
data. To obtain the expected limit, we set the central value
of the on-off data to zero, consistent with the no back-
ground hypothesis, but keep the error bars fixed. Analyzing
these null Asimov data provides the expected limit we show
in the left of Fig. 35. We show two versions of the expected
limit, and each are compared to the no systematics expected
limit published in [5]. The first of our results, in dashed red,

FIG. 35. Left panel: a reproduction of the H.E.S.S. analysis χχ → WW search performed in [5], used to provide a cross check on our
estimates for the H.E.S.S. instrument performance. As can be seen, if we rescale the effective area up by a factor of ∼8 from what we
believe it should be, we obtain the results in dashed orange that are in good agreement with the H.E.S.S. published limits (in black)
from [5]. Without this, our effective limits in dashed red are correspondingly weaker. The actual limits are heavily impacted by the first
few energy bins (with E < 0.3 TeV) where the off counts far exceed the on counts, leading to a preferred negative cross section,
therefore we also show the inferred limit with those bins removed. Right panel: the observed TS associated with the two observed limits
in our reproduced analysis (when the best fit cross section is negative we define the TS as negative also.) As can be seen there is a strong
preference for a signal in the data, although as argued in this work this is likely arising for residual astrophysical diffuse emission.
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uses the corrected effective area, and is roughly a factor of 8
weaker than what H.E.S.S. claimed. This is similar in
magnitude to the correction factorwe applied to the effective
area, and indeed if we scale Aeff up by that factor, we obtain
the results in dashed orange. As can be seen, these are in
good agreement with the H.E.S.S. expected limit.
Our conclusions from the fact we can apparently

accurately reconstruct the H.E.S.S. results are twofold.
Firstly, this provides a partial validation on our extraction of
the H.E.S.S. instrument response from [5]. (Of course, the
validation for our purposes is not perfect in that we are
validating a search for a broad DM spectrum of photons as
opposed to the line signature of interest.) Secondly, these
results suggest that if the H.E.S.S. effective area used in [5]
has indeed been overestimated, then it appears that the
associated DM sensitivity could have been also.

APPENDIX D: H.E.S.S. SENSITIVITY
TO χ χ → γγ

The primary focus of this work is a search for the specific
signature predicted by the annihilation of Higgsino DM,
which predicts a different spectrum of photons than were
DM to simply annihilate to a line through χχ → γγ. This
point is exemplified in Fig. 2. Nonetheless, searches for a
direct line from DM are common, and it is a simple
modification of the Higgsino searches performed in the
main text to repeat these for the line signal. Moreover,
computing the upper limit on χχ → γγ allows us to directly
compare to the previous H.E.S.S. analysis in [32].
With this motivation, in Fig. 36 we show the expected

and observed H.E.S.S. limit on χχ → γγ, as well as the
observed limit for Fermi (both computed in this work). For
H.E.S.S. we perform a joint analysis over eight annuli as in
Appendix B, using a PL model for the background,
effectively as in Fig. 34. For Fermi our analysis is identical
to that in Sec. IV other than for the changed signal shape.
(Note that the Fermi limits may in principle be extended up
to 2 TeV, as in [84], though we do not do so here since we
are primarily interested in energies near 1 TeV.) In both
cases, as opposed to the Romulus DM profile generally
adopted in this work we instead show the upper limits
assuming the Einasto profile to facilitate a comparison with
the existing H.E.S.S. results presented in [32].
The most important comparison here is between the

H.E.S.S. results we present and those published by the
collaboration in [32]. The H.E.S.S. results are also deter-
mined from observations of the inner Galaxy, exploiting in
total 254 h of data. The limits we derive follow our
extraction of the data from the IGS analysis of [5] (with
a correction factor of ∼8 applied to the effective area),
which focused on continuum rather than linelike signatures.
Nevertheless, the later H.E.S.S. data in [5] contained 546 h
of observations, more than a factor of two greater than
in [32]. While in practice it is important exactly where the
additional observations were taken compared to the GC, we

would expect our sensitivity should be marginally stronger
than that obtained in [32]. Figure 36 shows the opposite to
be true. Unfortunately Ref. [32] provides far less informa-
tion than [5], so it is not possible to extract their analysis
effective area, or other instrumental properties that would
be needed to perform a more detailed reproduction of their
analysis. Nevertheless, we take our results as suggestive
that if the issue we suggest has impacted [5] were
confirmed, it may also impact the DM linelike limits
claimed in [32].
Let us also comment on the difference between the

H.E.S.S. and Fermi sensitivity. As Fig. 36 shows, H.E.S.S.
achieves slightly stronger sensitivity that Fermi over the
mass ranges considered. On the other hand, the difference
is marginal. As Fig. 12 demonstrates, for the slightly
different Higgsino spectrum Fermi is marginally more
sensitive, so we are operating in the regime where small
differences in the DM spectral shape, and spatial shape
through the assumed DM profile, can have an impact.

APPENDIX E: DWARF GALAXY
SENSITIVITY ESTIMATE

One of the conclusions of this work is that there are
reasons to be concerned that the H.E.S.S. results in [5] may
have overestimated their sensitivity to DM by a factor∼8. If
such a rescaling is required, one could worry whether it has

FIG. 36. H.E.S.S. and Fermi sensitivity to a DM line signal,
χχ → γγ, at TeV masses for the Einasto DM profile. We show the
expected and observed limit of a H.E.S.S. analysis performed
joint over annuli (as in Appendix B) with a PL background
model. This should be contrasted with the published sensitivity
by the H.E.S.S. collaboration in [32], which also used an analysis
of the inner Galaxy, but with almost a factor of two less data. That
the H.E.S.S. limit is considerably stronger raises the possibility
that there may be similar issue in the sensitivities determined in
that work to those we suspect impact [5], see the text for further
discussion. Lastly, for comparison we show the sensitivity to the
same signal obtained with Fermi.
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also impacted other H.E.S.S. analyses. Unfortunately,
recent H.E.S.S. DM searches often provide far less public
information than was given in [5], making them challeng-
ing to reproduce. Nevertheless, with several assumptions
we can reproduce the search for DM annihilation in
Milky Way dwarf galaxies presented in [38], and we
outline our procedure for doing so and the results that
follow in this appendix.
The analysis in [38] focused on several recently discov-

ered ultra-faint dwarf spheroidal galaxies. Results for the
WW annihilation channel are provided for each of the
objects considered, and therefore we focus on their analysis
of Reticulum II. We match the energy binning of the
H.E.S.S. analysis, use their observation time of 18.3 hours,
and that the on region was a circle of 0.2° radius, with the off
region eight such circles. In the official analysis, the on
region was divided into two concentric subregions, each of
width 0.1°, by contrast herewe consider a single spatial ROI,
and we do not expect a significant impact from this choice.
To determine the signal flux in the on region we need an
estimate for the J-factor of Reticulum II, and we follow the
official analysis and take Jon ¼ 1019.2�0.6 GeV2=cm5 · sr.
(The off region is taken sufficiently far from the dwarf that
we assume there is no DM flux from that region.) To
account for the uncertainty in the J-factor, the full results
in [38] treat this contribution as a nuisance parameter with
a log-normal distribution. In the Asimov procedure we
adopt, the nuisance parameter can be profiled over
analytically, and we find that it roughly weakens the limit
as if one had used a J-factor 1σ lower for the signal
prediction. Note, however, that in the results [38] provide
for individual dwarfs, the J-factor is fixed to its central
value (no profiling is performed), and therefore we adopt
the same procedure in our results.
For the instrument response, assumptions are required.

We use the public H.E.S.S.-I instrument response shown
in Fig. 4. This is clearly not correct, as [38] was a
H.E.S.S.-II analysis, and in particular we expect the
effective area to be underestimated below 1 TeV, although
the limits on DM masses well above this should be less
impacted. Additionally, the observation of Reticulum II
was taken in wobble mode, with the central axis of
the telescope varied between 0.5–0.7° from the center
of the dwarf. To compute the effective area for the on and
off regions, we assume the instrument pointed exactly
0.6° away.
The final ingredient we need to estimate the DM

sensitivity is the expected background rate for these
observations. There are many ways this could be chosen,
and we consider three possibilities, which we label “Bkg
1-3”. For Bkg 1 we take the observed flux in the H.E.S.S.
inner Galaxy analysis of [5], but scaled up by the ∼8.1
factor that we believe may have been overestimated in the
effective area. For Bkg 2, we take the observed flux from
the inner Galaxy study directly, with no correction factor

applied. Finally, for Bkg 3 we consider a completely
different approach to inferring the background. We take
the total hadronic (proton and Helium) cosmic ray flux
observed by AMS-02 [76] to provide the background
spectrum and fix the normalization such that the number
of counts the flux generates in the off region matches the
number observed in the Reticulum II observation. As the
flux steeply rises at low energies, this procedure is
undoubtedly biased by our use of the H.E.S.S.-I effective
area.
Our expected limits for each background model, together

with the published H.E.S.S. result, are shown in Fig. 37.
These results should be interpreted with caution given
the many assumptions underpinning their derivation.
Nevertheless, given the reasonable agreement at high
masses (where our use of the H.E.S.S.-I effective area is
less of a concern) for Bkg 1 and 3, we see no immediate
reason to suspect a similar factor of ∼8 is impacting these
results. If that were the case, we might expect the results to
be in closer agreement with Bkg 2, when in fact we find that
gives rise to a stronger limit.

FIG. 37. An attempt to reproduce the expected WW sensitivity
obtained from the 18.3 hour observation of the Reticulum II
Dwarf galaxy in [38]. Full details are provided in the text, but
we compare the published results from H.E.S.S. in [38] (black),
to results we derive using three different background models.
For the first (red, Bkg 1), we took the background as the
observed flux in [5], but rescaled by ∼8.1 to a larger value to
correct effective area discussed in the main text. Our second
background model (blue, Bkg 2) is the result if we instead
use the uncorrected effective area. Finally, the third model
(green, Bkg 3) is determined by fitting the total hadronic
(proton þ Helium) cosmic ray spectrum to the observed number
of off events quoted in [38]. We emphasize a number of
assumptions were introduced to obtain these results—most
importantly we used the public H.E.S.S. I instrument response
rather than the equivalent for H.E.S.S. II—we refer to the text
for a full discussion of these.

RODD, SAFDI, and XU PHYS. REV. D 110, 043003 (2024)

043003-38



APPENDIX F: COMPARISON TO CTA
COLLABORATION PROJECTIONS FOR χ χ → γγ

In the final stages of preparation of this work Ref. [39]
appeared, which projects sensitivity of the upcoming CTA
South to DM annihilation, including χχ → γγ, though that
work does not consider the Higgsino model. Reference [39]
uses a similar unsubtracted analysis framework to that
advocated for in this work. It is thus useful to directly
compare the sensitivity projected in [39] to that we find
with our analysis procedure. As discussed in the main
article, while Ref. [39] also assumes 500 h of data in the GC
region, the data in [39] is assumed to be more concentrated
toward the GC than in our work.
In Fig. 38 we compare the projected 95% upper limits

under the null hypothesis on the annihilation cross section
for the process χχ → γγ relative to the upper limits
projected in [39]. We assume the Einasto profile to make
contact with [39]. We compute our projected upper limits
[CTA (this work)] through a procedure analogous to that
we perform for the Higgsino signal, as described in Sec. VI.
In particular, we use our two-template approach, with
spectral templates for the cosmic-ray-induced gamma-ray
background and astrophysical gamma-ray background,
with overall normalization parameters treated as nuisance
parameters. We assign independent nuisance parameters to
each annulus, with the annuli as in Sec. VI, and then we
combine the results between annuli to compute the joint
profile likelihood for hσvi.
There are two minor differences between our procedure

in Sec. VI and that performed here. First, we search for a
pure line final state, χχ → γγ, instead of the Higgsino
model. Second, since we show results across a range of mχ

we use a floating energy window encompassing energies in
ðmχ=2; 4 ·mχÞ, which roughly matches the energy we use
for the thermal Higgsino in Sec. VI.
We compare our projected upper limit with those

from [39] in Fig. 38. That work presented two different
analysis approaches, both of which used sliding energy

windows (of width around 8 times the energy resolution of
the detector) and both of which are similar to the proposed
strategies in this work. The first, labeled “CTA PL on
count”models the background emission simply as a power-
law over the narrow energy range. The second, labeled
“CTA PL on flux” assumes that the cosmic-ray-induced
emission is perfectly modeled, with no nuisance parame-
ters, and models the residual astrophysical emission by a
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