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ABSTRACT OF THE DISSERTATION

Tomographic State Reconstruction and Time Resolved Surface Enhanced Coherent
Anti-Stokes Raman Scattering in the Single Molecule Limit

By

Steven Yampolsky

Doctor of Philosophy in Chemistry

University of California, Irvine, 2014

Professor V. Ara Apkarian, Chair

Time-resolved, surface-enhanced, coherent anti-Stokes Raman spectroscopy (tr-SECARS) is

ideally suited for preparing and probing vibrational coherences in molecules. By enhancing

the local response of a single molecule with a dipolar nano-antenna, vibrational dynamics

have been measured at the single molecule limit. In contrast with tr-CARS measurements

in ensembles, the vibrational coherence of a single molecule is not subject to pure dephasing.

It exhibits characteristic phase and amplitude noise, which allows the statistical distinction

between single, few, and many molecule sources to be determined. To build on the cur-

rent work, by using three unique pulses to spectrally filter the response of the molecule,

the characteristic noise can be isolated and measured background-free. If the probing of a

superposition state is carried out over a real resonance, then it is possible to tomographically

reconstruct the complete description of quantum dynamics in phase space representation via

the Wigner Distribution Function(WDF). The WDF can be reconstructed from either the

wavepacket via Wigner Transform, or an experimentally measured density, via an Inverse

Radon Transform. The calculations presented here highlight the necessary conditions in

order to reconstruct the WDF with fidelity from a proposed experiment and compare the

density derived WDF with that of the wavepacket. The principle is firstly demonstrated us-

ing a Kerr gated detection of emission from an evolving state on a bound harmonic potential

xi



energy surface. The model is then explained in the case of a proposed spectrally resolved

transient grating experiment (SRTG). The WDFs generated from the limiting conditions

show that the reproduction fidelity of the experimentally derived WDF are dependent on

the probe, utilized to measure the evolving superposition, and the curvature, or the vibra-

tional frequency of the potential energy surfaces, and the dephasing time of the vibrational

superposition states. Given two potentials, I show that it is possible to optimize probe

pulse parameters to improve the fidelity of the state reconstruction. Due to the variational

principle, the negative volume of the WDF, or the Wigner hole, can only be reduced via

measurements - the pulse parameters can be optimized iteratively even when the molecular

potentials are not known.
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Chapter 1

Introduction

The last half century has seen the development of tools that allow for the study of single

molecule dynamics[1]. Understanding the characteristic behavior of a single molecule will

revolutionize applications, research and education[2, 3]. The Chemistry at the Space-Time

Limit (CaSTL) center at the University of California in Irvine is funded by the National

Science Foundation to conquer the challenges of understanding the physics that govern life

at the space time limit. I have been fortunate enough to take part in this research effort

alongside the brightest minds in this discipline. Together with their invaluable contributions

and guidance we have helped advance a rudimentary understanding of life at the single

molecule limit. I have attempted in this dissertation to put the ongoing efforts in a historical

context, describe the necessary theory and experimental apparatuses required to chase these

goals, and laid forth a theoretical model for a further grand experimental challenge.

Chapter 2 outlines a story about single molecule detection and spectroscopy as measure-

ments that have evolved from linear spectroscopic techniques[4–8] to time resolved nonlinear

methods[9–12] that can be used to not only detect, but also to control the quantum state of

a single molecule and enhance its vibrational response. The single molecule signal is minis-
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cule and requires surface enhancement to amplify its response[13, 14]. Along with a brief

overview of surface enhancement[15], I have laid out the necessary computational steps to

model molecular dynamics in the bulk by using time resolved coherent anti-Stokes Raman

scattering[16, 17]. This method, along with surface enhancement, is implemented to mea-

sure vibrational superpositions in a single molecule and extends our current knowledge of

nonlinear single molecule spectroscopy.

Chapter 3 provides a brief overview of the design and construction of a flexible experimental

apparatus capable for interrogation of molecular systems using nonlinear spectroscopy. The

design of a unique synchronously pumped three color system capable of executing virtually

any four wave mixing measurement is described, with most of the necessary details required

to construct and align such a system. The characterized tunability and temporal profiles

of the system are enclosed. However, this system is ideal for measuring large quantities

of molecules, and thus requires a lower peak power, higher repetition rate alternative to

optimize measurements on single molecules.

Chapter 4 documents the first demonstration of time resolved surface enhanced coherent

anti-Stokes Raman scattering (tr-SECARS) measurements executed on a single molecule[18].

This experiment elucidated the fate of a single molecule vibrational coherence on the ground

electronic state, in the absence of pure dephasing. The details concerning the execution

of such a measurement are presented with the analysis to extend the numerical model in

Chapter 2 to include single and few molecule samples as well as the caveats encountered

when measuring the nonlinear response of a single/few molecule system. An experimental

system engineered to further investigate the single molecule behavior is described showing

early results reproducing the previously published work.

Chapter 5 proposes the holy grail experiment on a single molecule. The developed numerical

model describes the experiment conceived to measure the time dependent wavefunction of

a single molecule. The generalized details required for the complete determination of the

2



Wigner distribution function[19] for a single molecule are then demonstrated, documenting

the fidelity with which such a measurement can be made.

An included appendix contains the raw code for the numerical modeling of the figures and

the experiment proposed in chapter 5, (relatively well)optimized for use in Mathematica.

3



Chapter 2

Single Molecule Spectroscopy

2.1 Linear Spectroscopy of a Single Molecule

The first observations of a single molecule were made by absorption of incident light con-

ducted under cryogenic conditions. Single pentacene molecules in a p-terphenyl host crystal[20]

were used to measure changes in incident light intensity[4]. By detuning the laser frequency

to 6-8 standard deviations away from the center of the inhomogeneous absorption line[21],

where the average number of absorbers is 108 in comparison to 1015 at the center of the

absorption line, absorption of zero phonon lines, 01 (592.32 nm) and 02 (592.18 nm) of

pentacene were measured at 1.6 K. Absorption studies of one molecule, as opposed to the

ensemble, allowed for studies concerning local environments surrounding the molecule itself

giving vast insight into chemistry at the microscopic limit.

Single molecule fluorescence[5], using the same molecule in the same host crystal, also un-

der cryogenic conditions, was observed shortly following absorption. Orrit and Bernard

monitored the emitted fluorescence intensity of the system as a function of laser excitation

frequency and observed fluctuating fluorescence intensities. The observation of a fluorescence

4



peak disappearing and reappearing was determined to be a hallmark of single molecule hole

burning. In order to efficiently study hole burning in single molecule samples[22], three con-

ditions must be fulfilled; 1. The absorption cross section must be large and the homogeneous

line width of the absorption must be small, 2. the molecule must emit a sufficient amount

of photons before the resonance frequency is allowed to irreversibly shift, and 3. the rate

at which photons are emitted must be higher than the dark counts of the detector. The

01 and 02 lines of the single pentacene molecules embedded in a p-terphenyl host crystal

proved to be an ideal candidate that satisfied all three of these conditions allowing for the

first signatures of fluorescence in SMS.

Detection of single molecules isolated in their local ambient environments allowed for the

possibility of studying physical and biological processes in their natural surroundings. How-

ever, at room temperature, the single molecular cross section is reduced by five to six orders

of magnitude[23] relative to when it is cryogenically cooled. This was overcome by increasing

the single molecule’s cross section via a subwavelength light aperture in a near-field optical

microscope[6]. Plakhotnik et al. [24, 25] proposed another method to detect the absorption

of single molecules by using far field microscopy. In this far field regime, the elastic scattering

of the single molecule would coherently interfere with the incident laser field.

An indirect way of measuring the absorption of a single molecule in ambient conditions is

via heat dissipation. A thermal lens effect was used to measure slight temperature increases

around the absorbing object[26]. In this study, though an integration time of one second was

much longer than the diffusion time of a single dye molecule traversing the focal region, it is

speculated that thousands of individual molecules would be necessary to generate the signal.

A simple calculation shows that a single molecule should be undetectable via absorption

against the photon noise in a one second acquisition[23].

Fluorescence observation of single molecules in ambient conditions soon followed. Trautman

and colleagues[27, 28] were able to correlate single molecule emission spectra with fluores-

5



cence lifetimes of dye molecules in PMMA. Xie et al. observed spontaneous and photoinduced

spectral fluctuations of sulphorhodamine 101 in PMMA, elucidating information about the

energy dissipation from the molecule to the polymer bath. These fluorescence measurements

involved isolation of the molecule in a host matrix which restricted studies of single systems

in their native surroundings. Although proving that fluorescence detection of single molecule

is indeed possible, a more novel system was on the horizon.

Ambient fluorescence detection schemes of bulk Rhodamine in a hydrodynamic flow cell[29,

30] and in microdroplets[31] paved the way for the first demonstration of single molecule

detection in an aqueous medium by Nie et al[7]. By using a diffraction limited spot size of

260µm, the free diffusion of single Rhodamine 6G chromophores was observed. Moreover,

the fluorescence fluctuations due to diffusion in single molecule detection allowed tracking

the orientation and location of the single molecule reporter. This was first demonstrated

with a two dimensional localization accuracy of 30 nm for single molecule dyes in phospho-

lipid membranes[32] and green fluorescent protein[33]. The localization prospect of single

molecules revolutionized measurements concerning biological processes by allowing real-time

imaging of single viruses infecting living cells[34]. The above was made possible by fluo-

rescence correlation spectroscopy, where diffusion analysis can be made by correlating the

intensity of the fluorescence relative to the stationary excitation volume[35].

In addition to elucidating the location of single molecules, the transition dipoles for single

molecules were experimentally determined by using polarization-modulated linear excitation.

This was first demonstrated at low temperature[36] and in ambient conditions using near

field optical microscopy[6, 37, 38].

Single Molecule detection was also demonstrated through resonant Raman[39] and nonlinear

absorption[40]. In the latter case diphenyl -octatetraene molecules[41] were cooled in a

cryostat to 1.6 K. At ambient temperatures, the one photon transition from the ground 11Ag

to the excited 21Ag state is forbidden, but at low temperatures there exists a weak coupling

6



between the 21Ag state with another 11Bu state, to which a one photon transition is symmetry

allowed[42]. By Pumping the 444 nm resonance with a continuous wave laser centered at 888

nm, two photon induced fluorescence was observed at 500 nm. When pumping at the peak of

the resonance, the statistical fine structure of the molecule is reproduced[20]. When scanning

the wing of the resonance, three spectrally separated fluorescence events were detected and

identified as single molecule signatures by their characteristically sudden spectral jumps[43].

The advent of single molecule detection was marked by characteristic behavior in photon ar-

rival times, spectral diffusion and inhomogeneous broadening. The following covers a small

portion of feasible physical rationalizations for the emergence of these features in single

molecule spectroscopy, which go undetected and are averaged over in ensemble measure-

ments.

2.2 Characteristic Observables in Single Molecule Spec-

troscopy

In the realm of linear absorption we consider the behavior that is hallmark of single molecule

is uniquely distinguishable from its ensemble counterparts. The differences manifest them-

selves in characteristic distributions of absorption lineshapes, photon counts, photon bunch-

ing and anti-bunching, and blinking or intensity fluctuations.

2.2.1 ”Time Dependent” Single Molecule Spectroscopy

The arrival times of the fluorescence photons from a single molecule present invaluable in-

formation. In the case of the ensemble, synchronization of a short laser pulse is required

to denote events regarding the arrival time of signal photons. But in the case of a single

7



molecule, the emission of a photon may signal the start of emission for a nearby neighbor.

Therefore, time dependent emission of a single molecule remains informative even under con-

tinuous excitation. This principle was demonstrated by studying an inter-system crossing to

a non-radiating triplet state[44]. The fluorescence of a single molecule was characterized by

on and off times in the stream of measured photons leading the researchers to conclude that

coupling non-radiating triplet state was responsible.

Studying the distributions between consecutive photons, on and off times, and distributions

of signal intensities at discrete points in time can reveal various characteristics about the

system. The distribution of consecutive photons can show anti-bunching; a single molecule

cannot emit two photons simultaneously, giving instant verification of a single molecule in

the interaction volume[45]. Spontaneous emission will exhibit an Poisson decay of photons

with respect to arrival times[46, 47], whereas synchronized emission, by action of a short laser

pulse will exhibit a Poisson distribution centered around the time between laser pulses[48].

Bath effects can also be extrapolated if a Poisson distribution arising from synchronized

emission exhibits asymmetry.

2.2.2 Intensity Fluctuations

A Mechanism that can explain the intensity fluctuations and blinking observed in SMS

measurements include triplet-state dynamics, where the fluorescence of a molecule is not

observed because of coupling to a triplet state[49, 50]. In absence of a triplet state, the

fluorescence blinking could be attributed to charging effects[51, 52].
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2.2.3 Spectral Diffusion and Absorption Lineshapes

Spectral Diffusion was originally investigated in large ensembles by linear[53] and nonlinear[54,

55] spectroscopy, however the first realization of single molecule spectral diffusion was made

by Moerner in measurements at 1.6K. Barkai et al.[1] goes on to methodically structure a

greater understanding of these phenomena.

In an ensemble measurement, characteristic spectral fluctuations of single reporters, arising

from host defects and spectral diffusion due to environmental changes, are averaged over[56,

57]. If it is assumed that these interactions are pair-wise additive and only depend on the

distance between individual reporters, the excited state Hamiltonian for each individual

reporter is randomized as the aforementioned distance evolves non-trivially in the excited

state. The resulting absorption frequency of each reporter also evolves in time leading to

spectral diffusion that can be observed when interrogating a single molecule. Rotational

dynamics[58] and conformational changes in macromolecules[59, 60] also lead to spectral

diffusion.

The Kubo-Anderson theory approximates spectral diffusion with a time-dependent[61, 62]

stochastic process. Here, the absorption line and its width are given by the Fourier trans-

form of the dipole correlation function, and include the average time dependent stochastic

frequency fluctuations for the ensemble measurement. If the host is subject to defects unique

to each reporter site, the information of the surrounding nanoenvironment is also averaged

over, giving rise to inhomogeneous broadening[63]. Measurements on a single molecule allow

for direct measurement of this time dependent spectral diffusion, and interrogation of the

line shape distortions due to disordered host media.
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2.2.4 Limitations to Incoherent Spectroscopy

Though insightful for interrogation of(but not limited to) behaviors as described here, inco-

herent spectroscopy can only address single molecule dynamics that occur on a time scale

much longer than the measurement time. Such techniques are well suited to study enzymatic

dynamics[64] and protein folding[65]. But to understand the nature of the molecular bond

or the fate of a quantum coherence across multiple electronics surfaces, the tools required

have to perturb on the timescale of such processes and require picosecond to femtosecond

resolution in time.

2.3 Electronic Coherences in Single Molecule Spectroscopy

Quantum Coherences are hidden at the core of most important processes in nature amounting

to a key cog in the wheel of the ecosystem that allows life to exist. The electronic coher-

ence time of photosynthetic systems allows for naturally efficient conversion of sunlight into

energy[66–68]. It is thought that interaction of a particular system with the bath introduces

loss of coherent information, however some of the protein structure may be in fact preserving

the coherence of photosynthetic processes[69, 70]. Understanding and controlling a coherent

superposition will allow not only more efficient light-harvesting devices but also applications

in the quantum processing realm, which would increase our computing speeds significantly

in relation to the most powerful classical computers[2, 3]. Measurements of a molecular elec-

tronic coherence initially demonstrated with ultrafast pulses on an ensemble[71] have been

extended to the single molecule limit[9]

Recently, van Hulst and coworkers published a series of experiments demonstrating coherent

control of single molecule dyes. By using a pair of phase locked pulses and varying the

time and phase delay between the pulse pairs, coherent control of bond dissociation and
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rearrangement [72], laser induced fluorescence[73], coherent anti-Stokes Raman [74] and high

harmonic generation[75] has been demonstrated. In these cases, the delay and phase between

the pulse pairs is optimized to maximize the efficiency of the desired photo-effect. While

photobleaching can quickly occur during the process of phase/delay optimization on a single

molecule, faster, more intuitive approaches, with comparable efficiencies have been shown[76].

By monitoring the single molecule fluorescence intensity while the excitation intensity is kept

constant, a direct measure of excitation probability can be observed as function of phase and

time delay[11] between the pulse pairs.

In their first observation, van Hulst and coworkers, saw that for a pair of phase locked pulses

where the phase between the two was zero, there was a modulation in fluorescence intensity

as a function of time delay between the pulse pair. The attributed effect was explained by

wavepacket inteferometry[77]. In this phenomenon, if the molecule is initially in the ground

electronic state with the pulse pairs each being resonant with a singlet-singlet, ground to

excited state transition, the first pulse will transfer probability amplitude to the excited

state, exciting(if broad enough) several vibrational states that oscillate on the potential

energy surface. The second pulse generates the same wavepacket but at a later point in

time. If the quantum interference between the first and second wavepacket at some time

delay is constructive, the excitation probability is enhanced and the fluorescence emission is

greater. However if the quantum interference is destructive, then the excitation probability

is suppressed, and the fluorescence intensity is lowered. In total the group measured 52

molecules, which exhibited a distribution in phase as a function of time delay, and the

frequency of the oscillations, attributed to different local environments in the form of various

dispersive interactions and structural hindrances embedded in the host matrix[78]. Further

manipulation of the wavepacket interferometry was demonstrated by showing inversion of the

time dependent molecular oscillations by manipulating the relative phase between the pulse

pair from 0 to π [10]. While the coherent control of a single molecule at room temperature is

demonstrated, the optimized phase and time delay for each system vary. This is exactly as
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expected for an inhomogeneous distribution of single reporters in varying local environments.

The solution to the inhomogeneity is found in the unique optimization of the phase and time

delay between the pulse pairs to optimize coherent control of these single molecule systems.

The coherent superposition state created by the first pulse will often decay due to scatter-

ing of host vibrations, a process also known as pure electronic dephasing[79] which happens

over the course of less than 100 fs. Phase locked pulse pairs, in sequence and at short time

delays allow probing of such a short lived coherence. If the pulses are not phase locked,

the electronic coherence cannot be probed due to the phase averaging. The constructive

and destructive quantum interference as a function of time delay results from varying in-

teraction strengths between the molecular transition dipole moments and the laser fields

that differ from molecule to molecule, or Rabi frequencies[11] and is nascence of quantum

manipulation[9]. If the Rabi frequency is small, only absorption to the excited state takes

place, and the transfer of population to the excited state becomes less efficient as the time

delay between the pulses is increased. If the frequency is large, population inversion and

subsequent stimulated emission is also possible. At larger delay times, the pure dephasing

is responsible for lower efficiency of the stimulated emission process by the second pulse.

Using the optical Bloch equations[80], retrieval of the transition dipole moment is possible

if the pertinent parameters of the electric field are known and is covered in greater detail

elsewhere[12]. This was the first demonstration of Rabi oscillations on single systems which

has thus far been observed only on organic dyes in a host matrix[81, 82] and quantum dots

at low temperatures[83, 84].

A more detailed examination of the collected data and the technique which allows probing

of the phase memory of the coherent superposition created by a pulse displays that photo-

physical parameters such as the transition dipole moments, pure electronic dephasing times,

incoherent vibrational relaxation times, and vibrational energies can be extracted from phase

lock pump probe measurements at room temperature[12]. van Hulst and coworkers measured
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a distribution of Transition dipole moments, dephasing times, and Rabi frequencies across

52 molecules, with a forseen possibility of retrieving the full three dimensional orientation of

the transition dipole moments[85].

These electronic coherence measurements were limited by the electronic dephasing time

which occurs on a timescale much faster than the periods of vibrational motion, as predicted

by the implicit broad and featureless absorption spectra, characteristic of chromophores. In

this regard, Raman spectroscopy is better suited to study single molecule coherences because

it does not require evolution on real electronic states. Moreover, time-resolved coherent

anti-Stokes Raman scattering(tr-CARS) can be used to monitor the real-time evolution of a

vibrational quantum superposition by measuring their relative phase as a function of time

between the preparation of the superposition and subsequent probing.

2.4 Vibrational Spectroscopy of Single Molecules

While using phase-locked pulse pair excitation on an electronic surface allows the mea-

surement of coherent evolution, Raman spectroscopy has the potential to measure similar

characteristics of single molecules without the loss of coherence due to electronic dephas-

ing. This is possible via time resolved coherent Stokes and anti-Stokes Raman Spectroscopy.

While the electronic dephasing problem can be overcome using Raman scattering, the rel-

atively feeble quantum yield of Raman photons (1 for every 107 incident photons) presents

another problem, which makes single molecule sensitivity a greater challenge. Using plas-

monic antennas[86] the Raman scattering can be greatly enhanced via the surface enhanced

Raman scattering (SERS) effect[87, 88].

The SERS effect was first observed by Hendra and coworkers[89–91] using pyridine adsorbed

on silver and copper electrodes. The group attributed the high intensity Raman peaks to a
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purported large number of molecules at the electrode surface. Jeanmarie et al [87] extended

the initial observations and observed that the collected vibrational spectra exhibited high

resolution and high sensitivity to the local surface environment of the electrodes, as well

as the orientation of the molecule with respect to the electrode surface. Jeanmarie et al

further investigated the observations of this effect to other nitrogen heterocycles and amines

for the purpose of studying kinetic processes that occurred at electrode surfaces. Creighton

and Albrecht[92] along with van Duyne and coworkers concluded that there was a degree of

surface enhancement in the measured range of 105-106[93] and initiated a series of experi-

ments that aimed to explain the enhancement and its manifestation in other photophysical

processes and environments such as thin films[94, 95], Colloidal nanoparticles[96, 97], and

nanowires[98].

Plasmonic enhancement, the underlying cause of surface enhanced signals first observed by

Fleischmann et al [89], allows coupling and manipulation of light radiation at subwavelength

scales[99]. This mechanism enhances the efficiency of light emission[100, 101] of the molecule

used for use in various applications, including spectroscopy[102]. Radio wave frequency

and microwave technology has long ago matured to allow subwavelength scale manipulation

of radiation, however this same technology has yet to be made more robust in the realm

of optical frequencies. This is largely due to the size requirements for optical antennas,

which allow control of structural features down to the nanometer scale. This realm of

control is becoming more available with time with electron beam lithography[103], and ion-

beam milling[104]. In time, optical antennas will add to the plethora of optical control

devices including that of mirrors, lenses fibers and diffractive elements and further expand

the capacity to which optical fields can be manipulated. The goal is to design structures

to enhance the energy transfer of freely propagating optical radiation into localized energy

and to generate the same effect in reverse[105]. The ”optical transducer” would allow for

coupling of optical fields to objects much smaller than the wavelength of the field efficiently.
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The enhancement of the Raman photons from the single molecule is made possible by simul-

taneously excited surface plasmon modes of a nearby metal. van Duyne and coworkers found

that this effect is most efficient if the metallic structure is Ag, Cu, or Au. In the presence of

an electric field, a metal nanosphere’s surface electron density will oscillate at the frequency

of the incident electric field[106, 107]. When there are two spheres in close proximity, and the

incident electric field has the optimized polarization, a dipole can be created at the nanometer

size junction between the two metal spheres. This dipole is confined and effectively focuses

the incident optical field similarly to the optical antenna scheme discussed previously. The

electron density of the metals oscillates at the frequency of the incident optical field. This

allows efficient coupling of incident fields to subwavelength scales. The junction between

the spheres is roughly a few molecules in size, constituting the ideal environment, and the

necessary enhancement to allow Raman Spectroscopy of a single molecule.

2.5 Single Molecule SERS

Following the initial demonstrations of plasmonic enhancement in the realm of single molecule

detection via SERS[108, 109] at room temperatures, the field of Single Molecule SERS (SM-

SERS) developed rapidly[110]. Kniepp et al and Nie et al, experimentally observed a Raman

cross section at 10−16 cm2, a cross section magnitude comparable to that of a fluorescent

dye. Hildebrandt and Stockburger[111] obtained similar results that indicated the enhanced

Raman scattering efficiencies can approach those of the Rhodamine 6G fluorescence inten-

sities used in the aforementioned experiments scaled from a non single molecule, though

very dilute response. The development of SM-SERS detection allowed for imaging at sub-

molecular resolution at the plasmonic junction of a scanning tunneling microscope tip[112].

However the optimum mechanism of enhancement remained a mystery.

Ensemble averaged SERS studies on lithographically prepared periodic substrates have been
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conducted in an attempt to elucidate the optimum enhancement conditions. It was found

that the SERS enhancement varied with the aspect ratio of the metal particles[113]. This

aspect ratio determined the frequency of the localized surface plasmon resonances[114]. This

relationship was experimentally confirmed and it was found that the peak SERS enhance-

ment is obtained when the incident laser field is higher in energy than the plasmon resonance

by a factor of 1/2 of the vibrational state that was to be enhanced[115]. Working in this

regime purportedly enhances both the incoming field and the outgoing Raman photons in a

method most optimized for the SERS signal. For SM-SERS the local surface plasmon reso-

nance(LSPR) was found to have little effect on the overall SERS intensity[116]. Correlated

AFM-LSPR-SMSERS studies later confirmed that the SERS signal originated from a junc-

tion that would form between at least two metal particles[117] referred to as the ”hot-spot”.

Other studies that attempted to correlate the SERS enhancement factor with a LSPR in the

presence of dipolar ”hot-spots” showed that the relationship is ”tenuous at best”[118], and

showed something of a linear relationship[119] between the incident field strength and the

measured signal. The systems with hot spots showed stronger SERS enhancement at inci-

dent field frequencies far from the LSPR. It was argued that the reduced far field scattering

at frequencies near the LSPR was damped due to the interference of the resonant modes

of individual metal nanoparticles[120, 121]. Van Duyne and coworkers[122] revealed experi-

mentally that for a series of geometries ideal for SM-SERS, involving a dimer and trimer(two

and three metal spheres in close proximity) geometries, and for variable excitation along the

visible light spectrum, the relationship between LSPR and the SERS enhancement factor is

not direct.

Theoretical calculations have shown that the ”hot-spot” exhibits exceptionally high local

fields in the interstitial region between two metallic nanospheres[123, 124] and also between a

nanosphere and a substrate[125]. SERS Enhancement factors of 105 have been predicted[126],

with surface enhanced resonant Raman scattering (SERRS) as high as 1014 having been

demonstrated[127]. Given that the hot-spots are ideal in size to capture one to few molecule
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reporters, pursuit and understanding of these systems and their applications in SERS has

led to synthesis of systems that are engineered to take advantage of these hot spots[106].

Moreover the reproducibility if the high field enhancement factors has made the engineered

system a most attractive candidate for SM-SERS[128].

Correlated atomic force microscopy (AFM-SERS) measurements[14] on such an engineered

system, revealed strong intensity and spectral fluctuations between adjacent peaks of di-

benzene-dithiol located at the junction of two silver nanospheres where the enhanced local

field is largest[129, 130]. Such behavior, considered to be the hallmark behavior of single to

few molecules signals, can often lead to irreversible damage at high incident energies, and

even fusion of the two nanospheres. At the threshold of 1 V/nm, charge tunneling may

take place across the junction of the spheres [131]. While the push for true single molecule

sensitivity shows promise, the stability of the system remains a question.

To further understand, and perhaps isolate the single molecule, the system must be made

more structurally robust and able with withstand incident energy to generate a measure-

able response. SM-SERS measurements have shown that it is indeed possible to measure

a Raman spectrum from few reporter molecules as indicated by the spectral and intensity

fluctuations as a function of observation time. Moreover, insight into the spectral and inten-

sity fluctuations can reveal more information as to the activity of the nanogap and deeper

insight into the SERS effect without the interference of ensemble averaging. The spectral

and intensity fluctuations can be caught if the fluctuations are slower than the measurement

time, however acquisition of a Raman spectrum often requires a frame period in the range

of 100 milliseconds. If the integration time is too slow, the fluctuations are averaged over

and the result is an inhomogeneous lineshape. The timescale of these fluctuations remains

to be documented. Time-resolved coherent anti-Stokes Raman scattering(tr-CARS) allows

capturing the vibrational motion of molecules on the timescale of femtoseconds[132, 133].

In using tr-CARS, it is possible to clock the spectral diffusion of the vibrational peaks in
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real-time. However it is not clear if the principles of SERS can be directly transfered to

the ultrafast time domain, where the high peak powers of ultrashort laser pulses have more

drastic effects on plasmonically enhanced nanoparticle systems.

2.6 Surface Enhanced Coherent Anti Stokes Raman

Scattering (SE-CARS)

Metallic nanoparticles, used in generating SERS active nanojunctions, may migrate due to

the optical forces of ultrashort laser irradiation where the irradiance can reach upwards of 1010

W
cm2 . Experiments show that the structures can melt, change shape or even fragment[134].

Understanding the effects of ultrafast irradiation on these particles is vital in order to suc-

cessfully carry out nonlinear spectroscopic measurements that can characterize surface en-

hancement effects on an ultrafast timescale.

The interaction of laser light with silver[135, 136] and gold[137, 138] nanoparticles has been

studied extensively. Both have strong bands in the visible region due to the surface plasmon

resonance[139]. The electron phonon relaxation time was measured to be a few picoseconds

in length in the low excitation limit where the temperature of the nanoparticle is raised by

only a few tenths of degrees. In the higher power excitation limit the metal nanoparticles

lattice temperature goes to values well above the melting point within a few picoseconds,

while the temperature of the surrounding environments remains essentially constant. In this

regime, the particles can change size[140] and shape[141] before the energy is dissipated to

the surrounding environment by phonon-phonon coupling, which occurs over the timescale of

100 ps[142]. In the case of sphere shaped particles, which are most ideal for creating SERS

-active nanojunctions, the melting may remain unnoticed due to the thermodynamically

favoured shape’s lower surface energy. Under the influence of nanosecond pulse excitation
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nanoparticles have been observed to fragment into smaller spherical particles[141]. These

results were confirmed by monitoring the optical absorption spectra and post-mortem TEM

analysis of the particles.

Though dynamic metamorphosis of the nanoparticles has been observed, surface enhanced

coherent anti-Stokes Raman scattering (SE-CARS) measurements have been executed on

SERS-active ensembles[143, 144].

Surface enhanced coherent anti-Stokes Raman scattering was first measured on a plane

metal silver surface by Shen et al in 1984.[145] Upon examining a plane silver surface with

the CARS method, a 992 cm−1 vibration was observed from a benzene molecule. Shortly

thereafter Chew and coworkers [146] predicted an enhancement factor of SECARS of 1012

when the pump and stokes beams were both perpendicularly oriented to the metal plane,

but a 1021 enhancement factor when the fields were cross polarized. This magnitude of en-

hancement factors have not yet been realized experimentally. Very recently, an experimental

SECARS enhancement factor of 3.6x107 has been observed from a self-assembled monolayer

of benzenethiol on a silver coated substrate.[13]

Chew et al [147] theoretically predicted the presence of surface enhanced coherent anti-Stokes

Raman scattering from molecules within the vicinity of colloidal spheres similar to the ones

used for creating SERS active molecules described above. The prediction, based on electro-

magnetic enhancement gives a maximum enhancement factor of 1010. The enhancement was

predicted to be most dependent on the polarization of excitation and was found to fall off

rapidly as the distance between the nanoparticles and the molecule is increased. Namboodiri

and coworkers were able to show surface enhanced CARS however only saw an enhancement

factor of 10. This lower than expected result was attributed to diffuse scattering of the laser

and signal photons by the increasing silver colloid concentration, as well as only a few of the

particles being in the optimum geometric arrangement to satisfy phase matching conditions

for generation of the anti-Stokes photons.
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Although one example of a time resolved surface enhanced Raman scattering measurement

has been reported in a colloidal ensemble[148], only one instance of such a measurement

has been achieved at the single molecule limit[18]. This fundamental breakthrough lays the

groundwork for time domain spectroscopy at the single molecule limit and its potential to

elucidate the nature of surface enhancement. The following covers the theory of tr-CARS

and the challenges in performing such a measurement on a single molecule

2.7 Time-Resolved Coherent Anti-Stokes Raman Scat-

tering (tr-CARS)

Time-resolved coherent anti-Stokes Raman scattering (tr-CARS) is a powerful tool in the

arsenal of nonlinear optical spectroscopy techniques used for preparing and later interrogating

vibrational dynamics on the ground electronic state of a molecule.[149, 150] tr-CARS a

measurement as a function of time, is in many ways the Fourier analogue of the Raman

Measurement. Raman Spectroscopy allows the measurement of vibrational frequencies in the

frequency domain, while tr-CARS allows simultaeneous preparation of multiple vibrations

and measures the relative phase evolution of the prepared vibrations in real time.

tr-CARS measurements are well documented for ensembles of molecules.[151–153] In the en-

semble measurement, the observed signal strength is proportional to the square of irradiated

molecules but is limited in information by the ensemble coherence time.[154] A measurement

on a single molecule is not limited by this loss of coherent information, known as pure de-

phasing. This raises fundamental questions regarding the fate of the induced coherence and

poses an interesting challenge. The coupling of the incident optical fields and resolution of

the feeble single molecule response can be enhanced by the use of a plasmonic antennae. But

first, the principles behind tr-CARS will be illustrated and the transformation of information
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from a Raman Spectrum [15, 155]

Figure 2.1: Jablonski representation of tr-CARS. The pump beam ωp
promotes electrons from the ground state |g〉 to an imaginary excited
state |i〉, the Stokes beam ωS then stimulates the electrons to vibrational
eigenstates |v〉 = ωP − ωS where after ∆t of evolution, the electrons are
excited to another imaginary state |ii〉 (referred to in text by |i′〉) by the
probe pulse ωpr. From the final state |ii〉 the electrons spontaneously
relax to |g〉 accompanied by the emission of an anti-Stokes photon ωAS =
ωp − ωS + ωpr

Time-resolved coherent anti-Stokes Raman scattering(tr-CARS)[156] is illustrated in Jablon-

ski representation in Figure 1.1. The preparation consists of action by a pump (ωp) and a

Stokes (ωS) pulse, at time t = τ described classically;

Ep(t, τ) = E0,pe
−( t−τ√

2∆t
)2

e−iωpt (2.1)

with the Stokes pulse;

E∗s (t, τ) = E0,se
−( t−τ√

2∆t
)2

eiωst (2.2)

where E0 describes the amplitude of the field, ω, the carrier frequency (such that ωp > ωs),
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τ , the time at which the pulse acts, and ∆t the variance of the pulse envelope, where the

FWHM of the pulse is 2
√

2 ln 2∆t, assuming a Gaussian envelope. A graph of a pulse in

time, including its real, imaginary and envelope components is shown in Figure 1.2. The

Figure 2.2: A Gaussian pulse with ω = 374 THz (800 nm) and ∆t = 20 fs
with the imaginary (red), real (green), and intensity (black) components
offset vertically

higher energy pump pulse promotes the ground state, |ψ(0)(x, 0)〉 of the system to an excited

|ψ(1)(x, t′)〉 [16], where;

|ψ(1)(x, t′)〉 = −i
∫ τ1

−∞
e−iHmol(t)µgi(x)Ep(t, τ1)|ψ(0)(x, 0)〉dt (2.3)

where Hmol is the Hamiltonian of the system and µjk is the transition dipole moment between
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j and k states. The longer wavelength Stokes pulse stimulates the amplitude down to create

a vibrational superposition |ψ(2)(x, t)〉 in the ground electronic state;

|ψ(2)(x, t′′)〉 = −i
∫ τ2

−∞
e−iHmol(t

′)µiv(x)E∗S(t′, τ2)|ψ(1)(x, t′)〉dt′ (2.4)

Figure 2.3: A vibrational wavepacket ψ consisting of four eigenstates pre-
pared at t = 0 fs (blue) along with the density |ψ∗ψ| of the wavepacket
(green), where the oscillations, in green, are comprised of difference fre-
quencies between the prepared vibrational eigenstates

A vibrational coherence |ψ2(x, t)〉〈ψ0(x, t)| is created. The evolution of |ψ(2)(x, t′′)〉 is de-

picted at early time in Figure 1.3. After some time-delay τ the vibrational coherence is
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interrogated by the action of a third probe (pr) pulse;

Epr(t, τ) = E0,pre
−( t−τ√

2∆t
)2

e−iωprt (2.5)

which excites the vibrational wavepacket to another non-resonant or resonant excited state

|ψ(3)(x, t)〉;

|ψ(3)(x, t′′′)〉 = −i
∫ τ3

−∞
e−iHmol(t

′′)µvi′(x)Epr(t
′′, τ3)|ψ(2)(t′′)〉dt′′ (2.6)

creating the tr-CARS polarization.[17] Integrating over the square of the polarization results

in the measured signal;

SCARS(t) =

∫ ∞
−∞

dt|P (3)(τ)|2 =

∫ ∞
−∞

dt|
〈
ψ(0)(t) |µ|ψ(3)

Ep−Es+Epr
(t)

〉
+ C.C.|2 (2.7)

from which the wavepacket can spontaneously relax to the ground state accompanied by

the emission of an anti-Stokes(AS) photon. If the spontaneous emission is from a real state,

a subsequent re-emission can occur shortly thereafter. The anti-Stokes photon contains

information about the relative phase of the vibrational coherence for each time delay τ3.

The AS photon satisfies the energy conservation condition;

ωanti−Stokes = ωpump − ωStokes + ωprobe (2.8)

In an ensemble, or a bulk medium, which contains a thick sample of polarize-able material,

the third order polarization will also have an associated momentum vector, which is also

conserved;

kanti−Stokes = kpump − kStokes + kprobe (2.9)

In a collinear mixing case, collection of the AS photon is background free when using three
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different color pulses or when the three pulses do not overlap in time. Spatial filtering

is also possible when the wave vector momentum conservation is revisited in the BOXCAR

geometry, where the three pulses are mixed non-collinearly.[151] To derive the time dependent

signal the third order polarization for the CARS pathway is considered. [157] Note, this

approach neglects certain contributions that may arise from pre-populated vibrational states,

i.e. h̄ωp − h̄ωS >> kT . The measured third order polarization arises from the time ordered

interaction of the three pulses;

P (3)(x, t) =
−i
h̄3

∑
givi′

pgµi′g(x)

∫ t

−∞

∫ τ3

−∞

∫ τ2

−∞
(e−iEi′g(t−τ3)µi′v(x)Epr(τ3)e−iEvg(τ3−τ2)

µvi(x)E∗s (τ2)e−iEig(τ2−τ1)µig(x)Ep(τ1) + c.c.)dτ3dτ2dτ1

(2.10)

This expression integrates over the action of each time-ordered pulse and the subsequent

evolution on the respective excited state. In the case of resonant CARS, the states denoted

by i and i′ (or ii) are real electronic eigenstates of the system where wavepacket evolution

may occur and spontaneously emit in absence of a stimulating electric field.

The above description takes into account the possibility of evolving on all states. In non-

resonant tr-CARS where states i and i′ are imaginary states, no evolution can occur, hence

further simplifications can be made. The action of the pump pulse at τ1 occurs at t = 0,

Due to the fact that state i is a virtual state, τ2 must also be set to t = 0. The lack of

resonance dictates that the optimum transition conditions are achieved when the pump and

Stokes pulse overlap in time. The action of the probe pulse, in the non-resonant case, will

only spectrally shift the relative phase of the evolving vibrations and give rise to the AS

photon. By energy conservation the spectral distribution of |ψ(2)(x, t)〉 is described by the
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Figure 2.4: The pulses(pump in red and Stokes in blue), convolved in
the spectral domain. Tuned by the difference between the pump and
Stokes pulses, the convolution selectively excites vibrational eigenstates
Ev = ωp − ωS that fall within its spectral domain

spectral convolution of the Epu and EStokes pulses depicted in Figure 1.4;

E(ω) =

∫ ∞
−∞

Ep(ω
′)E∗s (ω − ω′)dω′ (2.11)

The vibrational wavepacket, prepared at t = 0 is the superposition;

ψ(2)(x, t) =
∑
i=1

ψv(x)aie
−ıEit (2.12)
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where ψ(x) is the spatial wavefunction with amplitude ai = E(ω)δ[ω−Ei/h̄] dictated by the

two pulse convolution described in Eq. (2.11), Ei is the energy of the vibrational eigenstate

i. The evolving vibrational coherence |ψ(2)〉〈ψ(0)| is then interrogated by the time-delayed

probe pulse. The time integration, Eq. (2.9), by a photodetector washes out the carrier

frequency, and the signal is reduced to the sum of relative phases between the prepared

vibrational eigenstates. For a two eigenstate superposition;

|ψ(2)(t)|2 = |
2∑
i=1

aie
−iEi

h̄
t|2 = (a1e

i
E1
h̄
t + a2e

i
E2
h̄
t)(a1e

−iE1
h̄
t + a2e

−iE2
h̄
t) (2.13)

Using E = h̄ω, the measured signal is reduced to;

a2
1e
−i(ω1−ω1)t + a1a2e

−i(ω1−ω2)t + a2a1e
−i(ω2−ω1)t + a2

2e
−i(ω2−ω2)t =

= a2
1 + a2

2 + a1a2e
−i(ω1−ω2)t + a2a1e

i(ω1−ω2)t =

= a2
1 + a2

2 + a1a2(cos[(ω1 − ω2)t]− isin[(ω1 − ω2)t])

+a2a1(cos[(ω2 − ω1)t] + isin[(ω2 − ω1)t]) =

= a2
1 + a2

2 + 2(a1a2)cos[(ω1 − ω2)t]

The signal is the beat frequency between the two vibrational bands above a constant back-

ground. In general, the coherence measurement, which probes the off-diagonal density ma-

trix elements, describes the difference frequency between all excited vibrational bands. The

measured quantity at any time delay is the sum over all transition frequencies squared. The

finite linewidth of transitions implies a phase distribution in the evolving coherence. At early

delay times, the phases can be described by a normal distribution function with a variance

that is proportional to the delay time of the probe. At sufficiently large delay times the

phase distribution becomes uniform and the expectation value of the phases goes to zero.
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This behavior is an inherent property of the ensemble known as pure dephasing, denoted by

T ∗2 [157]. The ensemble eigenstate bands are described by a homogeneous distribution, the

inverse width of which is the lifetime of the eigenstate T1. In the above example, the eigen-

states are spectral delta-functions, subject to no decay T1 → ∞. Typically, in a tr-CARS

measurement on an ensemble, pure dephasing will scramble the measured phase long before

the vibrational vibrational eigenstates decay. The overall decoherence time of the signal, T2,

is a combination of these two factors;

1

T2

=
1

2T1

+
1

T ∗2
(2.14)

2.8 tr-CARS on a Single Molecule

The tr-CARS signal is proportional to n2, where n is the number of molecules in the excitation

volume. [158] To execute a tr-CARS measurement on a single molecule, the one photon re-

sponse must be enhanced. Surface enhanced Raman scattering (SERS) has enabled detection

of trace quantities of molecules that are highly diluted in their local environments. [159–162]

SERS has been extended and studied in various configurations: thin films [163, 164], col-

loidal particles [165, 166], and nanowires [167]. The enhancement of the detected vibrational

fingerprint is made possible by simultaneously excited plasmon modes of a nearby metallic

structure. In the presence of an electric field, a metal nanosphere’s surface electron density

will oscillate at the frequency of the incident electric field [168, 169]. However, when there are

two spheres in very close proximity, given the optimum incident field polarization, a dipole

is created at the nanometer junction of the two spheres that is much greater in amplitude

and oscillates with the incident electric field. The focused excitation junction is roughly

a few molecules in size, allowing for a greater probability of catching a single molecule in

action. [170, 171] In addition to the concentrated excitation, the emitted anti-Stokes photon
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from the molecule located in the junction, drives the collective electrons of the spheres. The

anti-Stokes radiation is thus amplified proportional to the oscillator strength of the plasmon.

If the incident electric field satisfies the surface plasmon resonance condition of a particular

material and structure(in this case, a pair of spheres), then the amplitude of the field is

also significantly increased at the junction(between the spheres).[172, 173] Raman intensity

scales as |E0|2, in SERS, this relationship is |E0|4 as both the driving field, and the molecular

response is enhanced. Following the enhancement of two fields in SERS, we expect the CARS

photon, a phenomenon involving four fields, to have |E0|8 enhancement[174]. In Chapter 4,

the results of the first instance time resolved surface enhanced coherent anti-Stokes Raman

scattering measurements are reported, and the characteristics explained.
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Chapter 3

Design and Construction of

Experimental Apparatuses

The millenial advent of low noise solid state laser systems provides robust femtosecond

pulses[175], which allow for clocking molecular coherence dynamics on their natural timescale.

Commercially available fiber and free space laser systems, including but not limited to tita-

nium sapphire[176] and erbium fiber[177] oscillators are but a few sources that are capable of

covering different regions in the near-infrared spectral regions with broadband femtosecond

pulses at repetition rates in the MHz region. However, in order to design a system that

is universally capable of initiating and probing a photophysical change across a library of

molecular systems, each with their unique absorption and emission fingerprints, the range

provided by the above NIR systems fails to meet the requirements alone.

Spontaneous Parametric Down Conversion(SPDC)[178], a nonlinear process in which a pho-

ton can be split into two lower energy photons, allows for the tunable extension to the

incident source light. Coupling this phenomenon with commercially available femtosecond

oscillators allows for robust tunability by using an Optical Parametric Oscillator(OPO)[179].
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Alternatively, if the initial 800nm output of the titanium sapphire, or the 1064nm output

of the Erbium fiber oscillators can be amplified via Chirped Pulse Amplification[180], thus

providing a peak pulse power 109 times higher than the initial input, Optical Parametric

Amplification(OPA)[181] can be used.

While the peak power provided by the OPO is lower, its repetition rate is on the order of

MHz, more suitable for microscopy applications where the number of reporters in the focal

volume is limited. Higher repetition rates in this case allow for more signal photons per

second for the detection to collect. OPAs allows for higher peak power but at a significantly

lower repetition rate of kHz. OPA is more suited for experiments concerning ensemble

measurements where the focal region is generally much larger, thus encompassing a larger

concentration of reporters for easier collection. The higher peak power allows the output of

an OPA to be frequency doubled to extend the accessible tunability into shorter or longer

wavelengths.

The following covers the fundamental principles behind non-collinear optical parametric am-

plification and the design of three individually tunable, synchronously pumped, optical para-

metric amplifiers, which allow for background free Four Wave Mixing (FWM) measurements

on virtually any molecular system. It is apparent that to reach the single molecule limit in

nonlinear spectroscopy, the higher repetition rate OPO is much more adept due to the flux of

signal photons generated. Though the system was not used in any single molecule measure-

ments, the concepts and designs governing wavelength conversion and pulse characterization

techniques discussed here are applied in later experiments involving single molecules mea-

sured with 80 MHz and 250 kHz laser systems, also employing optical parametric generation.
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3.1 Noncolinear Optical Parametric Amplifiers (NOPA)

An optical parametric amplifier consists of two parts; a weak broadband spectrum used as

the seed, which provides the source bandwidth of the optical parametric amplifier, and a high

power pump, usually, the second harmonic (SHG) of the commercial chirped pulse amplifier

driving the OPA.

3.1.1 White Light Generation

At the expense of a small portion of the available laser power, white light continuum[182], the

seed for the OPA, can be generated by focusing the output of a chirped pulse amplifier into

virtually any medium but typically chosen from either sapphire, calcium fluoride, yttrium

aluminum garnet(YAG) or water. The advantages of each are well documented and beyond

the scope of this thesis. At an irradiance threshold unique but relatively similar for each of

these media, the pump light undergoes Kerr lensing[183] and self focuses via the nonlinear

refractive index change

n = n0 + n2I (3.1)

that is known as the optical Kerr effect, where n is the refractive index of the medium and

I is the intensity of the pump beam. For a Gaussian beam in space, this effectively means

that the refractive index will be higher in the center of the beam causing the light to travel

slower, than the outside, while also generating self focusing. The result to an observer, as

opposed to an otherwise normal beam waist, the region of the waist appears to be a single

filament, or an elongated beam waist. The generation of new frequencies is the result of the
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changing phase due to the nonlinear index of refraction via the Kerr effect;

ωWLC =
∂φ(t)

∂t
= ωpump − n2

ωpump
c

z
∂I(t)

∂t
(3.2)

An increased intensity(in the center of the beam) leads to a red shift in the frequency while

a lower intensity(in the wings) leads to a blue shift[184]. The newly generated frequencies

interfere with those already present in the incident pulse. Constructive interference leads

to generation of a broad continuum[185] up to an octave on the blue and red wings of the

incident laser pulse that serves as the seed for the Optical Parametric Amplifier.

3.1.2 Second Harmonic Generation

The pump for the OPA in our case is the frequency doubled output of the 775nm chirped

pulse amplifier. To double the frequency of the laser light, two 775nm photons are combined

in a nonlinear BBO crystal to create one 387nm photon that propagates collinearly with the

undoubled portion of the incident light source. The conversion efficiency cannot be greater

than 50 % and is typically on the order of 30 % for broadband pulses. Adjustments can

be made to spectrally disperse the incident pump light before focusing into the nonlinear

medium so as to better phase match the incident pump photons with the newly generated

SHG photons for a higher conversion efficiency.

3.1.3 NOPA

The pump and seed arms have been described, and the optical parametric amplification

can occur in another nonlinear medium when the two are combined in space and time. A

simplified NOPA schematic is depicted in Figure 3.1. The SHG pulse is focused into a

nonlinear medium to generate spontaneous parametric down conversion(SPDC). The down
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Figure 3.1: A general schematic for a Non-collinear Optical Parametric
Amplifier. Light is split 90/10 (not shown), with 10 % used for generation
of WLC. The 90% is used to for generation of SHG which drives the SPDC
in a nonlinear BBO crystal. Spectral tuning of the OPA is accomplished
via spatiotemporal overlap between the WLC and the signal photons that
arise from parametric down conversion. The output is passed through a
folded prism compressor to manipulate the chirp profile of the pulse.

conversion splits the SHG light into two photons whose combined energies reconstruct the

energy of the original SHG photon;

ωpump = ωsignal + ωidler (3.3)

The two new photons, dubbed the signal (for the higher energy photon) and idler(for the

lower energy photon) are generated in the process. The mechanics for such a process are

highlighted in Figure 3.3 In a collinear regime, the idler photons travel through the medium

faster than the signal photons as the lower frequencies see a lower index of refraction and

are diffracted less than the higher frequency signal photons (as per Snell’s law, depicted in
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bottom left of figure)[186]. Each pair of photons generated are entangled, and there cannot

be more idler than signal photons and visa versa. In this regime, group velocity mismatch

conditions dictate that the newly generated signal photons add to the leading edge of the

signal pulse and and the new idler photons add to the trailing edge of the idler pulse (in time).

The consequence is that the newly generated tunable bandwidth cannot support a pulsewidth

shorter than the one used to generate it. In addition, the amplification is hampered by the

group velocity mismatch between the pump and the signal and idler photons due to the

minimal interaction length in the nonlinear crystal. The mismatch between the signal and

idler photons serves to limit the bandwidth that can be amplified.

Figure 3.2: Spontaneous Parametric Down Conversion (SPDC) is the
essence behind optical parametric amplification. An incident photon is
split into two photons conserving momentum and energy. Pictured here,
a 400 nm beam is split into the signal, and idler photons. The solution
to the momentum conservation is a cone about the propagation direction
of the incident light source. The result is a plethora of all possible two
photon combinations that make up the incident source light emerging in
in a bright superfluorescent ring

Non-collinear generation[187] of the signal and idler pulses allows to maximize the group
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velocity mismatch between the pump and generated photons as well as the mismatch between

the generate photons themselves while still obeying the momentum conservation principle;

kpump = ksignal + kidler (3.4)

Assuming the WLC and the pump beam are overlapped in space and time in a nonlinear

crystal with the WLC being collinear to the signal photons, a comparison between the

collinear and non-collinear idler and signal regimes, is shown in Figure 3.3.

Figure 3.3: A comparison of collinear and non collinear optical parametric
amplification. In the case where the seed and pump are mixed collinearly,
the amplified bandwidth depends greatly on the crystal angle. The idler
and the signal photons propagate collinearly, the the bluer signal trailing
the idler pulse, resulting in less temporal overlap of the entangle photon
pair. In the non-collinear case, there exists an ideal angle between the
pump and the seed light where the signal and idler remain optimally over-
lapped in time allowing amplification of a significantly broader bandwidth
for a given crystal angle.

On the bottom left, the collinear regime depicts the scenario described earlier, where the
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signal photons are added on the leading edge of the signal pulse and visa versa due to group

velocity mismatch. This leads to a narrow bandwidth for amplification at any given crystal

angle relative to the incident pump light(top left). If the signal(WLC) and the idler are

mixed noncollinearly (bottom, middle), the group velocity mismatch is maximized[188, 189]

(bottom right) and virtually the entirety of the visible light spectrum can be amplified for the

given crystal angle Ω (top right). The generated signal and idler beams emerge in a cone from

the nonlinear medium used to generate SPDC and is depicted in Figure 3.2 The conditions

for optimum phase matching is derived starting from the phase matching condition projected

parallel;

∆k‖ = kpumpCos[α− ksignal − kidler]Cos[Ω] (3.5)

and perpendicular;

∆k⊥ = kpumpSin[α− kidler]Sin[Ω] (3.6)

to the signal wavevector. To maximize the phase matching, both the parallel and the per-

pendicular terms must equal 0, so that;

vg,s = vg,iCos[Ω] (3.7)

To derive the angle α, the angle between the pump and the signal photons, or rather the pump

and the WLC which is collinear with the signal photons for optical parametric amplification

to occur;

α = ArcSin[
1− v2

g,s

v2
g,i

1 + 2vg,snsλi
vg,iniλs

+
n2
sλ

2
i

n2
i λ

2
s

] (3.8)

Optimization[190] of α allows for easy generation of bandwidths that support sub 20 fs pulse
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lengths[188, 191]. Although the bandwidth is sufficient to support a short pulse upon exiting

the mixing stage, the pulse is chirped due to all the optics that add positive group velocity

dispersion to the pulse and can be compensated by implementing pulse compression.

3.1.4 Pulse Compression

There are various ways to compress a pulse that has/will accrued/accrue positive GVD in

the path of propagation[192]. The simplest of these options is a folded prism compressor as

depicted in Figure 3.4

Figure 3.4: A discrete way to manipulate the linear chirp profile of an
ultrafast laser pulse. By sending light through a prism, the beam is sep-
arated by color, with the bluer tail bending the most. A second prism
is placed in the path and ”collimates” the angular dispersion initiated by
the first prism. For a pulse with positive linear chirp, the redder colors
traverse more distance in the prism and travel slower than they would
otherwise in air, allowing the bluer colors a chance to catch up in time.
The beams are retroreflected back through both prisms and exit the com-
pressor free of angular dispersion, with a modified chirp profile if both
prisms are at the minimum deviation angle w.r.t. th incoming beam.

The beam enters the first prism, cut at Brewster’s angle, at the angle of minimum deviation,
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and the beam begins to spectrally disperse. Another prism is placed at a specified point in

the path of the dispersed light, perpendicular to its trajectory, also at the angle of minimum

deviation. The farther the distance between the prisms, the more time the redder wing of

the pulse spends traveling through the second prism relative to the blue wing of the pulse,

giving the blue wing of the pulse time to catch up to the red wing of the pulse in time.

The beam is then retroreflected back to the 2nd prism, and angled slightly downward to

be picked off below the beam incoming to the first prism. If both prisms are aligned at

the angle of minimum deviation and are level with respect to the beam, the output has no

angular dispersion. The net effect of such an apparatus is an overall negative GVD on the

pulse. Appropriate choice of distance between the prisms can compensate for any amount

of positive GVD accrued before/after the pulse compressor. The second prism can sit on a

linear delay stage to fine tune the negative GVD added to the pulse.

3.1.5 Pulse Characterization

To ensure that the pulse is at its transform limit, characterization of the pulse in time will

take place to verify that there exists no chirp on the pulse before any experiment is performed.

If there exists positive or negative chirp in the pulse it will manifest as the red or blue end on

the leading edge of the time correlation. Second Harmonic Generation Frequency Resolved

Optical Gating (SHG-FROG)[193] allows for a trivial way to intensity autocorrelate any

ultrafast pulse. However SHG is a χ(2) effect, as it takes two photons and gives the Sum

Frequency photon intensity as a function of delay of one pulse relative to another (or the

Second harmonic if the two photons are degenerate). Figure 3.5 depicts a general schematic

for measuring the intensity autocorrelation using Second Harmonic Generation.

The pulse is split via a beamsplitter, with one arm passing through a variable delay stage

controlled by a computer. The beams are made parallel and focused into a thin nonlinear
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Figure 3.5: Typical schematic for Second Harmonic Generation Frequency
Resolved Optical Gating. This technique allows measuring the spectral
distribution of a pulse in time. However the technique cannot distinguish
between negative and positive chirp of the incoming pulse.

crystal (the thinner the better, for less GVD). The crystal is tuned such that the second

harmonic of both arms can be generated. If the pulses are overlapped in the crystal in space

and in time, a ”sum-frequency” signal will emerge in between the two beams after passing

through the crystal. The intensity of the newly generated beam depends on the delay of

one arm relative to the other. The delay can be scanned and correlated with a spectral

40



intensity, collected by a spectrometer to extract the pulsewidth of the beam. For a beam to

be considered transform limited, or as compressed as it can be via the undertainty principle,

the condition of the time bandwidth product

∆ω∆t ≥ 0.441 (3.9)

must be met[194]. Here the ∆ω is in Hz and ∆t is in seconds. However one of the caveats

with using such a simple autocorrelation method is that it cannot differentiate between

positive or negative chirp. If the incident pulse is positively chirped, but the user does not

know this and runs an SHG-FROG trace, the user will not know whether to put more of the

second prism into the beam or to take it out. The trivial approach would be to try to put

in more prism (for instance) and see if the pulse width decreases. If that is true, then the

user can continue to put more prism into the beam until the pulse begins elongating again

after reaching a minimum. Though there is some guesswork involved, the method will serve

to characterize and correct for negative/positive chirp. Among the many other available

methods of pulse characterization (MIIPS[195], SPIDER[196], etc...) there exists another

simple solution which also does not require a nonlinear crystal (though it does help). This

method, dubbed time-resolved Self-Diffraction(tr-SD), allows for full chirp characterization

of the pulse and can be executed in any mixing medium (other than air). While the majority

of the setup remains the same as the above mentioned SHG-FROG, the collection point, as

well as the mixing medium are different. The main difference is highlighted in Figure 3.6.

As opposed to using a nonlinear crystal to mix the beams, allowing for a SHG signal to

emerge between the mixing beams, this method relies on using a photon from both arms

to generate a transient grating in a mixing material[197]. This grating only exists for the

duration of the pulse overlap of the two photons. This transient grating has ruling Λ which

is defined as grooves/mm, for two beams incident onto the glass at a half angle α. A third

photon, from either of the beams k1 or k2, will scatter off this transient grating at angle β

41



Figure 3.6: Self Diffraction pulse characterization. By overlapping two
beams on any optically transparent material in time and space, a popula-
tion grating is created. This holographic grating scatters a third photon
from either of the two incident pulses producing a diffracted beam that
can be used to characterize the pulse and chirp temporal and spectral
profiles.

on the other side of the glass. This relationship is dictated by;

Λ(Sin[α]− Sin[β]) = mλ (3.10)

where m is the diffraction order, and lambda is the wavelength of the incident light (assuming

the two beams are degenerate in color). For a diffraction order of m = 1, the diffracted beam

k3 and k4 obey momentum conservation and result from the third photon coming from k2

and k1 respectively. Higher order diffraction can occur in which case there is a (m+2)th

photon coming from the respective incident field. Generally this can occur if the interaction

medium is long enough or if there is excess peak power in the pulse. Note that this effect is

more pronounced and the generated diffraction is more intense as the pulse gets closer to its

transform limit. So in effect, one way of judging the pulsewidth is to scan the second prism of

the beam being characterized and monitor for a peak in the brightness of the diffracted beams

(inset in Figure 3.6). Note that this is a four wave mixing measurement, but unlike a FWM

measurement on a molecule, glass does not have any real resonances in the visible light region

and so the diffraction will only occur if the incident pulses k1 and k2 overlap in time (and
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space). Another note is that the mixing medium can be anything without any real resonances

or photon echoes to add features to the characterization. This is because unlike SHG-FROG

which is measures χ(2) effect and requires anisotropy of the mixing medium, Self Diffraction

is a χ(3) measurement which can be performed on any isotropic medium. The other key

difference is that when characterizing with SHG-FROG, characterization takes place in one

medium while the measurement takes place in another (usually a cuvette if the system being

measured is liquid). Characterizing in one substance to measure in another is not advised

when using short (sub 50 fs) pulses as the two add different GVD to the pulses; while the

pulses appear transform limited in SHG-FROG, they can develop strange temporal profiles

in the sample. tr-SD allows to characterize the pulses being used in the same sampleholder

as the system of interest will be in. One can even obtain an instrument response function by

measuring tr-SD in a cuvette filled with solvent, in absence of the system of interest. This

guarantees truly background free pulse characterization. One major downside of tr-SD over

SHG-FROG is that it requires significantly more intensity as the process is a higher degree

of nonlinearity than its counterparts, and it may be difficult to find the diffracting orders

upon overlap in time and space if the compression of the beams is very far from optimum.

To this deficit, we propose that a rough compression be performed by firstly putting the

beam through a nonlinear crystal to generate its second harmonic frequency, and the 2nd

prism be optimized on the intensity of the generated second harmonic light before executing

tr-SD. This will put the compression close to transform limit and ensure that the diffracted

orders can be observed in tr-SD. To methodically ensure a transform limited pulse, if one of

the diffracted order is examined with a spectrometer as a function of delay, time, if the delay

is in the negative time regime (where the pulse from the variable delay pulse is incident on

the mixing medium before the fixed delay pulse) and the diffracted order scans from blue

wing to the red wing of the spectrum as a function of delay into positive time, then the

pulse has excess negative GVD. The second prism should be placed further into the beam

path. If the opposite is true, and the red wing emerges first at negative time, then less prism
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is prescribed. If the edge of the prism is reached in either direction without finding the

shortest pulse, or the point where the red and blue wings come coincidently when scanned

from negative to positive time, then the distance between the prisms must be adjusted. See

the Appendix for the calculation that determines the correct distance between the prisms

for a given input pulsewidth and wavelength.

3.2 Three Individually Tunable Synchronously Pumped

Optical Parametric Amplifiers at 1 kHz

In order to be universally equipped to perform four wave mixing measurements on on any

molecular system, three of such NOPAs described previously are required. Two can be tuned

degeneratively to to create a population grating on a resonant state while a third can be time

delayed relative to the first two to monitor the evolution of the population. Likewise, the

two preparatory pulses can be nondegenerate to prepare a coherence on an electronic state,

while a third one scans this coherence. Two nondegenerate pulses can be used to prepare

a coherent superposition on the ground electronic state of a system, far below an electronic

resonance and the evolution be monitored with a third unique color. Below follows a rough

description of the design of three individually tunable synchronously pumped NOPAs for

use in any Four Wave Mixing measurements as depicted in Figure 3.7.

The above design is unique from all commercially available wavelength conversion options

in a few features that will be outlined. The system is pumped by a commercially available

chirped pulse amplifier (Clark MXR CPA-2001) that provides the system with 850 µJ pulses

centered at λ = 775nm with a pulse width of 150 fs and a repetition rate of 1 kHz. The

amplifier is seeded by a 30MHz erbium doped fiber oscillator that outputs 30mW of 1550

nm light, frequency doubled to 3 mW of 775nm via a temperature tuned periodically poled
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Figure 3.7: A schematic for three synchronously pumped independently
tunable optical parametric amplifiers. All three amplifiers are seeded and
pumped by a common WLC and SHG source. Each OPA has its own prism
compressor, telescope with a spatial filter, and an electronically controlled
time delay stage. The three OPAs are overlapped in time and space in a
sample and generate a fourth spectrally unique color which contains the
sample response. The generated beam is sent to be spectrally filtered and
collected in a monochromator/CCD combination.

lithium niobate(PPLN) crystal. The femtosecond seed is then stretched to picoseconds via

a grating stretcher, and sent to the chirped pulse amplifier that is pumped by a 1 kHz

nanosecond intracavity frequency doubled Nd:YAG at 532nm. The seed is passed through

a faraday rotator on its way into the amplifier cavity to ensure no back reflections are sent

into the oscillator that may destabilize the modelock, and enters the cavity via a polarizing

beamsplitter cube(PBSC). The seed then passes through a Pockels Cell which rotates the

polarization to keep the seed in the amplifier cavity so that it passes through the PBSC

that reflected it into the cavity and onto the population inverted Ti:Sapphire crystal where

it is amplified. The 532nm pump beam has a duration of nanoseconds, which allows replen-

ishment of the population inversion in the Ti:Sapphire gain medium while the seed pulse

propagates through one round trip in the cavity. The seed pulse is amplified via 3-4 round
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trips through the cavity, at which point the Pockels cell again switches the polarization of

the amplified seed so that it may exit the cavity through the PBSC that reflected it into the

cavity. The amplified beam once again passes through the Faraday rotator in the opposite

direction from whence it came to pass through a PBSC that otherwise reflects the incoming

unamplified seed. The amplified pulse travels through a telescope to enlarge the beam size

so that it may not burn the grating as it becomes compressed. The large amplified pulse is

compressed to 150 fs via a prism compressor and sent out of the amplifier to pump the op-

tical parametric amplifiers for wavelength conversion. The fundamental output of the Clark

is then split 90/10 with 10 % heading towards the WLC generation stage (included in the

Figure). The 10 % light is passed through a half wave plate (HWP) and further cleaned by

a PBSC for intensity attenuation, irised to control the beam diameter, and focused with a

plano convex (PCX) lens over 150 mm into a 1 cm long cuvette filled with deionized water

at room temperature. Optimization of the WLC is done by firstly positioning the lens such

that the focus is after the water cuvette. The lens is slowly moved away from the cuvette

until continuum is generated with a faint blue circle surrounding the continuum. If a red

circle appears surrounding the blue, then the focus is in too deep and the lens should be

moved forward towards the cuvette until only a blue circle is present. If the liquid appears to

be bubbling, the intensity is too strong and must be attenuated via the HWP. If continuum

cannot be generated then adjust the iris to allow a larger diameter beam through to the

cuvette. After optimizing the WLC, the output is collimated with a PCX lens with a focal

length of 100 mm. This WLC is the seed continuum for all three OPAs. Note that when

the same continuum is used to generate all three OPAs, the quality of the spatiotemporal

overlap when later used in FWM measurements is optimized. The WLC is split into 3 equal

intensity arms via 2 broadband dichroic beamsplitters (for best results, use partially coated

silver optical flats with a density of silver that reflects 70/30 and then 50/50, though note

that if not coated with a protective layer, it will tarnish quickly and need to be replaced

often). The three WLC arms are sent through three variable delay stages for optimizing
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the temporal overlap with the pump beam in the nonlinear mixing crystal. After the delay

stage, the beams are focused with a 500 mm lens into a 5x5x2 mm BBO Type II cut at θ

= 32 degrees, φ = 0 degrees. BBO crystals are hygroscopic and will absorb the moisture

out of the air. To prevent this, they come with two options; either a protective coating

or with a heated mount. Protective coatings have a lower damage threshold than the bare

BBO and so are subject to damage when irradiated with excess pump intensity. Heated

crystals are sometimes bulky but are well worth it considering the effectively higher damage

threshold. The WLC is ready for mixing. The 90 % is passed through a PCX lens with

a focal length of 2 m. Approximately 1 m away from this lens is positioned a 10x10x0.5

mm BBO type I crystal cut at θ = 29.2 degrees and φ = 0 degrees. Heated BBO crystals

can arguably produce a better rate of conversion however the irradiance of the fundamental

775nm is not sufficient to induce damage at this juncture so a protective coating may be

used. The full output of the SHG light at 387nm is 240 µJ per pulse giving an effective

conversion efficiency of 31.3 %. The SHG light is then split three ways via 2x beamsplitters

and sent to join the WLC in the previously mentioned mixing BBO crystals, mixing just

before the SHG light reaches the its beam waist ( 50 mm to waist after mixing crystal).

The optimum mixing angle depends on the desired OPA color but is generally fixed at α =

3.7 degrees. Because the output of the Clark is P polarized, the mixing between the WLC

and SHG has to happen vertically. Ideally, the WLC is propagating level to the table, and

the SHG comes is reflected from beneath the WLC propagation plane. After spatial overlap

between the WLC and SHG has been established while keeping the WLC propagating level

with the table, the superfluorescence cone, generated by SPDC is adjusted by changing the

angle of the BBO crystal such that the ring overlaps with the propagating WLC. If no rings

are present, attempt to rotate the BBO while it is perpendicular to the SHG light until the

rings appear. At 50 µJ of SHG power per NOPA, the rings should be clearly visible when

the BBO crystal rotation has been optimized. When the spatiotemporal overlap of the WLC

and SHG is established in the BBO, and the superfluorescence rings are overlapped with the
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WLC, attempt to scan the WLC delay to find the temporal overlap. When the two arms are

spatiotemporally overlapped the bright rings should collapse (not fully but by a significant

amount) as the SPDC normally responsible for lighting up the rings is diverted to amplify

the WLC. If no such phenomenon occurs, check the pathlengths of the SHG and WLC arms

to ensure that they are within the travel distance of the WLC stage (starting from the 90/10

BS). Once the initial overlap is found, tunability can be adjusted via changing the delay of

the WLC and the BBO crystal angle. The WLC has a pulse duration of 1ps and is heav-

ily positively chirped. In the noncollinear mixing regime, the bandwidth of the generated

OPA is strictly dictated by the spatiotemporal overlap of the WLC and SHG. The WLC

can be precompressed to amplify a larger portion of the WLC, but only as long as spatial

overlap is maintained and the superfluorescent rings are superimposed for all colors (α =

3.7 degrees). If alpha is varied, the rings split by color, and only the color that propagates

with the WLC can be amplified. The tunability of the pulses used in experiments with this

design is illustrated in Figure 3.8, spanning the majority of the visible light spectrum.

Figure 3.8: The spectral profiles of amplified pulses used in experiments.
Typical bandwidth is 18-22 nm centered around 532 nm. The majority
of the visible light region is easily reachable by all three NOPAs.

The typical output of each of the three OPAs is 1 µJ with a bandwidth capable of supporting

30 fs pulses. Assuming the input pulse of the SHG was stretched to 200 fs and the OPA
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was pumped with 50 µJ, the Conversion efficiency calculated from the peak power ratios,

compensated for the difference in energy is 10.2 %. The peak power was calculated by taking

the ratio of pulse power (1 µJ) and dividing it by the duty cycle of the pulse at the transform

limit (30 fs) and dividing that result by the peak power to duty cycle ratio of the SHG Pump

(50 µJ for 200 fs). Frequency compensation was added by taking the ratio of frequencies of the

OPA light (20000 cm−1) and the SHG light (25839 cm−1). The highest reported conversion

efficiency is 13%. The output from the mixing crystal is lightly collimated with a 50 mm

FL PCX lens. Following the pulse compression with the appropriate distance separation

between the prisms as described by the previous subsection under Pulse Compression, the

OPAs emerge with a power of 500 nJ. At this point the beam, depending on the bandwidth,

may have a very non symmetric mode with a large divergence. A fundamental tradeoff in

optical parametric amplification is the spatial mode to bandwidth quality. If the bandwidth

is significantly large, the spatial mode will suffer in quality, and visa versa. To correct the

spatial profile and the divergence, the beams are passed through a telescope with a spatial

filter. A lens focuses the beam with an f=100 mm PCX lens into a 50 µm spatial filter.

The beam waist for a 2 mm beam focused over 100 mm is approximately 30 µ. The spatial

filter is moved away from the beam waist towards the focusing lens until the filter begins to

cut the spatial profile of the beam. When the incident power is cut to 50 % (250 nJ) of the

input power, an Airy diagram emerges around the beam, complete with Fresnel rings. At

the center lies a perfect TEM00 Gaussian beam, ideal for Four Wave mixing measurements.

The beams are passed through another set of delay stages and forwarded to collinearly to a

150 mm Lens that focuses the beams for overlap in a piece of glass in a BOXCAR geometry.

Each arm has a beam splitter by the delay stage to split the beam to be sent to an adjacent

delay stage for tr-SD characterization for each independent beam. The beams not being

characterized are blocked and tr-SD can be measured, as described in the previous section.

The spectrally resolved self diffractions measurements for each of the three OPAs are depicted

in Figure 3.9
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Figure 3.9: Time Resolved Spectral profiles of the three optical parametric
amplifiers as characterized by tr-SD. Each NOPA has a clean Gaussian
temporal and spectral profile with a transform limited pulsewidth.

All three pulses are 30 fs and transform limited. After each pulse is characterized, the

three are mixed in glass and the delays and spatial overlap of all three OPAs is optimized to

create the maximum degree over nonlinear mixing as depicted in Figures 3.10 and 3.11

In the case where the OPAs are nearly degenerate (Figure 3.10) the higher degree of non-

linear signals generated is due to the wavevector matching of the degenerate colors being

significantly better than in the non-degenerate case (Figure 3.11). One of the signals corre-

sponding to Four Wave Mixing where all of the beams act only once in the generation of a

signal was measured in time with the time dependent spectrum appearing in Figure 3.12.

The instrument response function, or the three beam correlation function, as measured by

scanning one of the OPAs in time, reveals a transform limited Gaussian shape in time and

spectrum with a pulse width of 35 fs. Effectively, this means that this system is capable of

initiating and clocking molecular processes with a resolution of 35 fs.
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Figure 3.10: The diffraction pattern generated when all three NOPAs are
mixed via BOXCAR geometry in space and time on a thin piece of glass.
Presence of higher order diffractions depict the relative healthiness of the
temporal and spatial profiles of each pulse. The more observed orders the
better the spatial and temporal profiles of pulses.

Figure 3.11: The diffraction pattern generated when all three NOPAs are
mixed via BOXCAR geometry in space and time on a thin piece of glass.
Presence of higher order diffractions depict the relative healthiness of the
temporal and spatial profiles of each pulse. The more observed orders the
better the spatial and temporal profiles of pulses. There are less diffractive
orders than in the previous Figure because of the lower degree of overlap
between the pulses due to different colors having a smaller coherence time
as opposed to two degenerate colors.
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Figure 3.12: A three pulse correlation function used to characterize the
temporal resolution of a four color four wave mixing experiment. The
signal has a near transform limited Gaussian temporal profile, with a 35
fs temporal resolution to clock molecular dynamics.

3.3 Conclusion

The system was built to target any feasible four wave mixing measurement in the visible light

spectrum, with the adaptation to make lower or higher energy pulses than readily accessible

by a cacophony of Sum Frequency or Difference frequency generation to reach the desired

pump or probe wavelength. However when in pursuit of the single molecule signal, a 1 kHz

repetition rate can only yield a maximum of 1000 signal photons as one molecule can only

emit one signal photon per pulse. Thus a higher repetition rate system is prescribed to study

the fate of a coherence at the single molecule limit.
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Chapter 4

The Single Molecule Coherence

We have succeeded in the first demonstration of time resolved coherent anti-Stokes Raman

Scattering on single molecules through measurements carried out on molecules attached to

gold nanosphere pairs which act as plasmonic nano-dumbell antennae. The tr-SECARS

traces provide unique signatures of coherent evolution in discrete ensembles. The signals

are characterized by phase and amplitude noise, which can be cast in terms of amplitude

probability distribution functions (PDF), which allow rigorous distinction between single,

few, and many molecule coherences. The experimental system for carrying out tr-SECARS

and the analysis of the results in terms of PDFs are presented in this chapter. The analysis

makes it clear that we have, for the first time, observed the coherent vibrational motion of

a single molecule. Though the 80 MHz measurements were conducted with two colors, an

extension of the experimental system at 250 kHz is explained, where three colors are used

to assure the background free nature of the experiment.
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4.1 Experimental Setup

Though the 1 kHz system previously described is optimum in every way for execution of

Four Wave Mixing measurements, its repetition rate limits its application in the realm of

time resolved single molecule spectroscopy. The following describes an idealized molecular

system for measuring the single molecule vibrational coherence, measured by an 80 MHz

Optical Parametric Oscillator.

Figure 4.1: Time trajectories are taken from structures confirmed by SEM
and Raman to be SERS-active dumbbell structures (green dots in CARS
imaging data on the right) show time dependent oscillations, whereas the
dark region (silicon nitride membrane), shows no modulation as a function
of time.

4.1.1 80MHz tr-CARS Microscope

The time resolved system is pumped by a commercial femtosecond titanium sapphire laser

(Spectra Physics Mai Tai). The output is frequency doubled to pump a tunable optical

parametric oscillator (Radiantis Inspire OPO) tuned to be offset from the fundamental fre-

quency by 1627cm−1. The OPO output (714 nm) along with the residual fundamental are
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compressed in time with a double pass prism compressor to achieve transform limited pulses.

The OPO output split into two arms, one to be incident in time with the residual 809 nm and

create the vibrational superposition, and another on a digitally controlled delay to probe the

vibrational coherence created by earlier pulses. The three arms are overlapped collinearly and

directed to a commercial microscope (Olympus IX-73) equipped with a Fluoview (FV1000)

imaging system. The beams are focused into the sample by a 60x oil immersion objective

with a numerical aperture of 1.42. The spot size of the beam is diffraction limited to 400

nm at the focus. The back scattered anti-Stokes photons are filtered out of the path by a

dichroic mirror and collected with a monochromator CCD or photomultiplier tube (PMT).

The forward scattered signal is also filtered and collected by a PMT. The Fluoview system

can raster the beam to create an image of the sample in typically a 125 µm by 125 µm image

with variable resolution and integration time per pixel. The luxury of having mirrors capable

of rastering in the X and Y plane of the sample allow us to image an entire 100 µm x 100

µm grid, while the photomultiplier tubes record an intensity to each corresponding X and

Y value. The gold nanoparticles are imaged using electronic CARS response of the surface

plasmon modes[198, 199] shown in Figure 4.1 on the right. The time trace corresponding

a gold nanosphere (dimer) structure show oscillations, while the dark regions of the image,

consisting of the 20 nm silicon nitride membrane, shows a constant level throughout all the

time traces, with a small amplitude noise arising from the PMT pulse height distribution.

Samples are either zoomed into and collected rastered over quickly with the signal detected

by monochromator/CCD, or alternatively, the whole 100x100 micron grid can be imaged

using the PMTs. Measurements are made at iterated time delays of the probe pulse and

displayed in the following section.

55



Figure 4.2: When the pump and Stokes pulse spectral convolution is tuned
to overlap with the vibrational eigenstates (on resonance) modulations
proportional to the difference frequencies of vibrational eigenstates are
observed, whereas if the convolution does not overlap with the eigenstates
(off resonance) no modulation activity is observed

4.1.2 Sample Characterization

The single molecule samples are purchased from Cabot Security Materials. The structure

consists of two gold spheres, roughly 90-100 nm in diameter, immersed in trans-bipyridyl

ethylene. The entire system is enclosed in a 70-80 nm thick Silicon oxide shell. The shell is

used to better ensure structural integrity of the system, and as a heatsink into which peak

power excitation can dissipate. The sample is diluted to the desired concentration, and then

spin coated or drop cast onto a silicon nitride TEM grid (Ted Pella). The silicon nitride

is roughly 20 nm thick to ensure minimum scattering background. The spin coated sample

is then taken to the SEM for coarse characterization of the available candidate structures

for the experiment. Though SEM only offers a rough picture, ideal dumbbell structures can

be identified and later probed. The selected candidates are then taken to a high numerical
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aperture Raman microscope to be characterized for Raman activity of the trans-bipyridyl

ethylene. A few molecules with significantly apparent Raman spectra per grid are then

tagged and taken to the time resolved system.

4.1.3 Testing the Validity of the Data

Three measures were taken to ensure that the signal we collect is in fact tr-CARS. Firstly,

the preparatory bandwidth was tuned to a region with no peaks in the Raman spectrum.

Assuming the signal is CARS, if the bandwidth overlaps with vibrational bands, the time

resolved measurement yields the difference frequency of all prepared bands oscillating in

time. So if no bands are prepared within the convolution, no oscillations should be seen in

the time delay. Such is the case in Figure 4.2. Here we see oscillations resembling 1 ps

periods, analogous to the separation between the mean vibrational frequency in the Raman

spectrum of the dimer. In the non-resonant case, a flat background is seen at all delays. The

constant background arises from the time zero response of the gold nanoparticles. The level

is constant across all delays because while the response of the gold is not long lived, due to the

degenerate spectrum of the pump and probe beams, the pump beam may act twice at time

zero and generate an anti-Stokes photon before the system even evolves. Future experiments

will include three independent colors so as to avoid the problem of signal contamination

making the measurement truly background free.

Another test used to determine the validity of the CARS experiment is comparison of the

negative versus positive time traces. Measurements at negative time probe the coherence

before the coherence is prepared.[200] Given that there is no coherence to interrogate, there

should be no oscillations or amplitude related to the vibrations evolving in time. In Figure

4.3 low noise modulations are shown before time zero, with high amplitude oscillations

resembling a 1 ps period, establishing that the prepared vibrational coherence is indeed
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Figure 4.3: Time traces of individual dumbbell structures that are SERS
active (TEM images and after irradiation in (b),(c),(d)) show little to
no modulation at negative time (before superposition is prepared), and
exhibit modulation activity with a period of 1 ps after the superposition
is prepared (orange and blue trace). SERS inactive structures show no
modulation activity at negative and positive time (green trace)

being probed, atop a constant gold time zero response.

Figure 4.4: (Left) an ensemble Raman spectrum (red) of trans-bipyridyl
ethylene with a two pulse(Pump+Stokes beams) spectral convolution
(blue). (middle) Jablonski representation of tr-CARS, (right) a tr-CARS
trajectory of bulk trans-bipyridyl ethylene (red) with an FFT of the bulk
Raman spectrum (blue) shown on the left.
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4.2 Calculated Signal Fluence

For the time traces shown in the analysis, the modulation depth of the fluctuating time

traces is 10 counts. These counts from the Fluoview instrument are converted back into

the incident current on the PMT which can be trivially converted into the photon flux per

second and give a reasonable estimation of how many photons of signal are incident on the

detector per pulse.

The Analog to Digital converter for the data visualization is 12 bit, giving a dynamic range

of 4096 counts. 3.3 V of signal onto the ADC corresponds to 4096 counts meaning that 10

counts would come from 8mV of signal. These 8mV are converted from current by a 75 Ohm

resistor. Following V=IR, 8mV corresponds to 107 µA of current. This current arrives at

the resistor from a transimpedence amplifier that amplifies the current from a PMT by a

factor of 100, meaning that the current at the anode of the PMT is 1.07µA. The gain of

the PMT at the used 1200V of High Voltage is 1.5 ∗ 107 A/W of photons incident onto the

dynodes of the PMT. Taking into account that the Quantum Efficiency of the PMT is 11%,

The photon flux on the PMT is 0.65 fW. The energy of the anti-Stokes photon collected at

640 nm is 3.1∗10−19J, giving a photon flux of 2.09∗106 photons per second, This quantity,

divided by the repetition rate of the laser means that for the experiment energy of 100µW

per pulse, the flux of signal photons is 1 for every 38 incident pulses.

4.3 tr-CARS in the Single Molecule Limit

For the case of an ensemble, by extracting a vibration’s central frequency and homogeneous

linewidth, as well as the difference in vibrational frequencies prepared under a two-pulse

convolution, the tr-CARS trace can be reconstructed via a Fourier transform. The time

trace consists of oscillations, with frequencies equal to the difference frequencies of the states
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prepared. The signal will contain beats with a modulation depth determined by the am-

plitudes ai (see Eq. (2.12)). of the vibrations from the Raman spectrum. The oscillations

will decay as a function of the inverse linewidth of the vibrational bands. In addition to the

dissipation of the hot vibrational state, the decay of the oscillation depth will be accelerated

by pure dephasing, or the impact of collective oscillations of many molecules simultaneously,

each with its own relative phase. Two C=C stretching modes belonging to the pyridine ring

breathing mode and the ethylinic stretch of BPE [201] centered at 1600 cm−1 are the focus

of the tr-SECARS measurement. The ensemble trans-bipyridyl ethylene Raman spectrum

shows 2 homogeneous vibrations within the two pulse convolution window with a separation

of 33 cm−1 and a width of 5 cm−1. A Fourier transform of the ensemble Raman spectrum

agrees perfectly with the experimental trace, which decays over the course of a few ps (Figure

4.4). Thus all the information contained in the tr-CARS measurement of an ensemble can

be obtained by performing a more trivial Raman measurement.[202] However, the reasoning

above cannot explain the tr-CARS trace in the case of a single molecule.

Figure 4.5: BPE in a SERS active dumbbell(orange), in bulk (blue) and
calculated (green). (right) Close up of the vibrations(orange from SERS
active structure, blue from Bulk BPE) that were subsequently probed with
tr-CARS

The SERS spectrum in Figure 4.5 of the single nanoparticle shows vibrational bands approx-

imately at the same frequencies as the ensemble trans-bipyridyl ethylene spectrum. The gold

60



nanoballs that encase a molecule (or a few) in their junction contain peaks with a Gaussian

lineshape three times larger in width than the ensemble Raman peaks.[203] The inhomoge-

neous lineshape is indicative of spectral diffusion that is too fast to be observed in the time

frame necessary to obtain significant signal to noise in the spectrum. When the spectra are

collected sequentially with a lower integration time, benign traces of the spectral diffusion

and amplitude modulation can be observed in Figure 2.6.

Figure 4.6: Raman spectra of a SERS-active dumbbell structure acquired
sequentially in 10 s periods for 200s, with select spectra at various points in
time (right). Modulations in peak width and intensity and mean frequency
can be observed occurring on the acquisition time scale.

This behavior is the hallmark of a few, or possibly a single molecule. As a consequence,

when performing a tr-CARS measurement, the vibrations prepared and subsequently probed

during one pulse, may diffuse slightly in the preparation and probing of the next pulse. If

the single molecule time trajectory could be extracted from the Raman spectrum, it would

dictate that the single molecule time trace would decay much faster than the ensemble
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due to the 15 cm−1 linewidth of the vibrations, making the tr-CARS method redundant.

Furthermore, distinguishing a single molecule from a few molecules in the frequency domain

(Raman) is not trivial as both exhibit inhomogeneous vibrational bands with indiscernible

characteristics. Only gold nanoballs that showed a Raman spectrum with features that

resembled single or few molecule behavior were used in the tr-CARS measurements.

Figure 4.7: tr-CARS measurement on a SERS active dumbbell (green)
shows distinct quantum beats, and can be simulated with good fidelity
via FFT of four discretely defined vibrational eigenstates (red).

All tr-CARS measurements showed a signal that does not decay within the time prescribed

by the width of the SERS-active gold nanoball structures. One particular trace is depicted in

Figure 4.7 in green. The signal was fit (red trace) with four vibrational lines having a width

of 0.1 cm−1. The slow beat was reproduced by having two vibrations, which appear briefly in

the 1580 cm−1 region in the meandering Raman trajectory in Figure 4.6. The faster feature

was produced by having one of these transient lines (from the meandering slide) beating

against one of the main bands present in the ensemble and the dimer spectrum 1647 cm−1.

The 1 ps beat feature was reproduced by the two main vibrations 33 cm−1 apart. While

the main features of the trace were reproduced, the SERS spectra show that in reality, the

vibrations are much wider than the simulation prescribes.
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Figure 4.8: tr-CARS measurement on a SERS active structure (green)
shows distinct quantum beats at early times, which recede into phase
noise at later delay times. The fit (red), is one stochastic manifestation of
phase noise that arises from a randomized shift δ from Eq. (4.2)

A more typical time trace is depicted in Figure 4.8 (green trace), where the 1 ps oscillation

emerges at early delay times, with some noise, and eventually recedes to a smaller amplitude

modulation around approximately 1
2

the maximum amplitude at the time of preparation.

This signal cannot be fit with the previous static narrow vibrational width model. However,

if a small shift is added to the mean vibrational frequency to account for the spectral diffusion

observed in the SERS Spectra, the noisy features, and the decay of the oscillation to noise can

be reproduced. This shift from the mean vibrational frequency, is selected randomly upon

preparation, from within a normal distribution that matches the shape of the Gaussian

lineshapes observed in the SERS spectra of gold nanoballs.

Here we depict the general model for the simulation used to replicate the experimental time

traces;

S(t) ∝ 1

M

M∑
m=1

| 1

NV

N∑
n=1

V∑
v=1

an,ve
−ıωn,vt|2 (4.1)
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where S is the signal over time which results from summing over N , the number of photons

collected, M , the number of molecules, and V the vibrational eigenstates. For the time

being, the number of photons collected is set to 1 for simplicity. In the case of one molecule

and two vibrations, the above equation yields the trivial example depicted in the CARS

theory section; a summation of a constant with a difference frequency oscillation. In order

to simulate a time trajectory similar to the experimental traces, the spectral diffusion from

the mean vibrational frequencies must be accounted for. A shift, δn,v,m, of the bands is

included, and can be random within a predefined normal distribution described earlier;

S(t) ∝ 1

M

M∑
m=1

| 1

NV

N∑
n=1

V∑
v=1

ave
−ı(ωv,n+δm,v,n)t|2 (4.2)

Upon further simplification;

S(t) ∝ 1

N

N∑
n=1

| 1
V

V∑
v

aie
−ı(ωv+δv,n)t|2

=
1

4N

N∑
n=1

|a1|2 + |a2|2 + 2a1a2cos[(ω21 + δ2 − δ1)t]

=
1

4N

N∑
n=1

|a1|2 + |a2|2 + 2a1a2cos[(ω21 + ∆)t]

∆ is introduced to highlight the covariance of the frequencies of the two states that are being

measured.
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Figure 4.9: Simulation of the 2a1a2cos[(ω21 + ∆)t] (top) and the S(t)
(bottom) from Eq. (4.2) evolving in time. The red line represents the
fastest beat frequency while the blue line represents the slowest. The
yellow region in between indicates all possible values that can be measured
in one stochastic trajectory.

To better illustrate the behavior of the covariance, an example with two excited vibrations

is considered; a case with the smallest difference frequency and a case with the largest dif-

ference frequency within the normal distributions of the vibrational bands is illustrated in

Figure 4.9. The two cases provide an outline for all possible time traces that can be obtained

when performing a tr-CARS measurement on this specific molecule. It is apparent that as

the time between the preparation and probing increases, the possible intensities that can be

obtained as a function of the ”random” shifts of the vibrational frequencies increases. As

the phase angle between the faster and slower oscillations reaches π all intensities in the

oscillation depth are possible but occur within a normal distribution. Moreover, as the time

is increased further, the phase angle will wrap 2π and the distribution, or the likeliness of

measuring any phase becomes equal.

If a one molecule, two vibration system subject to phase shifts is prepared, and measured

once only per delay (one photon gathered), the cosine term will yield the full range of -1 to

1 when τ >> 0 and when incident on a photodetector (squared) will yield one value in the

range of 0 to 1. The average of many measurements at later times where each measurement
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Figure 4.10: tr-CARS trajectories simulated for one (green), two (blue),
and ten (red), molecule system(Eq. (4.2)), each prepared with one differ-
ence frequency and measured with 10 photons per delay. As the number of
molecules prepared is increased, the onset of pure dephasing becomes more
evident. On the left are probability distribution functions (PDF) for each
time trace. The shape and the first two moments of these distributions is
characteristic of the number of molecules prepared.

could be any random value from 0 to 1 will be 1/2. If two molecules with two vibrations

are prepared, having the sum of two cosine terms squared will yield a value of 1/4 when

averaged over many measurements at large delay times. The one, two, and 10 molecule

superposition is depicted in Figure 4.10. As the number of molecules prepared increases, so

does the number of cosine terms in the molecular response function. The expectation value

of many cosine terms with random phases is 0. Upon squaring the sum of many cosines the

measured phase at later times is also expected to be 0. Thus, if many measurements are

averaged, a mean value characteristic of the number of molecules and vibrations prepared

can be obtained. The value is proportional to 1
NV

. For example, a single molecule, prepared

with 2 vibrations, averaged over many measurements will converge to 1
2

at a delay when the

phase angle spans a uniform distribution. Note that the opposite case, where 1 vibration is

prepared on two molecules is not possible, as the coherence of one vibration will not yield

a time dependent oscillation. A single molecule tr-CARS trajectory does not decay by pure

dephasing, but instead recedes into phase noise, which carries a characteristic mean.
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Figure 4.11: Probability distribution functions (PDF) generated using
Eq. (4.2) for different numbers of molecules (N), vibrational eigenstates
(V) and variance of spectral fluctuations (δ) On the right (red) is the
PDF for the tr-CARS trace shown in Figure 4.8. The experimental PDF,
along with mean and variance, uniquely match their simulated counter-
parts containing the parameters N=1, V=2, and δ = 1.50 cm−1. The
experimental cumulative distribution function (CDF; red dots in the top
right) and the theoretical CDF made from the PDF with blue bars are
also indicated. The Kolmogorov-Smirnov(KS) test indicates a maximum
distance of d = 1.57 between the theoretical and experimental CDFs. This
d value translates into a 99% likelihood that the experimental data rep-
resents the evolution of a statistical two-state superposition on a single
molecule.

The phase noise will manifest itself differently each time the simulation is computed or an

experiment is performed. Therefore the fitting of the simulated phase noise to an experimen-

tal single molecule signal results in purely qualitative information. Amplitude histograms

of the time traces can be made; and quantitative correlations extracted from the mean and

variance of the histogram. These moments are characteristic to the number of photons col-

lected, as well as the number of vibrational bands and the number of molecules prepared. If

the number of photons collected from the system is large, then the variance of the histograms

will be small. The mean can discern, most accurately between the single and many molecule

case. The mean will approach 0 for the many molecule case, and converge to 1
2

for the single

molecule case(on a normalized scale of 0 to1). In general, for any number of N and V ,
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the signal will converge to ∝ 1
NV

. Coupled with a high number of collected photons, this

relationship will be more precise. As V is increased, it becomes hard to discern the ”many”

molecule case from the ”many” vibrational eigenstate case. As a result, the histogram anal-

ysis can accurately discern a single molecule signal for an ideal two vibrational eigenstates

contributing to the coherent phase correlation.

Figure 4.12: Two tr-CARS traces from other SERS active nanostructures.
The top trace depicts distinct quantum beats at early times and recedes
into phase noise albeit a small artifact at early time believed to be part
of the three pulse correlation centered around t = 0 fs. The bottom trace
shows signs of convergence to 0 as the probe delay is increased, indicating
the preparation of more than one molecule.

Simulation histograms for V = 2, 3 and N = 1, 2, 3 have been made in Figure 4.11, having

covariance values of .75 cm−1, 1.5 cm−1, and 3 cm−1, alongside histograms of experimental

68



traces. The simulations from which the histograms have been generated, have been oversam-

pled for a step size of 1 fs whereas the experimental traces were collected with 100 fs time

steps. It is apparent that the experimental distribution matches closely to the histogram that

was generated from one molecule with two vibrations and covariance of 1.50 cm−1. Depicted

in Figure 4.12 are two more time traces of the many that were collected. The first depicts

a similar situation to the earlier experimental trace (Figure 4.8), albeit a small amplitude

drop at early time. This feature could be an artifact of the interference between the pump

and probe pulses around time zero. If those data points are omitted, the histogram also

matches that of one molecule, two vibration model, with 1.5 cm−1 covariance. In the second

case, there is an exponential decay and then the signal stays relatively flat, with ps features

that appear to be the indication of two prepared vibrations 33 cm−1 apart. While the ex-

ponential decay is indicative of a large number of molecules within the interaction volume,

the ensemble, as shown earlier, does not survive beyond a few picoseconds. Upon the loss of

the ensemble coherence, the single molecule coherence persists.

The amplitude histograms can be made more accurate by averaging over a set of measure-

ments on different dumbbells. We cannot add together the stochastic time trajectories,

however, we can combine their histograms to improve statistical significance of the measure-

ment set. Three trajectories were picked for each case of a single, few, and many (green,

blue, and red PDFs in Figure 4.13). The sorting was done by the mean values of their

respective PDFs. The PDFs corresponding to the green blue and red traces were combined

to broaden the number of samples composing each respective summed PDF. The generated

histograms can be transformed into cumulative distribution functions (CDF) for a more rig-

orous non-parametric analysis using the Kolmogorov-Smirnov(KS) test. This is done in order

to compare the CDF of the simulation histograms to those that appear to be from single,

few, and many molecules. The KS test uses a two sample comparison to provide correlation

between two CDFs with the same number of elements using the distance between the two

69



Figure 4.13: Probability distribution functions for tr-CARS traces ob-
tained from nine different nanosphere structures. The mean and the vari-
ance of each distribution is also indicated. The PDFs are sorted by color
based on their moments. The averaged PDFs appear in the fourth row,
along with their CDFs in the fifth row. The CDFs are compared distri-
bution functions generated from stochastic trajectories for the indicated
number of molecules, vibrational eigenstates and their spectral covariance
(N,V, and σ respectively). In all three cases, the measured distance d
(Eq. (4.3)), is less than 0.162, indicating a 99% certainty of the assign-
ments.

functions at any given element;

d = Max|Fi(x)− F ′i (x)| (4.3)

where Fi and F ′i represent the experimental and simulated CDFs and i signifies the specific
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element in the CDFs. The KS test gives 99 % confidence probability if d does not exceed a

critical value of 0.162 for a sample consisting of 100 elements. From a comparison of simulated

vs experimental CDFs with their largest d shown in the respective comparison in the Figure

4.13. It can be seen that for the single, few, and many molecule case, the simulation and

the experimental data exhibit statistical certainty with respect to their assignment.

Figure 4.14: Amplitude noise (10, 30, and 50 % respectively) distributions
generated for a various cases of molecules (N) and vibrations (V). With
increasing amplitude noise, little to no change can be observed to the
shape of the distribution, nor its first two moments as indicated in each
row in the top right corner.

The histograms prove as an adequate characterization method for the phase noise on the

vibrations prepared on a few molecules. Another source of noise that was not considered

in the above analysis is amplitude noise. However, with the inclusion of amplitude noise

from 10 % to the 50 % range. the shape of the distributions remains largely unchanged
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(see Figure 4.14). In the time trace picture, when measuring the difference frequency, the

amplitude noise manifests itself at the peaks of the oscillations, thereby spreading the high

intensity counts of the histograms to values above the normalized range. But the counts on

the lower intensity remain unchanged.

When the tr-SECARS is combined with the histogram analysis, the difference between a

single molecule and the many molecule case becomes trivial to discern quantitatively using

the KS test, and traces of single molecule dynamics can be singled out and identified with

statistical certainty.

4.4 Extension of measurements to three colors via a

250kHz Microscope

The next step involves repeating these experiments in absence of the background noise

generated by impulsive CARS at time zero by measuring the same system with an uniquely

tunable probe pulse. For this undertaking, a 250kHz amplified laser system with two NOPA’s

already built will be remodified and used to further push the boundaries of Single Molecule

Spectroscopy. (250kHz system)

4.4.1 250Khz Sequentially Pumped Optical Parametric Amplifiers

A previously built sequentially pumped two NOPA system was constructed, driven by a

250kHz Coherent RegA Chirped Pulse Amplifier. The amplifier emits 7 µJ pulses of 800nm

light with a bandwidth capable of supporting 50fs pulses. This light was used to pump two

individual WLC stages and a common SHG stage where the SHG light was used to pump

one OPA and the leftover energy recycled to pump a second OPA. Including the fundamental

output of the amplifier, this gives three colors for use in our experiments; one color locked
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at 800nm with two tunable colors throughout the visible region. The schematic for such a

system appears in Figure 4.15.

Figure 4.15: A schematic for two sequentially pumped NOPAs that uti-
lize the pump amplifier output as a third color for Four Wave Mixing
Spectroscopy.

The incoming P polarized light is sent through a periscope(not shown) to change the height

of the beams and also to rotate the propagation direction by 90 degrees. In such a geometry

the polarization of the beam is flipped and it becomes S polarized. The operating principles

of the NOPAs are the same as covered in Chapter 3 except one key difference is that the pulse

power of the amplifier is much lower on the 250kHz system than it is on the 1kHz system.

However, NOPA operation is still very much possible in this regime, while the repetition

rate allows an experimental capability that will give rise to 250x more signal photons than

the previously described 1kHz system. The output form the periscope is split 90/10, with

10% used to pump a WLC from sapphire. See the instructions from Chapter 3 for a more

rigorous procedure as to how this can be done efficiently. the 90% arm is split once again

by a 90/10 beamsplitter with 10% going to drive another WLC stage for the second NOPA.

The remaining 81% is sent focused over 400mm by a PCX lens through a 5x5x0.3 mm type I

BBO crystal cut at 29.2 degrees θ and 0 degrees φ. The SHG and remaining fundamental is

collimated by a f=200 mm PCX lens and the SHG is separated from the fundamental via a

dichroic mirror selected to reflect the SHG at 400 nm and pass the fundamental 800 nm light
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for use in experiments (not pictured). The SHG is then focused (by adjusting the earlier

mentioned f=200 mm PCX lens away from the BBO crystal) into the first type II 5x5x2

mm BBO crystal cut at θ = 32 degrees, φ=0 degrees. Following the instructions outlined

for NOPA generation in Chapter 2, the WLC generated with the first 10% arm and passed

through a delay stage, is amplified to give 708 nm light. 708 nm is chosen in conjunction

with the 800 nm output of the amplifier, to create the necessary 1600 cm−1 vibrational

superposition on the sample. The leftover SHG light is recycled and used to pump the

second OPA at another identical BBO crystal using the second WLC stage as the seed. The

color here was chosen to be 615 nm. When the second NOPA is used as the probe, the

measured anti-Stokes color comes out at 565 nm, whereas the previously used degenerate

experiment would generate an impulsive CARS signal with the same frequency as the time

delayed trace of interest, the impulsive CARS here is generated at 640 nm (2x 708nm -

800nm) far away from the time delayed signal that is sought for measurement. Both OPAs

were sent to prism compressors with a distance between the prisms chosen for experiments

in the bulk, i.e. the GVD compensation was for 2-3 PCX lenses maximum to achieve

transform limited pulses at the sample position (not shown). In an effort to get experiments

underway, the microscope from the previous experiments, including the FLUOVIEW system

was attached to the output of these 3 colors, and experiments ensued. The bandwidths of

the generated NOPAs and the fundamental is depicted in Figure 4.16

The bandwidths of the NOPAs and fundamental show a capability to be ∆t < 50 fs at

the transform limit when properly compressed. The choice of colors would give rise to an

anti-Stokes signal at 565 nm. The spectral structure on the 800 nm pulse is due to the

pulse originally being used to generate SHG to pump the OPAs and will perhaps yield some

features in the time resolved experiments.

The first experimental traces using this system are depicted in Figure 4.17. Because all

three beams are collinear in space, any of the three beams can serve as the Pump and Probe
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Figure 4.16: The two NOPAs were tuned to 708nm and 615nm with the
amplifier output at 800 nm. When 708 nm and 800 nm are used to prepare
a vibrational superposition at 1600 cm−1, and a time delayed probe pulse
at 615 nm produces a molecular response at the anti-Stokes wavelength;
565 nm.

Figure 4.17: Initial time correlation measurements(left) yielded response
function 10x larger expected at transform limit. The spatial profiles
of both NOPAs were also not ideal for microscopy measurements. The
stability of the system was rather poor as well with relative intensity noise
at 25 %.

with any of the remaining two being used as the Stokes pulse (assuming the Stokes is redder

in frequency than the Pump and Probe). Using the degenerate CARS signals obtained by

having NOPA 2 at 615 nm serve as the pump and probe, and having NOPA 1 at 708 nm

serve as the Stokes, an anti-Stokes signal can be observed at 560 nm (top left). If either of

the NOPAs are scanned realtive to each other in time, a pulse correlation function can be
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extracted. Such a measurement between these two pulses yields a pulse correlation time of

470 fs, a factor of 10 larger than should be at transform limit. Similar measurements using

NOPA 2 as the pump and probe and the amplifier output at 800 nm as the Stokes, which

yield a signal at 525nm show a correlation time of 534 fs, also about 10x larger than expected.

As the compressors used for the NOPAs were set up to provide minimal negative GVD, the

positive GVD that is generated in the pulse by the FLUOVIEW system by having the beams

traverse beam resizing telescopes and microscope objective require a lot more negative GVD

to compensate for. Thus the pulses accrued positive GVD from the FLUOVIEW and were

stretched significantly at the sample position. In addition to the temporal stretching, the

spatial modes of the NOPAs (shown in Figure 4.17) were not ideal for focusing with a high

NA microscope objective. For microscopy purposes, an ideal Gaussian spatial profile in both

horizontal and vertical directions is preferred. If the beam is elliptical, the shorter diameter

will focus later than the wider diameter in propagation direction after passing through a

focusing optic. Such a small aberration can distort the spot size of the beam at the sample

position also serving to distort the wavefront of the pulse. In addition to the spatial and

temporal distortion, the relative intensity noise of the NOPAs where the modulation of the

noise is divided by the average total power in the sample series, was 25%. For a measurement

that seeks to study the single molecule, which contains a very limited photon flux of signal,

such a high noise level, amplified by the nonlinearity of the measurement is detrimental to

the study.

As such, a few changes were put in place to compensate for the spatial, temporal and noise

aberrations in the system. Firstly, because the compression of the amplifier is optimized

via the grating compressor for the generation of NOPAs, the grating compressor cannot

be adjusted to compensate for the positive GVD picked up by the amplifier output in the

FLUOVIEW. Thus a prism compressor was added for the amplifier output, which was picked

off, by a beam sampler before proceeding into NOPA pumping by a beam sampler. This

early pickoff also allows use of an amplifier output unperturbed by the SHG process. The
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compressors for the NOPAs had the distance between the prisms elongated accordingly to

add the necessary negative GVD to compensate for the FLUOVIEW optics. Secondly, all

the beams; the amplifier output, and the 2 NOPAs passed through a spatial filter similar

to the ones implemented on the 1kHz NOPAs in Chapter 3, to ensure a Gaussian spatial

mode for use in the microscope. To deal with the high relative intensity noise, an enclosure

was placed around the NOPA generation stages thereby lowering the noise to a manageable

4.8%. The three beam time correlation function, generating a signal at 565 nm, with the

new compression in place generated an instrument response function of 56 fs. The time

correlation function, relative intensity noise, and the spatial profile of the NOPAs is depicted

in Figure 4.18.

Figure 4.18: After expanding the compressors to compensate for the
chirped pulses, The time correlation function of all three beams was mea-
sured to be 56 fs. The spatial modes were cleaned up by use of a telescope
and spatial filter. A box was assembled to shield the NOPAs from air
currents, reducing the relative intensity noise to less than 5%.

A schematic depicting the 250 kHz Microscopy setup with three colors, giving a unique

frequency for the time delayed anti-Stokes signal is depicted in Figure ??.

The implemented changes are shown in the Figure, with the absence of the spatial filters.

In the current regime, the system is capable of imaging in the forward and back scattered

geometries (Figure 4.20) allowing for correlated measurements. This flexibility greatly sim-

plified correlation between the nonlinear microscopy images and the SEM from which the

samples are characterized (inset of Figure 4.20).
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Figure 4.19: The Schematic for the modified Three Color Four Wave Mix-
ing Microscope. The Chirped Pulse amplifier proved 7.25 µJ per pulse
used to drive two sequentially pumped NOPAs after having a small amount
picked off to be used in conjunction with the two tunable colors for single
molecule microscopy. The system allows for time resolved imaging and
photon counting in the forward and backscattered geometries as well as
the option to collect time resolved spectra in the backscattered geometry.

Figure 4.20: The system is designed to detect the anti-Stokes photons and
generate an image in the back and forward scattered geometries. When
correlated with the known SEM of the sample, locating and correlating
the position of one or more nanodumbbell systems becomes possible.
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The modified options on the detection allow for measurement of the spectrum from the

backscattered geometry, if the FLUOVIEW is programmed to park on a pixel of choice,

via a monochromator/CCD combination(Andor Shamrock 303i/iDus CCD). Detection can

also be conducted in a photon counting regime (SR400). A discriminator level is used to

distinguish between the photons and dark counts on the PMT along with a gating scheme

where the signal is counted only in a window corresponding to the rise time of the PMT

when a laser pulse is incident. Effectively this allows for dark counts on the order of 8-10

per second. The signal is usually on the order of 1000 counts for incident pulse energies of

5 µW per pulse.

4.4.2 Local Field Intensity

For the molecular system in question, consisting of two gold nanodumbell spheres spaced

approximately a nanometer apart, at the local field intensity of 1 V/nm, there exists the

possibility of electron shuttling from one sphere to the other, perhaps using the molecule as

a bridge. The effects of such a perturbation will not be covered here however it is expected

that such an event will heavily perturb the sought after measurement. Care will be taken

to avoid such intensities in the experiment so as to avoid the undocumented effects on our

measurement.

The irradiance at the sample position is calculated by the peak power from the input laser

fields. The peak power is calculated by taking the average power (5 µW) at the sample

position, dividing it by the repetition rate (250 kHz) to resolve the power per pulse (40 pJ)

and then divided by the duty cycle of the laser pulse (50 fs);

5 ∗ 10−6 J
s

250000Hz
∗ 1

50 ∗ 10−15s
= 400

J

s
= 400W (4.4)
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This is then focused with a 1.3NA oil Objective making the spot size at the beam waist 1

µ in diameter. A trivial π(d
2
)2 calculation gives the laser spots size an area of 8 ∗ 10−13 m2.

The size of the sample, encased in a silica shell is approximately 300 nm is diameter, giving

an area of 8∗10−14 m2. The sample effectively feels 9% of the laser power at the laser beam

waist.

The conversion from irradiance in W
m2 to V

nm
for the molecule;

27.4

√
W

m2

1

109nm
= 0.185

V

nm
(4.5)

This means that for one laser field with an average power of 5µW at 250kHz, the local

field is well below the 1 V/nm limit. This experiment requires three pulses, and if each is

set at 5µW, then the local field should not exceed, by conservative estimates, 0.557 V/nm.

Note that in this calculation we have neglected local field enhancements. An enhancement

of E
E0

= 100 is minimally required to see single molecule SERS. When this is taken into

account, we recognize that that we exceed intensities that lead to field emission. The fact

that repetitive measurements can be carried out on a single nanostructure without sample

damage, must be attributed to the protection provided by the silica shell.

4.4.3 Early Results

Though experiments to reproduce the published work using three colors are still underway,

early results have been measured and are depicted in Figure 4.21.

The early data (left pane) shows oscillations corresponding to the beat frequency ( 33 cm−1)

between the two prepared vibrations at 1600 cm−1. While the signal does not decay into
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Figure 4.21: The first time resolved traces (left) show an oscillation with a
period of 1 ps as expected, however the system appears to not be decaying
into phase noise as predicted for the single molecule. However the system
also does not exhibit the ensemble decay (right pane) indicative of a large
number of molecules in the sample position. The conclusion is that the
time trace must arise from more than one but less than many for these
characteristics.

phase noise like the single molecule predictions discussed earlier in the chapter, the signal

also doesn’t follow the ensemble-like decay (right pane). This is possibly a few molecule

coherence trace, where the coherent phases of a few members are averaging to give the time

dependent oscillation but there are not enough molecules to see the coherence decay within

the ensemble time constant. The relative intensity noise of the nonlinear signal is 6.6 %.

4.5 Conclusions and Moving Forward

I presented the first measurements that follow the evolution of a vibrational coherence on

the ground state of a single molecule under ambient conditions[18]. tr-SECARS was used

to prepare a vibrational superposition of two states, and a third pulse probed the phase

correlation between the states as they evolved in time via a spectrally filtered, anti-Stokes
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photon. Plasmonic enhancement in the form of two gold nanospheres was employed to bring

the single molecule response to a measurable level via use of amplification and subsequent

broadcasting of the single molecule signal from the junction. The two nanospheres serve as a

viable tool to interrogate single or few molecule entities and have been shown to endure the

peak power of ultrafast pulses. Real time monitoring of vibrational evolution has been shown

on the ground electronic state. Such a measurement can be extended to prepare and probe a

coherence on multiple electronic states of a single molecule, with the possibility of complete

quantum state reconstruction.[204, 205] Coherent manipulation of quantum bits has been

demonstrated using a pair of phase-locked pulse pairs.[206, 207] Quantum bit manipulation

is possible on the preparation, evolution, and interrogation steps of electronically resonant

FWM. [208–210] However, this has yet to be demonstrated in the single molecule limit. Proof

of coherent evolution on a single molecule is a stepping stone to such applications. With

a new three color microscope system, the course is set to define the measurements which

aim to unlock the possibility of measuring and subsequently manipulating the wavefunction

of a single molecule. The following chapter depicts the intricacies and the experimental

requirements to execute such a measurement, with details regarding the information such a

measurement can yield.
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Chapter 5

Tomographic Quantum State

Reconstruction

The complete description of dynamics is in phase space representation via the Wigner Dis-

tribution Function (WDF)[19]. The WDF allows the treatment of classical, semi-classical,

and quantum dynamics equally. Determination of the WDF is equivalent to the complete

determination of the state. An important aspect of the WDF is that it can be generated ei-

ther from an experimentally measured density via the Inverse Radon Transform (IRT), or it

can be generated directly from a wavepacket by the Wigner Transform[19]. Experimentally,

one measures the density, and in order to reconstruct the WDF with fidelity there are re-

quirements on the measurement. These requirements will be covered in detail by considering

the reconstruction of the |0 > +|1 > harmonic oscillator state through different measure-

ments. Quite clearly, the measurement must span the complete space of the evolving state.

In the case of one dimensional vibrational wavepacket motion, it is necessary to measure the

marginals of the WDF, i.e., the density in coordinate or momentum, must be measured from

turning point to turning point. The density is usually measured spectroscopically and here

the experimental conditions that are capable of generating a complete WDF are examined.
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First, in the most clear example, we will consider the Kerr gated detection of emission from

an evolving state. As long as the emission terminated on a well defined potential, either

known or approximated, it is possible to image the density (or the marginal). In this case we

consider an evolving |0 >< 1| vibrational coherence on an initial electronic state emitting to

a bound electronic final state. The reproduction fidelity of the WDF depends heavily on the

width of the Kerr gate. The gated spectra as a function of the gate delay, should produce a

set of snapshots over π phase of the evolution. If the width of the gate is infinitely short, the

evolved density is washed out by a wide Gaussian in spectrum. If the gate is too long then the

density appears stationary in spectrum. The gate has to be on the order of a fraction of the

period of motion of the wavepacket and the turning points must be contained in the inverse

gate width (the bandwidth). ∂V (x)
∂x

in one dimension of the final state potential determines

how widely the spectrum is spread. This spectrum has to be within the uncertainty limited

bandwidth of the Kerr gate width. In regards to the potential energy surfaces, in the limit

where both initial and final states are harmonic and not displaced with respect to the energy

minima, then the projection of the two vibration superposition will only overlap with the

analogous two vibrations on the final potential. In this limit, the spectrum collapses to a

single line, and evolution cannot be tracked. Clearly, the projections must span many states

for a good reproduction of the evolving state.

Using the general example of two potential energy surfaces, the strategy will be applied

to demonstrate that such a measurement is possible using time resolved four wave mixing

(FWM) via Spectrally Resolved Transient Grating (SRTG)[204]. In this approach, two

degenerate pulses prepare a population grating that involves a two state superposition on

an initial excited state. A probe pulse, incident onto the system at a later time, creates

a coherence between the present initial state and a higher energy electronic state. The

dynamic overlap between the initial and final states projects the prepared spatiotemporal

density in the time resolved spectrum of the detected third order polarization. In this

case, the probe pulse should be short in comparison to the period of motion, in order to
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capture the wavepacket at discrete phases and in order to span all vibrations on the higher

energy potential energy surface that fall within the Franck-Condon window. The electronic

dephasing time serves the analogous role of the Kerr gate width in the previous example.

If the dephasing time is instantaneous, the dynamics are washed out via a large Gaussian

in spectrum. If the dissipation time is long, reemission will be present and modulate the

measured spectrum. The latter can be filtered out using Fourier filtering. The following is a

numerically generalized analysis of the required conditions to reproduce wavepacket motion

in the highest fidelity as compared to a simulated wavepacket transfered into the WDF

directly.

5.1 The |0 >< 1| coherence, Kerr gated density recon-

struction

Assume a |0 > + |1 > superposition is prepared on some potential energy surface and evolves

as a function of time. The normalized wavefunction in coordinate representation is:

ψ[x, n, xδ] = 4

√
mω

πh̄

e
−mω(x−xδ)2

2h̄

(2nn!)
1
2

(−1)ne
mω
h̄

(x−xδ)2 ∂ne
mω
h̄

(x−xδ)2

∂xn
(5.1)

for the nth harmonic vibrational eigenfunction on a quadratic potential centered at δ. The

normalized wavefunction for the 0th and 1st vibrational states appears below;

The time evolution of the density, ρ10(t) = ψ∗(x, t)ψ(x, t), of the superposition of states;

ψ(x, t) = ψ0(x)e−ıE0t + ψ1(x)e−ıE1t (5.2)

is shown in Figure 5.2. The wavepacket has a period of evolution given by the difference in

energy between the two states. The snapshots depicted below at a few relative phases Φ,

85



Figure 5.1: Wavefunction for the 0th(Blue) and 1st(Red) eigenstate of a
Harmonic potential energy surface with x(and xδ) units of length defined
by

√
mω
h̄

where Φ = (E1−E0

h̄
)t;

Figure 5.2: The density ρ10 of the |0 >< 1| superposition wavepacket
evolving in time a few select relative phases

The continuous evolution of the density, ρ10(t) is shown in the image plot below;

The time dependent density can be projected into time dependent spectral information and
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Figure 5.3: The |0 >< 1| superposition wavepacket evolving in time, in
discrete points; the x-axis is vectorized in steps of 0.1 from -5 to 5, and the
y axis is vectorized in time in steps of 6 fs from 0 to 666 fs (two periods
of a 100 cm−1 difference in energy between the two eigenstates)

measured. The simplest of these schemes is to consider the emission of the prepared super-

position to a lower electronic state. The spectral profile of the emission will be determined

by Franck-Condon factors on the two electronic states e and g. The probability that the

excited electronic state vibrational wavepacket will populate a particular vibrational level

on the lower energy ground electronic state is proportional to the square of the overlap of

the vibrational wavefunctions of the original(excited) and final(ground) states;

| < ψ∗e(x− xδ)|ψg(x) > |2 (5.3)
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Figure 5.4: Excited and ground state potentials, the x-axis represents
nuclear motion and the y-axis is energy. Vibronic transitions take place
instantly(vertically) relative to nuclear motion. If there is a difference
in minimum energy between the two potentials, the vibronic transition
from one vibration on the initial state can populate multiple vibrations
on the final state, such that the condition in Equation 5.4 is satisfied.
The wavepacket(solid lines in right inset) from the excited state can be
reproduced by Franck-Condon factors(dotted, right inset) on the ground
state with a slight distortion due to the curvature of the ground state
potential, ∂V (x)

∂x
6= a constant

Radiative transitions, such as ones between vibrational levels on two different potentials, take

place instantaneously(vertically) when compared to the time-scale of nuclear motion(Figure

5.4). The final electronic state may have a different equilibrium position xδ than that of

the initial electronic state. If the potentials have identical curvatures, such that the har-

monic frequencies(ωg = ωe) and the minima(xδ = 0) are equal, then the Franck Condon

overlap only exists between identical states on the initial and final electronic states (i.e.

< ψ∗g,i(x)|ψe,ii(x) >= δi,ii). If xδ 6= 0 then a vibrational state on the initial surface has

overlap with more than one vibrational state on the final surface such that;

∞∑
ii

| < ψ∗e,i(x− xδ)|ψg,ii(x) > |2 = 1 (5.4)
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In order to successfully transcribe the |0 >< 1| spatial wavepacket that propagates on

the excited state, the lower electronic state must span both ψe,0(x, t) and ψe,1(x, t). This

condition is always fulfilled for a harmonic potential, which is assumed in the present. The

larger the displacement in xδ the more states are needed on the ground state to meet the

above condition. This is illustrated for a case where ωg = ωe = 100 cm−1, xδ = 5 in Figure

5.5.

5.2 |0 >< 1| tr-Spectrum

Suppose there exist two potential energy surfaces, such as in Figure 5.4, separated in energy

by 15000 cm−1. The initial higher energy surface has a |0 >< 1| vibrational superposition

100 cm−1 apart in energy. For a xδ = 5 between the two potential energy surfaces, the lower

energy surface needs 30 vibrational states, spaced in energy by increments of 100 cm−1(in

this example) to meet the condition in Equation 5.4. Though the energy surfaces can be

Morse potentials and non-identical, as is in reality, for the sake of this exercise, it is assumed

that the states are identical harmonic potentials displaced in the energy minimum xδ 6= 0.

The time dependent transition probability of the |0 >< 1| vibrational superposition on

vibration ii on ground state is;

Sg(t) = |
30∑
ii

2∑
i

< ψ∗g,ii(x)|ψe,i(x− xδ) > e−ı(Ee,i−Eg,ii)t|2 (5.5)

The sum is over the initial and final vibrational states (i is ve=0,1 and ii is vg=0-29).

Individually, the projection of the v=0,1 vibrations on the v=0-29 vibrations on the ground

state, is depicted in Figure 5.5. Although F-C factors are time independent, if v=0,1 is

prepared and propagates, a time dependent spectrum emerges in Figure 5.6.
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Figure 5.5: Transition probability(y-axis) of ve = 0(blue) and 1(red) to
vg=0-29(x-axis). If the condition in Equation 5.4 is met, the spatial wave-
function is reproduced in full fidelity. If it is not met, the spatial wave-
function will only be represented partially.

Figure 5.6: Transition probability(y-axis) of ve = 0,1 (Blue) to vg=0-
29(x-axis). The transition overlap is time dependent with a period of 1

3

ps, analogous to the 100 cm−1 difference in energy between the v=0,1
vibrations.

Reproduction of the time dependent transition probability from v=0,1 to v=0-29 can be

experimentally captured by a Kerr gate and a monochromator. In the absence of a Kerr

gate, the excited state vibrational wavepacket is continuously radiating to the ground state.

If the transition is intelligently gated in time to capture a window of a specific phase of
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the wavepacket motion then the spatial modulation of the wavepacket in Figure 5.2 can be

reproduced in spectrum, as depicted in Figure 5.7.

Figure 5.7: The spatial wavepacket depicted in Figure 5.2 now depicted in
a vectorized spectrum using Equation 5.6. The x-axis is vectorized from
12,0000 cm−1 to 16,0000 cm−1 in steps of 25 cm−1 and the y axis is the
Kerr Gate Delay from 0 to 640 fs in steps of 5 fs for a gate width(∆t) of
20 fs

Similar to Equation 5.5, Equation 5.6 contains the Franck Condon overlap and the energy

difference between vibrational eigenstates, in addition to the Kerr Gate, which isolates a

window of the wavepacket propagation in time, and a Fourier filter to transform the Kerr

gated window into a spectrum, analagous to a grating in a monochromator.

S(τ, ω) = |
∫ t+2∆t

t−2∆t

eıωte−( t−τ
∆t

)2
30∑
i

2∑
ii

< ψ∗g,i(x)|ψe,ii(x− xδ) > e−ı(
Ee,ii
h̄
−
Eg,i
h̄

)t|2 (5.6)

There is a distinct relationship between choice of the Kerr gate and the period of the

wavepacket motion. For a wavepacket that oscillates with a period of motion of 333 fs

the following is depiction of a signal measured with a 5 fs (Figure 5.8), 10 fs (Figure 5.9),

20 fs (Figure 5.10), 50 fs (Figure 5.11), 100 fs (Figure 5.12), 150 fs (Figure 5.13), and 200 fs

(Figure 5.14) ∆t Kerr gate widths;
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Figure 5.8: The |0 >< 1| excited state vibrational superposition emitting
to a manifold of vibrations on the ground state with gated by a Kerr gate
∆t = 5 fs

Figure 5.9: The |0 >< 1| excited state vibrational superposition emitting
to a manifold of vibrations on the ground state with gated by a Kerr gate
∆t = 10 fs

In the this figure series, if the Kerr gate is much shorter than the period of the superposition,

the spatiotemporal profile is well represented but spectrally broadened due to the time-

92



Figure 5.10: The |0 >< 1| excited state vibrational superposition emitting
to a manifold of vibrations on the ground state with gated by a Kerr gate
∆t = 20 fs

Figure 5.11: The |0 >< 1| excited state vibrational superposition emitting
to a manifold of vibrations on the ground state with gated by a Kerr gate
∆t = 50 fs

frequency bandwidth limitation; The smaller the Kerr gate, the larger the bandwidth of the

spectrum. If the Kerr gate is made to be larger than half the period of motion, then the
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Figure 5.12: The |0 >< 1| excited state vibrational superposition emitting
to a manifold of vibrations on the ground state with gated by a Kerr gate
∆t = 100 fs

Figure 5.13: The |0 >< 1| excited state vibrational superposition emitting
to a manifold of vibrations on the ground state with gated by a Kerr gate
∆t = 150 fs

spatiotemporal dynamics get smoothed over. The case is best illustrated when the Kerr gate

is 200 fs in Figure 5.14, which is slightly larger than half the period of motion (333 fs).
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Figure 5.14: The |0 >< 1| excited state vibrational superposition emitting
to a manifold of vibrations on the ground state with gated by a Kerr gate
∆t = 200 fs

An exact alternative to temporally gating the wavepacket evolution is to convolve the ungated

spectral response in Equation 5.6 with the spectral width of the inverse ∆t of the Kerr gate.

5.3 Measuring |0 >< 1| via tr-Transient Grating

In the previous section, the Kerr Gated emission from a higher energy state containing the

vibrational superposition was considered, assuming the wavepacket was already prepared

and emitting to a lower energy ground state vibrational manifold. Here the preparation is

considered. Spectrally resolved transient grating(SRTG) measurements prepare and probe

the vibrational wavepacket motion in real time using a scheme similar to the one depicted

in Figure 5.15.

A population is prepared with degenerate pulses, on an excited state and evolves as a density;
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Figure 5.15: Time Circuit Diagram of Transient Grating. A population
is prepared via a population grating using two degenerate femtosecond
pulses(red arrows), resonant with the electronic transition between the a
ground state and an excited state. The density interrogated as a func-
tion of the time delay τ between the excitation and the third laser pulse
resonant with a transition to a higher energy excited state.

ρ1,1(x, τ) = ψ(1)∗(x, τ)ψ(1)(x, τ) (5.7)

along t1. A probe pulse, resonant with a transition to a higher excited state, creates the

electronic coherence;

ρ1,2(x, τ, t2) = ψ(1)∗(x, τ)ψ(2)(x, t2) (5.8)
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which evolves along t2 until it radiates as the third order polarization;

P (3)(x, τ, t2) =< ψ(1)∗(x, t2)|µ|ψ(2)(x, t2) >< ψ(2)∗(x, t1)|µE(τ)|ψ(1)(x, t1) > (5.9)

The detected signal probed at a time τ is integrated over t2 and spatial coordinate x and

squared by the detector;

S(τ) = |
∫ ∞
−∞

∫ ∞
−∞

[P (3)(x, τ, t2)]dt2dx|2 (5.10)

While the information about the evolution along t2 is lost when a photodiode or photomul-

tiplier tube is used to measure the TG signal, using a monochromator to filter the Fourier

components of the signal gives the spectral information about the coherence;

S(τ, ω) = |
∫ ∞
−∞

∫ ∞
−∞

eıωt2 [P (3)(x, τ, t2)]dt2dx|2 (5.11)

The SRTG measurement can be used to prepare and probe spatiotemporal dynamics of the

|0 >< 1| vibrational superposition in absence of a Kerr gate as used in the previous example

with emission. The vibrational superposition, depicted in atomic units where h̄ = 1, is

prepared via a population grating such that;

ψ(1)(x, t1) = ψB,0(x)e−ıE0t1 + ψB,1(x)e−ıE1t1 (5.12)

and

ψ(2)(x, t2) =
30∑
i=1

ψC,i(x)e−ıEit2 (5.13)

the SRTG probing the spatiotemporal dynamics of the |0 >< 1| Vibrational Coherence is

depicted in Figure 5.16.
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Figure 5.16: Time Circuit Diagram of SRTG. A vibrational superposition
is prepared via a population grating using two degenerate femtosecond
pulses(red arrows), resonant with the electronic transition between the
ground state and an excited state. The density interrogated as a function
of the time delay between the excitation and the third laser pulse resonant
with a transition to a higher energy excited state. The spectrum of the
emission contains the time dependent spatial density

The vibrational superposition evolves along time t1 after it was prepared at t = 0. For the

quantified simulation that follows, E0 = 100 cm−1, and E1 = 200 cm−1 on an electronic

potential energy surface (B) with a minimum at Eelec = 10000 cm−1. A third pulse;

E(τ) = e(
t1−τ
∆t

)2

e−ıEL(t1−τ) (5.14)

where EL is resonant with the transition between the B state and vibrational manifold on

the higher lying excited state (C) having an energy minimum at Eelec = 25000 cm−1, probes

the population |ψ(1)
B (x, t1) >< ψ

(1)
B (x, t1)|, creating a wavepacket on the C state;

ψ(2)(x, t2) =
30∑
i=1

ψC,i(x)e−ıEit2−Γt2 (5.15)
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The wavepacket evolves along the vibrational states i on the C state with a decay time 1/Γ

meant to represent the dephasing of the electronic |B >< C| coherence. The time dependent

amplitude of the vibration i prepared on the C state, < ψ
(2)
C,i(x, t)|µE(τ)|ψ(1)

B,0(x, t) > depends

on the energy of the probe pulse. The probe energy dependence is depicted for a few select

states in Figure 5.17.

Figure 5.17: Spectral overlap of the Probe Pulse (left graph, Blue), with
select vibrations on the C State (left graph, blue, green and purple delta
functions). Amplitudes of the prepared vibrations in the time shortly
before and after excitation via the probe pulse (right graph, blue, green
and purple vibrations and the respective amplitudes). The more resonant
the probe, the more amplitude in the respective vibration, which decays
with an arbitrary vibrational relaxation time.

If the probe pulse is resonant with vibrational state i, then the full amplitude of the state is

prepared and after the action of the probe pulse, the amplitude decays with the dephasing

time. If the state is in the wings of the spectrum of the probe pulse, the amplitude of

the state is smaller after the action of the pulse and follows the decay of the vibrational

relaxation time.

Similarly to the emission model in the previous section, given the proper displacement xδ

between the B and C potentials, the probe pulse can project, in full fidelity, the |0 >< 1|

coherence from the B state onto the C state. Figure 5.18 depicts the Franck Condon overlap

of vibrational states between the B and C states with the projection according to Equation

5.3.
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Figure 5.18: Franck Condon overlap factors according to Equation 5.3.
The |0 >< 1| wavepacket on the B state is projected onto 30 states on
the C potential energy surface. The overlap in the spatial coordinate is
determined by the displacement xδ between the B and C potential energy
minima. The project of the |0 > and |1 > is depicted on the right in-
set(dots). Note the distortion of the projection when compared to the 0
and 1 wavefunctions (blue and red lines.)

The full expression for S(τ, ω) to resolve the spatiotemporal dynamics via SRTG on the C

state;

S(τ, ω) = |
∫ ∞
−∞

eıωt2ψ(1)∗(x, t2)µψ(2)(x− xδ, t2)∫ ∞
−∞

[ψ(2)∗(x− xδ, t1)µE(τ)ψ(1)(x, t1)dxdt1]dxdt2|2
(5.16)

The dependence on the probe energy EL and spatial displacement between the two vibra-

tional energy surfaces xδ is illustrated in Figure 5.19 for a ∆t = 10 fs, and 1/Γ, the dephasing

time of 50 fs. The dependence on the probe pulse duration and the dephasing time will be

later explored.

As the displacement between the potentials gets smaller, fewer states are necessary to fulfill
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Figure 5.19: S(τ, ω) from Equation 5.16 ilustrated for xδ=0, 0.5, 1.9, 4.0,
5.0, and 6.0, for Probe Energies EL=15000 cm−1, 15500 cm−1, 16000
cm−1 for the cases with small displacement (0,0.5,1.9) and 16000 cm−1,
16500 cm−1, 17000 cm−1 for the larger displacements 4.0, 5.0, and 6.0.
The Franck Condon Overlap of the Vibrational States 0(Blue),1(Red) on
the B state, and 0-29 on the X state is depicted on the bottom for the
respective displacement.

the condition set forth by Equation 5.4 to sum to unity over i states as depicted by the

transition probabilities at the bottom of Figure 5.19. That is, the B wavepacket projects

onto fewer vibrations on the C potential. For ideal reproduction of the spatiotemporal

dynamics in spectrum, the probe pulse should be resonant with the vibrations that have

the highest Franck Condon factors, or in this case, the frequency associated with the peak

projection of the |0 > wavefunction from B ( v=13 on the C state for xδ = 4.0). The

number of vibrational states on the C state is comparable to the dynamic resolution on

which the |0 >< 1| superposition is projected on; ss the displacement becomes smaller, the

dynamic range of the spatiotemporal dynamics becomes more restricted in the spectrum due

to overlap with fewer vibrations on C. (see displacement of 0.5 case in Figure 5.19).
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For a fixed displacement, the probe pulse is scanned in energy for selective representation of

the superposition in the signal. For a displacement of 4.0, if the probe pulse is tuned to be

resonant with the 13th vibration on the C state, corresponding to an energy of 16500 cm−1,

the spatiotemporal dynamics of the superposition are reproduced in good fidelity subject

to the distortion of the FC projection of the superposition (see inset of Figure 5.4). If the

Probe is detuned to be resonant with the 9th vibration on the C state, corresponding to an

energy of 16000 cm−1, the projection of the B wavepacket onto the lower energy vibrations

on the C state is more pronounced (see displacement of 4.0 in Figure 5.19). This is akin

to seeing the spatiotemporal dynamics, windowed near a turning point as opposed to seeing

the full dynamics. The opposite case also applies.

So far, the simulation has considered identical harmonic potentials for the B and C states,

both with a fundamental vibrational frequency of 100 cm−1. In Figure 5.20, The time

dependent spectrum is considered in a case where the fundamental vibrational frequency

of the C state is reduced by 10 % to 90 cm−1. In this case, the curvature of the C state

is shallower than the B state, due to the force constant on the potential, k = µω2 being

reduced as a result. The |0 >< 1| superposition on the B state will now overlap with fewer

vibrational eigenstates on the C state. This is evident in the Franck Condon overlaps between

the vibrations on both states at the bottom of Figure 5.20. In the case where both B and

C had identical curvatures, the projection of the wavepacket from the B to the C state for

xδ = 6.0 was incomplete with a portion of the projection being omitted (see Bottom Right of

Figure 5.19). With a softer curvature on the C state, the spectral map is more compressed.

The lower vibrational spacing means that as the superposition is projected across an energy

region of 2700 cm−1 as opposed to the previous 3000 cm−1. Upon comparing the time

dependent spectra in Figure 5.19, and Figure 5.20, the latter shows a redshift of the spectral

dynamics with a smaller spread in energy between the wavepacket oscillations analogous to

the lowered harmonic frequency. The effect of ”compressed” Franck Condon overlaps and

spectral dynamics is made more dramatic for illustrative purposes in Figure 5.21, where the
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energy spacing of the vibrations on the C state is reduced to 60 cm−1.

Figure 5.20: S(τ, ω) from Equation 5.16 with a reduced electronic poten-
tial force constant, illustrated for xδ=0, 0.5, 1.9, 4.0, 5.0, and 6.0, for
Probe Energies EL=15000 cm−1, 15500 cm−1, 16000 cm−1 for the cases
with small displacement (0,0.5,1.9) and 16000 cm−1, 16500 cm−1, 17000
cm−1 for the larger displacements 4.0, 5.0, and 6.0. The Franck Condon
Overlap of the Vibrational States 0(Blue),1(Red) on the B state, and 0-29
on the X state is depicted on the bottom for the respective displacement.

In addition to having the proper EL for a given xδ, the pulse width of the probe and the

vibrational dissipation time on the C state, over which the wavepacket is probed, must also

be considered. Changing the pulse-width of the probe pulse is akin to changing the width

of the Kerr gate in the previous section. The probe pulse width determines the discreteness

of the phase at which the B wavepacket is projected onto the C state. If the length is short,

relative to the period of motion of the B vibrations, then the spatiotemporal dynamics are

captured at very well defined phases, where the wavepacket doesn’t have the opportunity to

evolve under the action of the probe pulse. As the pulse width is increased and approaches

an appreciable fraction of the period of wavepacket motion, the phase of the projection onto

the C state becomes smeared. If the pulse width is longer than the period of motion, then
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Figure 5.21: S(τ, ω) from Equation 5.16 with a reduced electronic poten-
tial force constant, illustrated for xδ=0, 0.5, 1.9, 4.0, 5.0, and 6.0, for
Probe Energies EL=15000 cm−1, 15500 cm−1, 16000 cm−1 for the cases
with small displacement (0,0.5,1.9) and 16000 cm−1, 16500 cm−1, 17000
cm−1 for the larger displacements 4.0, 5.0, and 6.0. The Franck Condon
Overlap of the Vibrational States 0(Blue),1(Red) on the B state, and 0-29
on the X state is depicted on the bottom for the respective displacement.

the dynamics projected onto the C state appear static in time, and as the probe pulse is

preparing the vibrations during 1 cycle of motion. The effect of probe pulse-width on the

capturing the discrete phase of the motion is illustrated in Figures 5.8-5.14 where the probe

pulse width is varied from 5 fs to 200 fs. Naturally if the probe pulse width is changed to 333

fs, the period of wavepacket motion, the time dependent spectrum will lose time dependence.

The electronic dephasing time plays a role in determining the fidelity of the spatiotemporal

dynamics reproduced in spectrum. It has been established that in order to reproduce the

spatiotemporal dynamics in spectrum with the best possible fidelity, the probe pulse should

be as short as possible. This will allow simultaneous preparation of a manifold of vibrations

on the C state, while also capturing the wavepacket motion on the B state in at very discretely
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defined phases. For a pulse width of ∆t = 5 fs, the effect of the vibrational relaxation time is

depicted in Figure 5.22 for spectra obtained at the π/2 phase of motion for 1/Γ = 10, 25, 50,

100, and 200 fs on the C state. As the dephasing time is increased, the finer spatiotemporal

features emerge in the spectral plots. For comparison, the spatiotemporal dynamics at the

defined phases, as well as the Franck Condon projections from the wavepacket to the C

state vibrations are included on the left pane of the Figure. The vibrational relaxation time

is the inverse of the vibrational line width. The shorter the relaxation time the wider the

linewidth in spectrum. The measured (or simulated) spectrum can be thought of as the sum

of the emission contributions from each respective vibration on the C state emitting to the B

state wavepacket. If the relaxation time is short, and thus the linewidth of the C vibrations

broad, the spatiotemporal dynamics are washed out in the broad spectral emission from

each vibration on the C state. If the relaxation time is long and the linewidth narrow, then

the spatiotemporal dynamics are best reproduced in the time resolved spectrum. However

in some cases the longer the vibrational relaxation time isn’t necessarily the better. The C

state vibrations have their own vibrational period which one would prefer the dissipation

time to stay under. However, having a vibrational dissipation time that is longer than the

period of vibrational motion will introduce interference in the spectrum. This intereference

is physically explained as the reemission of the C state wavepacket. This interference can be

numerically Fourier filtered.

Assuming, as in the present case, a harmonic potential, the period of motion on the C state

is the same for all vibrational eigenstates. If the wavepacket from the B state is projected

onto the C state at some probe delay time, and the emitted spectrum from the C state due to

the created third order polarization is measured as a function of the vibrational dissipation

time, as the dissipation time approaches the period of motion for the C state vibrations,

reemission will occur and introduce interference into the measured spectrum. The Fourier

Transform of the spectrum containing the interference will reveal a decay at early time

corresponding to the observed spectrum in absence of the interference, and a recurrence at

105



Figure 5.22: S(τ, ω) at various vibrational dissipation times on the C
state. The spectra are calculated for defined phases of the spatiotemporal
dynamics, probed with a pulse resonant with the B to C state transition
having a pulse width of ∆t = 5 fs. The spectral overlap of the probe
pulse with the vibrational states on the C state is depicted under the
”Franck-Condon” Label as the Blue Trace. For comparison of the spec-
tral reproduction of the spatiotemporal dynamics, the density, ρ01(x, τ) is
depicted at corresponding phases on the left.

some time corresponding to the inverse of the period of the interference in the measured

spectrum. This recursion is the period of motion for the vibrations on the C state. In this

example, used to depict the dependence of the measured spectrum on the pulse width and

the dissipation time, the potential energy surfaces B and C are harmonic with the same

vibrational energy spacing. Thus the period of motion for vibrations on both states is the

inverse of 100 cm−1 or T = 333.3 fs. In the case of the vibrational dissipation time of 200

fs in Figure 5.22, the spectrum was generated by Fourier transforming for a time period of

twice the dissipation time(or 400 fs). This is approximately 1.3x the period of motion and

so the spectral interference associated with reemission from the C state is present. This

spectrum is sampled in increments of 50 cm−1, so to illustrate the Fourier Transform of this

spectrum revealing the reemission time, and thus the vibrational periods on the excited state,
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a spectrum with a finer increment is obtained in Figure 5.23 with the accompanying Fourier

Transform depicting the reemission time of 333.3 fs. Of course, if in reality, a spectrum is

obtained that has such interference and is hence harder to use to depict the spatiotemporal

dynamics, the spectrum can be Fourier filtered to minimize anything in the spectrum with

a ”reemission time” greater than (in this case) 333.34 fs.

Figure 5.23: S(τ, ω) for a signal obtained by integrating longer than the
vibrational period. The result is a spectrum with modulations (left pane).
These modulations are undersampled and recreated with higher fidelity
(middle, top). The Fourier Transform(right, top) of the Spectrum reveals
the reemission time of 333 fs, analogous to the period of motion. If
the Fourier Transform is filtered to clean the reemission(right, bottom),
the Inverse transform reveals a spectrum in absence of the modulations
(middle, bottom)

Given the right potential energy surfaces, proper conditions for FC overlap, the appropriate

pump pulses to prepare two(or more) vibrational states and the appropriate probe pulse,

to probe over a large number of vibrations on a higher excited state (given the appropriate

displacement), the spatiotemporal dynamics of a |0 >< 1| vibrational superposition can be

reproduced as spectral modulations in time via SRTG.
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5.4 Wigner Distribution Function

Figure 5.24: The Wigner distribution functions for the B state wavepacket
obtained by Wigner transform (top series) and Inverse Radon Transform
of the measured density via SRTG (bottom series) at select phases during
the motion.

The Inverse Radon Transform(IRT) allows for reconstruction of the WDF from the measured

spectral density. The reconstructed WDF from the measured spectrum is depicted in the

bottom series of Figure 5.24. The reconstructed WDF is compared to the WDF of the

wavepacket, given on the top series of the figure. The latter is directly constructed from the

wavepacket via the Wigner Transform;

W (x, p, t) =

∫
ψ∗B,01(x+

s

2
, t)ψB,01(x− s

2
, t)ds (5.17)

where ψB,01(x, t) is the superposition on the B state;

ψB,01(x, t) = ψ0(x)e−ıE0t + ψ1(x)e−ıE1t (5.18)

We also consider the WDF of the C state packet, launched by the probe pulse at t = τ , by
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taking the Wigner Transform of the packet;

ψC,0−29(x, t) =
29∑
i=0

ψC,i(x)e−ıEi(t−τ)−Γt

∫
ψ∗C,i(x, t2)µE(τ)ψB,01(x, t2)dxdt2 (5.19)

Figure 5.25: The WDF for |ψ(1)
B,01(x, p, t) > as it evolves over

two periods of motion. Each frame is 20 fs of evolution. at
100 fs a probe pulse acts on the ψ

(1)
B,01 state and creates a

|ψ(2)
C,0−29(x, p, t) > wavepacket. We also show the phase space

overlap of the two packets < ψ
(1)
B,01(x, p, t)|ψ(2)

C,0−29(x, p, t) >. The
period of both wavepackets is 333 fs. A recurrence in overlap
occurs when both packets complete one period of motion. The
dephasing between the B and C states is assumed to be 500 fs.

For identical harmonic potentials with ω = 100 cm−1, xδ = 5, ∆t = 10 fs and ωL resonant

with the separation between the B wavepacket and 29 vibrations on the C state, the evolution

of both ψC,0−29 and ψB,01 is depicted on the left pane of Figure 5.25. In absence of the probe

pulse, the first few images depict the evolution of ψB,01. At 100 fs, the Probe pulse creates the

C state packet. The ψC wavepacket continues its’ evolution and returns to overlap with the

B packet after one period of motion (in this sequence 433 fs). This action cannot be directly

109



measured by SRTG. SRTG in this case, integrates over the action of the C wavepacket at

every probe delay. If the C wavepacket dissipates before it can complete one cycle of motion,

the measured spectrum is simply the density of the B wavepacket. If the C wavepacket lives

longer than the period of motion, reemission will occur in the measured SRTG spectrum.

5.5 Distortions in the WDF

While the reproduction of the WDF from the density bears immaculate resemblance to the

WDF recovered from the wavefunctions, it is subject to various distortions. The curvature

of the potential, ∂V (x)
∂x

determines how wide the B packet density is spread This is depicted

for various curvatures of the C state in Figures 5.19-5.21.

Consider two potentials C and B with force constants a and b respectively, displaced in space

by d. The difference between these potentials in energy;

VC−B(x) = ax2 − b(x− d)2 = (a− b)x2 − bd2 + 2bdx (5.20)

The derivative of the difference with respect to x, i.e. the difference in curvatures;

∂VC−B(x)

∂x
= 2(a− b)x+ 2bd (5.21)

The intercept, 2bd, is just a shift, and the slope 2(a− b) the difference in force constants of

the two potentials, determines the spectral range with which the spectral density projects.

If a > b, the C potential, on which the B wavepacket is projected to, has a higher force

constant and is steeper, meaning the energy spacing between adjacent vibrational states

is larger and the spectral range is larger. The opposite trend is also true. It is therefore

intuitively obvious that for a finite probe pulsewidth, and therefore a finite bandwidth, a
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softer force constant, or otherwise a situation where b ≥ a is preferred. In this case, there

are likely to be more accessible vibrational states on the C state within the bandwidth of

the probe pulse. For finite pulsewidths ranging from 5-100 fs, the projection of ψ
(1)
B (t) onto

ψ
(2)
C (t) is depicted in Figure 5.26

Figure 5.26: The WDF for |ψ(1)
B,01(x, p, t) > is depicted on the

left of each snapshot at a phase of 5π/2. |ψ(2)
C,0−29(x, p, t) > was

created in the image of |ψ(1)
B,01(x, p, t) > when the latter was at

a phase of 3π/2. The top row is snapshots for when the vibra-
tional period on the C state is 100 cm−1 and the bottom is for a
vibrational period on the C state of 60 cm−1. Particularly in the
case of a 25 fs pulse width (middle, top and bottom) the C state
with a longer period of motion (60 cm−1, bottom) reproduces
the B state wavepacket with more fidelity than the C state with
a shorter period of motion (100 cm−1, top)

In the case of a 25 fs probe pulse (middle) the C state with 60 cm−1 vibrational eigenstate

spacing reproduces the B state wavepacket better than the C state with the 100 cm−1.

There is a finite tradeoff concerning ωC and ωB. As illustrated above, ωC < ωB allows for

a better represenation of the B wavepacket on the C state, however if ωC <<< ωB The B
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wavepacket evolves under the creation of of the C wavepacket, provided a sufficiently long

pulsewidth, and the projection onto the C state is smeared and appears isotropic. The longer

period of motion affords the luxury of better spectral resolution in the measurement, provided

there is a longer dissipation time to match (see Figure 5.22). The longer dissipation time,

in absence of the reemission due to recursion, which is determined by the period of motion

on the state, provides a higher degree of fidelity of wavepacket spatiotemporal dynamics. In

the opposite case, ωC >> ωB, The C state wavepacket is smeared during creation by the

probe pulse.

In regards to comparing the Wigner Transformed wavepacket to the density obtained wavepacket,

if the WDF is obtained via an IRT, then the WDF does not represent an ”instantaneneous”

snapshot of the density in time. The IRT requires density evolution over π period of motion

in order to reconstruct the WDF. A trivial comparison of the density derived Wigner and its

wavepacket derived counterpart can be made by subtracting one from the other, assuming

both have been normalized.

The WDFs, derived from the spectral density using IRT and from the wavepacket derived

via Wigner Transform are shown in Figure 5.27. The WDFs of the wavepacket at t = 0,

π
2
, π, and 3π

2
are depicted in the middle column. The WDFs for the same phases derived

from the density are depicted on either side, right for a C state with a 100 cm−1 vibrational

frequency and left for a C state with 60 cm−1. After normalization and multiplication by a

common multiplier, the residual difference between the WDFs derived from the wavepacket

and the density are shown further on either side for the appropriate conditions. On the very

right and left is a comparison of the wavepacket and the density derived profiles integrated

over all momentum. In this case, the probe pulse that created the higher lying excited state

wavepacket was 10 fs long and the vibrational cooling time on the C state is 50 fs. For

these conditions, the WDF is better reproduced when the C state has 100 cm−1 vibrational

spacing. However in the same set of WDFs created by a 25 fs probe pulse and 100 fs
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Figure 5.27: The WDFs obtained from a Wigner Transform
(middle) of the wavepacket compared to the WDF obtained by
IRT of the spectral density when the wavepacket is projected onto
a potential with 100 cm−1(middle right) and 60 cm−1(middle left)
vibrational frequencies, using a 10 fs pulse and 50 fs vibrational
dissipation time at t = 0, π

2
, π, and 3π

2
. The residual WDFs of

both cases(far left and far right) is the difference between the
IRT derived WDF and the Wigner Transform WDF. Farther
right and left is a comparison of the wavepacket and the density
WDFs integrated over the momentum.

vibrational cooling time depicted in Figure 5.28, the opposite is true. The lower energy

vibrational frequency potential has a better reproduction of the WDF with a vibrational

cooling time of 100 fs than with 50 fs as evidenced by the emergence of spectral features

in the momentum integrated plots. The pulse width for the 60 cm−1 potential makes little

difference, as all the vibrations on the C state are still prepared, even with a lower pulse

bandwidth. The higher vibrational energy potential WDF suffers due to a longer pulsewidth,

and hence a lower bandwidth, which prepared fewer vibrations on the C state. The longer

pulse width and dissipation time, in the absence of smearing, is better suited for a potential

with a lower energy vibrational frequency, while a shorter pulsewidth is better suited for a
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potential with a higher vibrational frequency.

Figure 5.28: The WDFs obtained from a Wigner Transform
(middle) of the wavepacket compared to the WDF obtained by
IRT of the spectral density when the wavepacket is projected onto
a potential with 100 cm−1(middle right) and 60 cm−1(middle left)
vibrational frequencies, using a 25 fs pulse and 100 fs vibrational
dissipation time at t = 0, π

2
, π, and 3π

2
. The residual WDFs of

both cases(far left and far right) is the difference between the
IRT derived WDF and the Wigner Transform WDF. Farther
right and left is a comparison of the wavepacket and the density
WDFs integrated over the momentum.

5.6 Fluctuations of the Wigner Hole

One of the metrics for measuring the fidelity of WDF reproduction when comparing a den-

sity source or a wavepacket source is the magnitude, or the ”depth” of the Wigner Hole.

This hole is a moniker for the negative region of the WDF, the fundamental proof that the

WDF contains the quantum description of the state being described. When considering the

magnitude of the hole of an evolving WDF, if the WDF was retrieved from a wavepacket

114



via Wigner Transform, the magnitude is time independent. Whereas, if the WDF is gener-

ated from a measurement, such as the time dependent spectrum being simulated here, the

hole is seen to fluctuate with a period proportional to the period of motion of the state

being described. The difference is highlighted in Figure 5.29. The fluctuation is clearly a

measurement artifact.

Figure 5.29: The size of the negative region was calculated for
WDFs obtained from tr-spectrum via IRT (Blue), and from the
wavepacket via Wigner Transform (Orange) as a function of one
period of motion of the original evolving superposition (0 to 2π,
x-axis). The hole size fluctuates in the density derived WDF due
to the angular convolution between the original and created state
overlap. The features observed over one cycle of motion repeat
for every 2π of evolution

To obtain the magnitude of the hole, the integral of all the values of a WDF is subtracted

from the integral of the absolute value of the WDF to give a magnitude that is twice the

size of the hole;

Hole(t) =

∫ ∫
|W (p, q, t)|dpdq −

∫ ∫
W (p, q, t)dpdq

2
(5.22)

The fluctuations of the hole magnitude, derived from the density WDF, as a function of time

arise from the mismatch of the original and created wavepackets. The created wavepacket

is always produced by the probe pulse at a turning point on the higher energy potential.

However, the original state, can be cloned via the probe pulse at any time. Hence the
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fluctuations result from the angular convolution of the original state at any phase and created

state, always at a turning point, while it is being created by the probe pulse. The important

consideration is that the measurement can only reduce the hole. This provides a robust

optimization principle for measurements with shaped pulses; namely, adjustment of pulse

width, detuning, and chirp to maximize the hole, and in the process, to obtain the highest

fidelity in the state reconstruction.

5.7 Generalizing the experimental requirements

Numerical simulations have shown the effect of ideal and far from ideal parameters of the

probe pulse width, detuning, the curvatures and displacements of the two electronic poten-

tials, and the vibrational dissipation time on the higher lying excited state. It is more helpful

to reduce the findings in terms of scaled parameters, to generalize the principles for state

reconstruction. Indeed, the considerations are limited to the reconstruction of the WDF of

a harmonic oscillator, which is a good approximation if low lying vibrational superpositions

are interrogated.

We consider the vibrational period of the lower excited state, on which the |0 >< 1| coherence

is created to have a vibrational frequency of ω′ and the higher lying excited state to have a

vibrational frequency of ω′′. An exact copy of the state is created on the upper electronic

state using a delta probe pulse. However, if the emission is limited to the decay of the

overlap between the created state and the original, this time must be long enough to define

the structure of the packet in its spectral map. The length of the overlap is determined by

the angular frequency of the created state WDF and the phase angle spanned by the original

state WDF on the created state potential. The latter is determined by the delta shift, xδ,

between potential minima.
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In the case where the vibrational dephasing time on the created state is long, or longer

than the period of motion of the vibrational frequency ω′′, reemission signatures in the form

of spectral interference will emerge in the time dependent spectrum. In the case where

wavepacket is projected onto a dissociative(unbound) potential energy surface, the measure

spectral fluctuations will only be observed under the temporal evolution of the probe pulse.

As described earlier in the case where the dephasing time is less than one period of motion

on the created state.

The effect of a finite probe pulse is the smearing seen in Figure 5.26, which arises from the

angular convolution between the original state and the created state. Since the emission

is limited to the vertical overlap of the state and its copy, this has the effect of angular

autocorrelation of the WDF, as long as the evolving excited state moves out of overlap and

the emission is restricted by dephasing to be instantaneous, i.e., as long as dephasing time

is shorter than the excited state period;

1

Γ
<

2π

ω′′
(5.23)

We see for potentials shifted by xδ = 5, that a pulsewidth of;

∆t = 0.1
1

Γ
= 0.1 ∗ 2π

ω′′
(5.24)

is necessary to restrict the distortion. As we show below, this is determined by the relative

displacement of the potentials. Much longer pulsewidths can be used for the same potentials

if their displacement is smaller. A more critical requirement on the probe pulsewidth is

placed by its time-bandwidth product; the probe bandwidth must span the entire Franck-

Condon window defined by the relative curvatures of the two electronic states. The classical

reflection approximation is adequate to define this requirement for the relative curvature
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between two states;

∆x
∂∆V (x)

∂x
= ∆E (5.25)

the energy bandwidth of the probe (∆E
h̄

is the spectral bandwidth), where ∆x is the spatial

span of the lower energy wavepacket (defined by the original state curvature, or equivalently

the original state frequency) and ∆V (x) is the difference between the lower and higher energy

excited state potentials;

∆V (x) =
1

2
k′x2 − 1

2
k′′(x− δ)2 (5.26)

k′ and k′′ are the force constants of the lower and higher energy potential energy surfaces

with the higher energy minimum shifted by δ. Further simplification yields;

∆V (x) =
1

2
(k′ − k′′)x2 + k′′xδ − 1

2
k′′δ2 (5.27)

The derivative of the difference yields the transformation function between spatial and spec-

tral coordinates;

∂∆V (x)

∂x
= (k′ − k′′)x+ k′′δ (5.28)

If the curvatures of the two potentials are not equal k′ 6= k′′ then there is a quadratic

difference in curvatures, which will cause distortion of the |0 >< 1| coherence at one of the

turning points, and compress it at the other. This can be overcome by using a shaped probe

pulse that passes through a spatial light modulator (SLM). If a spectrum is collected over π

phase of evolution in SRTG, and passed through an Inverse Radon Transform, a WDF can

be generated using an unperturbed probe pulse. The SLM can be iteratively optimized to

increase the size of the negative region of the WDF. When the negative region of the WDF
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is optimized, the amplitude profile of the pulse shaped by the SLM reveals the curvature of

the difference in potentials ∆V (x).

If the curvatures are the same, i.e., if ω′ = ω′′ then k′ = k′′ and the first term in Equation

5.26 is 0, and the difference potential is linear, with a slope of k′′δ. The significance of this

is that the space to frequency mapping is true, with a scaling determined by k′′ = µω′′2, and

δ. Therefore, as the displacement between the two potentials is increased, the FC window

is expanded along the frequency axis.

Figure 5.30: The WDFs obtained from IRT of the spectral den-
sity when xδ = 0.5 (left) and 2.0 (right). The potentials have
identical curvature. The probe pulse used to generate the density
is 10 fs long, and the excited state has a dephasing time of 100 fs.
The probe pulse is detuned such that the time dependent density
is even in height on both turning points to guarantee best WDF
reconstruction. Below the WDF is the FC projection from the
original vibrations (blue (v=0) and red (v=1) and the created vi-
brations (x-axis v=0-29). The WDF for the larger displacement
contains a Wigner Hole, whereas the smaller displacement does
not

Because the spacing in the models studied above focused largely on xδ = 5.0 the bandwidth
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of at 10 fs laser pulse was required to observe the full spread of the |0 >< 1| coherence.

Effectively, the above argument means that for a lower xδ, less bandwidth is required to see

the full spread of the wavepacket. This beckons the question of what is the bare minimum

displacement that can be used in order to observe a negative region in the WDF? If we

consider the WDF constructed from the earlier sequence of tr-spectra for identical potentials

from Figure 5.19 obtained by varying the displacement between the two potentials, we see

in Figure 5.30 that for a displacement of xδ = 0.5 between the two minima, no hole can be

observed (left side). Whereas for a displacement of xδ = 2.0 the WDF contains a negative

region(right side). A closer inspection of the FC projections, reproduced below the WDF for

each displacement show that the WDF with a larger displacement retains the valley between

the two peaks for the projection of ψB,v=1 (Red points), whereas the projection of the smaller

displacement has no such distinction. This projection, along with the ψB,v=0 are the time

dependent probability distributions that we see manifest in the time resolved spectra. The

significance of the two alternatively fluctuating peaks in time are the nascence of quantum

behavior as it shows that the wavepacket is neither in one side of the distribution nor the

other, but in both simultaneously. Therefore, if the distinction between being in on both

sides of the distribution is not present in the FC projections, as is the case in the with the

smaller displacement, then the WDF will not have in it a negative region.

The minimum amount of states necessary to depict the projection of two peaks and a valley

of ψB,v=1 is three, two for the peaks and one for the valley. The FC projection, along with

the density derived WDF appears in Figure 5.31 on the left. We see that for a two state

superposition on the lower energy excited state, projected onto three states on a higher

energy excited state, at a displacement of xδ =
√

2ln2, the half-width at half-max of the

ψB,v=0 wavefunction, the projection of ψB,v=1 onto ψC,v=1 is lower than its projection onto

ψC,v=0 and ψC,v=2. Accordingly, the generated WDF displays a negative region. As per the

argument made before that the probe pulse must have the bandwidth to span the states

created on the higher lying excited state, because the number of states in this case is 3, the
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Figure 5.31: The WDFs obtained from IRT of the spectral den-
sity when xδ =

√
2Ln2. The potentials have identical curvature.

The probe pulse used to generate the density is 10 fs(left) and
50 fs(right) long, and the excited state has a dephasing time of
100 fs. The probe pulse is detuned such that the time dependent
density is even in height on both turning points to guarantee best
WDF reconstruction. Below the WDF is the FC projection from
the original vibrations (blue (v=0) and red (v=1) and the created
vibrations (x-axis v=0-2). The WDF for both probe pulse dura-
tions contains a Wigner Hole. The tails or the yin-yang behavior
is generated as a result of evolution of the original wavepacket
under the probe pulse.

span of the probe pulse need only to be 200 cm−1, much less than the bandwidth of a 10 fs

pulse used earlier.

The same system, two vibrations projected onto three, with a displacement of a half-width

half-max of the ψB,v=0 wavefunction, but measured with a 50 fs appears in Figure 5.31 on

the right. The 50 fs probe pulse is not centered on the transition between ψC,v=0,1 and
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ψC,v=1 but is slightly shifted, to give either side of the valley equal weight. This is because

the FC projection depicted in the figure shows that the overlap of ψB,v=1 is better with

ψC,v=0 than it is with ψC,v=2. If the probe pulse is slightly shifted relative to the center

of the projection, it can be set such that the tr-spectrum will give either turning point

equal weight, for better reproduction of the WDF. The WDF generated by the longer probe

pulse exhibits the smearing discussed earlier; as the probe pulse is acting on the system,

the original state is evolving appreciably and effectively copies 1
6
th of its motion onto the

created state. This demonstrates that the optimal experimental conditions can be defined

in scaled coordinates of the relative potential shift and curvature to define the ideal probe

pulse width and dephasing time.
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Appendix A

Appendix

A.1 Tomographic State Reconstruction and Excited

State Wavepacket Propagation

The following is a manual for the generation of excited state wavepackets to simulate the

time resolved spectra depicted in Chapter 5, along with the necessary code to generate WDF

from Wigner Transforms and Inverse Radon Transforms.
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