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This dissertation develops a theory to design a controller which estimates and cancels unknown sinusoidal disturbances forcing a linear time-invariant system by using only measurement of state-derivatives of the system. Our design is based on the following steps; parametrization of the sinusoidal disturbance as the output of a known feedback system with an unknown output vector that depends on both unknown disturbance parameters and unknown plant parameters, design of an adaptive disturbance observer, and finally design of an adaptive controller. We extend the results for unmatched disturbances by using a backstepping procedure.

We employ the developed controller to solve the problem of cargo transfer in high sea states over a ramp from a large, medium-speed, roll-on/roll-off (LMSR)
vessel to a smaller connector vessel of a surface effect ship (SES) type. Our aim is to reduce ramp motion between the LMSR and SES in order to provide a safer environment for cargo transfer. We design an air cushion actuated controller to estimate and cancel the wave disturbance and stabilize the heave of the SES via heave acceleration feedback with actuation of the louver area for the case where the hydrodynamic and other parameters of the SES are not known a priori and the pressure dynamics of the air-cushion contains nonlinearly parameterized unknown terms. We also consider a two-chamber air-cushion SES model and design an adaptive controller to regulate heave and pitch simultaneously. In addition a tracking algorithm is proposed to keep the ramp stationary during the cargo transfer. We demonstrate the effects of our control designs in simulations in a time-domain seakeeping code, named AEGIR.

We also implement the developed controller on a scale model SES. We perform several experiments in a wave tank to test the performance of the controller. It is shown that the experimental results we have obtained are consistent with the developed theory.
Chapter 1

Introduction

The problem of cancelling sinusoidal disturbances in dynamical systems is a fundamental control problem, with many applications such as vibrating structures [42], active noise control [43] and rotating mechanisms control [44]. The common method to approach this problem is the internal model principle for which a general solution is given in [9], [10] in the case of linear systems. In the internal model approach, the disturbance is modeled as the output of a linear dynamic system which is called an exosystem. Then the effect of the disturbance on the plant response can be completely compensated by adding a replica of the exosystem model in the feedback loop.

The output regulation problem for minimum phase, uncertain nonlinear systems is solved in [4], [5], [19] and extended for non-minimum phase plants in [20]. Moreover, designs for nonlinear systems are proposed in [28], [29], [46], [47]. The regulation of a linear time-varying system for unknown exosystem is considered in [30]. Disturbance cancelation and output regulation designs also exist for continuous-time LTI systems [1], [6], [21], [31], [38], [40] and discrete-time LTI systems [41]. In all of these references, the controllers are designed by using measurement of state or an output.

In the last decade, the state derivative feedback control has been considered by many researchers [48]–[32] due to its various advantages in applications. In most practical systems, using accelerometers as sensors is easier, cheaper and more reliable than using position sensors. As an application example, the heave
dynamics of a surface effect ship (SES) which has air cushion chamber underneath the deck, is given as a second order mass-spring-damper system which is driven by sinusoidal wave disturbances and pressure of the air cushion chamber in [2]. The model can be represented in the controllable canonical state space form by considering heave and heave rate as states. Besides, the pressure dynamics can be modeled either as a linear system [2], [11] or as a nonlinear system for control design purpose.

An SES offers a high quality and more efficient ride in heavy sea states compared to conventional catamarans. One of its main operational requirements is the transfer of cargo from a large, medium-speed, roll-on/roll-off (LMSR), to nearby land targets [3]. An SES has two modes of operation: It is either supported entirely by twin hulls resembling a catamaran, or by an air cushion that uses a bag system and fans to fill a pocket of air to lift the craft towards the surface of the water.

There is an ongoing effort on the improvement of modeling of such ships, with a number of highly complex and coupled interactions that increase the difficulty. References [25] and [37] present mathematical models of various marine vehicles and their applications. In addition to the synthesis of equations of motion, there is also an effort to analyze and simulate these ships [7], [8].

There are control approaches to increase the ride quality of a marine vessel. In [2], the wave equation is considered to yield a more general equation for spatial change of the pressure of air cushion in time and design a ride control system using dissipative control. Reference [11] proposes a decoupled cushion control to reduce the effect of the two main resonant modes for air cushion catamarans. The main objective of the proposed controllers in the given references is to keep the pressure of the air cushion stable and avoid cobble stone effect. The dynamic model and control scheme for under-actuated and fully actuated marine surface vessels are given in [23] and [24] respectively. Reference [33] proposes a model predictive control design to prevent dynamic stall and increase the effectiveness of ship fin stabilizers. The various techniques to control of roll motions of ships are summarized in [34].
One of the main aim is to reduce ramp motion between an LMSR and SES operating in moderate sea states in order to provide a safer environment for cargo transfer. The oscillation of an LMSR is relatively low with respect to an SES, due to its heavy structure. Therefore, it is reasonable to focus on the stabilization of the heave mode of SES.

Despite of all simplification in the model, designing a controller for an SES presents significant challenges. Difficulties arise from unmeasured sinusoidal wave disturbances, inaccurate system parameters such as mass and hydrodynamic terms, indirect actuation of the air cushion pressure, nonlinearly parameterized model of the air cushion pressure dynamics and the difficulty of measuring the position of each vessel precisely.

In Chapter 2 by employing an approach inspired by [39] and [38], we design an adaptive controller to estimate and cancel the matched and unmatched unknown sinusoidal disturbances forcing LTI systems with known system parameters by using measurement of state-derivative of system and the state of input dynamics. We solve the problem for the case where the parameters of the system are unknown, in Chapter 3. We prove that the equilibrium of closed loop is stable and state of the LTI system goes to zero as $t \to \infty$ with perfect disturbance estimation. In Chapter 4 we develop an adaptive backstepping wave cancelation algorithm by using the measurement of pressure, heave rate and acceleration with actuation of the louver area to tackle all combinations of the mentioned challenges. We consider a two-chamber air-cushion SES and design an adaptive controller to regulate heave and pitch simultaneously in Chapter 5. We use existing software, named AEGIR, to model the system and simulate it with and without control. AEGIR is a time-domain seakeeping code that uses an advanced, high-order boundary element method (BEM) to solve the three-dimensional, potential and-flow, and wave flow problems and automatically calculates the water line intersection to determine the wetted and dry surface areas as the vessel moves through waves [7]. With the proposed controller, we estimate the unknown wave disturbance and cancel its effect to the system. Simulation results demonstrate significant reduction in heave and pitch of SES. Thus, we achieve to reduce ramp oscillation and provide safer
environment for cargo transfer over the ramp. The implementation of the developed algorithm on a scale model SES and the result of the experiments which has been performed in a wave tank are given in Chapter 6.
Chapter 2

Adaptive Cancelation of Unknown Sinusoidal Disturbances for Known LTI Systems by State Derivative Feedback

We develop an adaptive controller to estimate and cancel the matched and unmatched unknown sinusoidal disturbances forcing LTI systems with known system parameters by using measurement of state-derivative of system and the state of input dynamics. Our design is based on the parametrization of the sinusoidal disturbance as the output of a known feedback system with an unknown output vector that depends on unknown disturbance parameters. This parametrization allows us to design an observer and convert the problem to an adaptive control design. We also propose a design for unmatched disturbance by using a backstepping procedure. We prove that the equilibrium of the closed-loop adaptive system is stable and state of the system goes to zero as $t \to \infty$ with perfect disturbance estimation. The effectiveness of the controllers are illustrated with simulation examples.

This chapter is organized as follows: We state the problem for the case where the disturbance and the system input are matched and propose our design with
stability proof and numerical example in Section 2.1. In Section 2.2 we develop an adaptive controller for unmatched disturbance by using backstepping design. The stability of the proof with a numerical example are also given in the same section. Section 2.3 summarizes the results.

2.1 Matched Unknown Sinusoidal Disturbance

2.1.1 Problem Statement and Adaptive Controller Design

We consider the multi-input LTI system

\[ \dot{x}(t) = Ax(t) + B(u(t) + \nu(t)), \tag{2.1} \]

with the state \( x(t) \in \mathbb{R}^n \), input \( u(t) \in \mathbb{R} \), and sinusoidal disturbance \( \nu(t) \in \mathbb{R} \) given by

\[ \nu(t) = \sum_{i=1}^{q} g_i \sin(\omega_i t + \phi_i), \tag{2.2} \]

where \( i \neq j \Rightarrow \omega_i \neq \omega_j, \omega \in \mathbb{Q}, g_i, \phi_i \in \mathbb{R} \).

The sinusoidal disturbance \( \nu \) can be represented as the output of a linear exosystem,

\[ \dot{w}(t) = Sw(t) \tag{2.3} \]
\[ \nu(t) = h^T w(t) \tag{2.4} \]

where \( w \in \mathbb{R}^{2q} \) and the choice of \( S \in \mathbb{R}^{2q \times 2q} \) and \( h \in \mathbb{R}^{2q} \) is not unique.

We make the following assumptions regarding the plant (2.1) and the exosystem (2.3)–(2.4):

**Assumption 2.1** \( A \) is invertible.

**Assumption 2.2** The pair \( (A, B) \) is controllable.

**Assumption 2.3** \( x \) and \( \nu \) are not measured but \( \dot{x} \) is measured.

**Assumption 2.4** The pair \( (h^T, S) \) is observable.
**Assumption 2.5** The eigenvalues of $S$ are imaginary, distinct and rational.

**Assumption 2.6** $q$ is known.

**Assumption 2.7** $S$ and $h$ are unknown.

**Assumption 2.8** $g_i \neq 0$ for all $i \in \{1, \ldots, q\}$.

Under Assumptions 2.1 and 2.2, there exists a control gain $K \in \mathbb{R}^{1 \times n}$ such that $(A^{-1} + A^{-1}BK)$ is Hurwitz [48].

We state now our adaptive controller with a disturbance observer. In Section 2.1.2 we analyze the stability properties of the closed-loop system.

The adaptive controller for the system (2.1), (2.3), (2.4) is given by

$$u = -K \dot{x} - \dot{\theta}^T \xi,$$

(2.5)

the update law for $\dot{\theta}(t)$ is given by

$$\dot{\theta} = -\gamma \xi (A^{-1}B)^T P \dot{x}, \quad \gamma > 0,$$

(2.6)

with the positive definite matrix $P$ which is a solution of the matrix equation

$$(A^{-1} + A^{-1}BK)^T P + P(A^{-1} + A^{-1}BK) = -2I.$$

(2.7)

The disturbance observer is given by

$$\dot{\eta} = G(\eta + N(\dot{x} - Bu)) - NA\dot{x}$$

(2.8)

$$\xi = \eta + N(\dot{x} - Bu),$$

(2.9)

where $G$ is a $2q \times 2q$ Hurwitz matrix with distinct poles and constitutes a controllable pair with a chosen vector $l \in \mathbb{R}^{2q}$ and $N$ is a $2q \times n$ matrix which is given by

$$N = \frac{1}{B^T B}lB^T,$$

(2.10)

where the given $N$ is one of the many solutions of the following equation

$$NB = l.$$  

(2.11)
Since the matrices $G$ and $S$ have disjoint spectra, the pair $(h^T, S)$ is observable, and the pair $(G, l)$ is controllable, the Sylvester equation

$$MS - GM = lh^T,$$  \hspace{1cm} (2.12)

has a unique solution[13]. This fact is exploited in the proof of our stability result (Lemma 2.1).

We first state a theorem describing our main stability result and then we prove it using a series of technical lemmas in Section 2.1.2.

**Theorem 2.1** Consider the closed-loop system consisting of the plant (2.1) forced by the unknown sinusoidal disturbance (2.2), the disturbance observer (2.8),(2.9) and the adaptive controller (2.5),(2.6). Under Assumptions 2.1–2.7, the system’s solution $x(t) \equiv 0$, $\hat{\theta}(t) \equiv (MS)^{-T}h$, $\eta(t) \equiv GMw(t)$ is globally uniformly asymptotically stable and locally exponentially stable. Furthermore, $\hat{\theta}^T(t)\xi(t) - \nu(t) \to 0$ exponentially as $t \to \infty$, namely, perfect estimation of the disturbance is achieved.

### 2.1.2 Stability Proof

The following lemma enables us to represent the unknown sinusoidal disturbance as the output of a linear system whose input is the disturbance itself, whose state and input matrices are known, and whose output matrix is unknown.

**Lemma 2.1** Let $G \in \mathbb{R}^{2q \times 2q}$ be a Hurwitz matrix with distinct eigenvalues and let $(G, l)$ be a controllable pair. Then, $\nu$ can be represented as the output of the model

$$\dot{z} = Gz + l\nu$$  \hspace{1cm} (2.13)

$$\nu = \theta^T \dot{z}$$  \hspace{1cm} (2.14)

$$\theta^T = h^T (MS)^{-1}.$$  \hspace{1cm} (2.15)

**Proof** This result and its proof are inspired by [39]. To establish (2.13) from (2.3), consider

$$z = Mw.$$  \hspace{1cm} (2.16)
Differentiating (2.16), we obtain

\[ \dot{z} = MSw. \] \hspace{1cm} (2.17)

Using (2.12), we have

\[ \dot{z} = MSw = GMw + lh^Tw. \] \hspace{1cm} (2.18)

Substituting (2.4) and (2.16) into (2.18) yields (2.13). Substituting \( w = (MS)^{-1}\dot{z} \) into (2.4), we obtain (2.14) and (2.15).

The previous lemma enables us to write the unknown external disturbance \( \nu \) as the product of an unknown constant \( \theta \) and the vector \( \dot{z} \). However, \( \dot{z} \) is not accessible, since the signal \( \nu \) can not be measured. To overcome this problem, we design the observer (2.8)–(2.9).

The following lemma establishes the properties of the observer.

**Lemma 2.2** The inaccessible disturbance \( \nu \) can be represented in the form

\[ \nu = \theta^T \xi + \theta^T \delta, \] \hspace{1cm} (2.19)

where \( \delta \in \mathbb{R}^q \) obeys the equation

\[ \dot{\delta} = G\delta. \] \hspace{1cm} (2.20)

**Proof** Differentiating (2.13), we obtain

\[ \ddot{z} = G\dot{z} + l\dot{\nu}. \] \hspace{1cm} (2.21)

By defining the estimation error, we get

\[ \delta = \dot{z} - \xi. \] \hspace{1cm} (2.22)

Differentiating \( \delta \) with respect to time and in view of (2.13), (2.8) and (2.9), we get

\[ \dot{\delta} = G\dot{z} + l\dot{\nu} - G(\eta + N(\dot{x} - Bu)) + NA\ddot{x} - NA\dot{x} - NB\dot{\nu}. \] \hspace{1cm} (2.23)

Substituting (2.9) into (2.23), using (2.22) and the fact that \( ND = l \), we get (2.20). Using (2.14), (2.22), we obtain (2.19).
Lemmas 2.1 and 2.2 convert the problem from cancelation of an unknown sinusoidal disturbance to an adaptive control problem.

The following lemma is used in the proof of the main theorem.

**Lemma 2.3** There exists $\rho > 0$ such that for all $t_0 \geq 0$, the following holds

$$Q_{\rho}(\rho, t_0) = \int_{t_0}^{t_0+\rho} \xi(t)\xi^T(t) \, dt - \frac{1}{\rho} \int_{t_0}^{t_0+\rho} \xi(t) \, dt \int_{t_0}^{t_0+\rho} \xi^T(t) \, dt > 0.$$  \hspace{1cm} (2.24)

**Proof** By differentiating (2.22) with respect to time and using (2.20) and (2.21), the estimate $\xi$ can be represented as the solution of

$$\dot{\xi} = G\xi + \hat{l}\dot{\nu},$$  \hspace{1cm} (2.25)

where

$$\dot{\nu} = \sum_{i=1}^{q} \overline{g}_i \cos(\omega_i t + \phi_i),$$  \hspace{1cm} (2.26)

with $\overline{g}_i = g_i\omega_i$.

By solving (2.25), we get

$$\xi(\tau) = e^{G\tau}\xi(0) + \int_{0}^{\tau} e^{G(\tau-\sigma)}\hat{l}\dot{\nu} \, d\sigma.$$  \hspace{1cm} (2.27)

Since $G$ has distinct eigenvalues and is Hurwitz, it is diagonalizable. Using a Jordan decomposition of the matrix $G$, we can write

$$G = L\Lambda L^{-1},$$  \hspace{1cm} (2.28)

where $L$ is the square $2q \times 2q$ matrix whose $i^{th}$ column is the $i^{th}$ eigenvector of $G$ and $\Lambda$ is the diagonal matrix whose diagonal elements are the corresponding eigenvalues of $G$.

Defining $L^{-1}\overline{l} = \overline{l}$, substituting (2.28) into (2.27) and using the property $e^{L\lambda L^{-1}} = Le^{\Lambda}L^{-1}$, we get

$$\xi(\tau) = L e^{\Lambda\tau}L^{-1}\xi(0) + L e^{\Lambda\tau} \int_{0}^{\tau} e^{-\Lambda\sigma}\overline{l}\dot{\nu} \, d\sigma.$$  \hspace{1cm} (2.29)

By computing the integral in (2.29), we obtain

$$\xi(\tau) = L \left(e^{\Lambda\tau}C_c + \Psi(\tau)\right),$$  \hspace{1cm} (2.30)
where $\Psi \in \mathbb{R}^{2q}$ is the vector whose $j^{th}$ row is
\[
\sum_{i=1}^{q} \frac{7_j f_i}{\lambda_j^2 + \omega_i^2} (-\lambda_j \cos(\omega_i \tau + \phi_i) + \omega_i \sin(\omega_i \tau + \phi_i)),
\]
and
\[
C_c = L^{-1} \xi(0) - \Psi(0).
\]

Since $\dot{\nu}$ is a sufficiently rich signal order of $2q$ and $(G, l)$ is a controllable pair, $\xi$ is persistently exciting [18]. Therefore, there exist positive $\rho^*$ and $\alpha_0$ such that for all $\rho > \rho^*$ and $t_0 \geq 0$ the following holds
\[
\int_{t_0}^{t_0+\rho} \xi(t)\xi^T(t) \, dt \geq \rho \alpha_0 I.
\]

Under Assumption 2.5, the frequencies of $\dot{\nu}$ can be represented as
\[
\omega_i = \frac{\text{num}(\omega_i)}{\text{den}(\omega_i)}, \quad \text{num}(\omega_i), \text{den}(\omega_i) \in \mathbb{Z}^+, \quad i = 1 \ldots q.
\]

Then $\rho$ that given by
\[
\rho = \vartheta \text{lcm}(\text{num}(\omega_1), \ldots, \text{num}(\omega_q)) \times \text{lcm}(\text{den}(\omega_1), \ldots, \text{den}(\omega_q)) 2\pi > \rho^*,
\]
where lcm is the abbreviation of the least common multiple, satisfies (2.33) if $\vartheta \in \mathbb{Z}^+$ is chosen sufficiently large for given $\rho^*$ and $\omega_1, \ldots, \omega_q$. Since $\Psi(t)$ defined by (2.31) has a period $\rho$ and incorporates only zero-mean functions, it follows that
\[
\int_{t_0}^{t_0+\rho} \Psi(t) \, dt = 0.
\]

Substituting (2.30)–(2.35) into (2.24), we get
\[
Q_p(\rho, t_0) \geq L\Theta L^T,
\]
where
\[
\Theta = \rho \overline{\alpha}_0 I - \frac{1}{\rho} \Gamma(\rho)\Gamma^T(\rho),
\]

$\overline{\alpha}_0 > 0$ satisfies $\alpha_0 I - \overline{\alpha}_0 LL^T > 0,$
\[
\Gamma(\rho) = \begin{bmatrix}
c_1 e^{\lambda_1 t_0} (e^{\lambda_1 \rho} - 1) \\
\vdots \\
c_{2q} e^{\lambda_{2q} t_0} (e^{\lambda_{2q} \rho} - 1)
\end{bmatrix},
\]

(2.38)
and \( c_i \) denotes the \( i^{th} \) row of the vector \( C_e/\lambda_i \).

Since \( L \) is full rank, \( Q_p \) satisfies the inequality (2.24) if \( \mu^T \Theta \mu > 0 \) for all nonzero \( \mu \in R^{2q} \). Using (2.37), we have

\[
\mu^T \Theta \mu = \rho \bar{c}_0 \left( \mu_1^2 + \ldots + \mu_{2q}^2 \right) - \frac{1}{\rho} \left( \mu_1 c_1 e^{\lambda_1 t_0} (e^{\lambda_1 \rho} - 1) \right)^2 \\
+ \ldots + \mu_{2q} c_{2q} e^{\lambda_{2q} t_0} (e^{\lambda_{2q} \rho} - 1)^2 .
\] (2.39)

By using Cauchy-Schwarz's inequality and by noting that \( \lambda_i < 0 \), \( |(e^{\lambda_i \rho} - 1)| \leq 1 \), we have

\[
\mu^T \Theta \mu \geq \rho \bar{c}_0 \left( \mu_1^2 + \ldots + \mu_{2q}^2 \right) - \frac{1}{\rho} \left( (c_1 e^{\lambda_1 t_0})^2 + \ldots + (c_{2q} e^{\lambda_{2q} t_0})^2 \right) \\
\geq \left( \mu_1^2 + \ldots + \mu_{2q}^2 \right) \left( \rho \bar{c}_0 - \frac{1}{\rho} \left( (c_1 e^{\lambda_1 t_0})^2 + \ldots + (c_{2q} e^{\lambda_{2q} t_0})^2 \right) \right) .
\] (2.40)

Since \( \rho \bar{c}_0 \) is monotonically increasing and \( \frac{1}{\rho} \left( (c_1 e^{\lambda_1 t_0})^2 + \ldots + (c_{2q} e^{\lambda_{2q} t_0})^2 \right) \) is monotonically decreasing with respect to \( \rho \) for all fixed \( t_0 \), one can find a \( \rho \) using (2.34) such that for all \( t_0 \geq 0 \), (2.24) holds.

**Proof of Theorem 2.1:** We represent the closed-loop system as a linear time-varying (LTV) system which is given by

\[
\dot{\zeta} = E(t)\zeta + F(t)\delta,
\] (2.41)

where

\[
E(t) = \begin{bmatrix}
A_{cl} & \frac{B \xi^T}{\gamma \xi (A^{-1}B)^T P A_{cl}} \\
\gamma \xi (A^{-1}B)^T P A_{cl} & \gamma \xi (A^{-1}B)^T P B \xi^T
\end{bmatrix} 
\] (2.42)

\[
F(t) = \begin{bmatrix}
\frac{B \theta^T}{\gamma \xi (A^{-1}B)^T P B \theta^T} \\
\gamma \xi (A^{-1}B)^T P B \theta^T
\end{bmatrix}
\] (2.43)

\[
\zeta = \begin{bmatrix}
x^T \\
\bar{\theta}^T
\end{bmatrix}^T
\] (2.44)

\[
\bar{\theta} = \theta - \hat{\theta},
\] (2.45)
with

\[ A_d = (A^{-1} + A^{-1}BK)^{-1} \]  \hspace{1cm} (2.46)

\[ B = A_d A^{-1} B. \]  \hspace{1cm} (2.47)

We first show that the equilibrium \( \zeta = 0 \) of the homogenous part of the LTV system (2.41) is exponentially stable. Towards that end, we choose the following Lyapunov function

\[ V = \frac{1}{2} \zeta^T P_c \zeta, \]  \hspace{1cm} (2.48)

where

\[ P_c = \begin{bmatrix} P & 0 \\ 0 & \frac{1}{2} I \end{bmatrix}. \]  \hspace{1cm} (2.49)

Taking the derivative of \( V \), we get

\[ \dot{V} = \frac{1}{2} \zeta^T \left[ A_d^T P + PA_d \right] \zeta + \frac{1}{2} \zeta^T \left[ \zeta B^T (A_d^T P A_d^{-1} + P) B \right] \xi^T \zeta. \]  \hspace{1cm} (2.50)

By pre and post multiplying (2.7) by \( A_d^T \) and \( A_d \) and using the fact that \( A_d = (A^{-1} + A^{-1}BK)^{-1} \), we obtain

\[ A_d^T P + PA_d = -2A_d^T A_d. \]  \hspace{1cm} (2.51)

Pre-multiplying (2.7) by \( A_d^T \), we get

\[ A_d^T P A_d^{-1} + P = -2A_d^T. \]  \hspace{1cm} (2.52)

Post-multiplying (2.7) by \( A_d \), we get

\[ P + A_d^{-T} PA_d = -2A_d. \]  \hspace{1cm} (2.53)

Substituting (2.7), (2.51)–(2.53) into (2.50), we get

\[ \dot{V} = -\zeta^T \left[ A_d^T A_d \begin{bmatrix} A_d B \xi^T \\ \xi B^T A_d \end{bmatrix} \right] \zeta. \]  \hspace{1cm} (2.54)
Defining
\[ C^T(t) = \begin{bmatrix} A_c & B\xi^T \end{bmatrix}, \] (2.55)
we get
\[ \dot{V} = \frac{1}{2} \zeta^T \left( E^T(t)P_c + P_cE(t) \right) \zeta = -\zeta^T C(t)C(t)^T \zeta. \] (2.56)

Therefore, it follows that \( P_c \), as defined in (2.49), satisfies the following inequality
\[ E^T(t)P_c + P_cE(t) + \alpha C^T(t)C(t) \leq 0 \] (2.57)
for some \( \alpha > 0 \).

The equilibrium \( \zeta = 0 \) of the homogenous part of (2.41) is exponentially stable if \( (C(t), E(t)) \) is a uniformly completely observable (UCO) pair [26]. For a bounded \( H(t) \), the pairs \( (C(t), E(t)) \) and \( (C(t), E(t) + H(t)C(t)^T) \) have the same UCO property [26]. Choosing
\[ H(t) = \begin{bmatrix} -I \\ -\xi(A^{-1}B)^T P \end{bmatrix}, \] (2.58)
we write the system corresponding to the pair \( (C, E + HC^T) \) as
\[ \dot{Y} = 0 \] (2.59)
\[ y = C^T(t)Y. \] (2.60)

The state transition matrix of (2.59) is \( \Phi = I \). Therefore, \( (C, E + HC^T) \) is a UCO pair if there exist positive constants \( \alpha_1, \alpha_2, \rho \) such that the observability Gramian satisfies
\[ \alpha_2 I \geq \int_{t_0}^{t_0+\rho} C(t)C^T(t) dt \geq \alpha_1 I, \] (2.61)
for all \( t_0 \geq 0 \). Since \( \xi \) is bounded, recalling (2.55), the upper bound of (2.61) is satisfied. We now prove the lower bound in (2.61). Calculating the integral in (2.61), we get
\[ X = \int_{t_0}^{t_0+\rho} C(t)C^T(t) dt \]
\[ = \begin{bmatrix} A_{cl}^T A_{cl} \rho & A_{cl}^T B \int_{t_0}^{t_0+\rho} \xi^T dt \\ \int_{t_0}^{t_0+\rho} \xi dt B^T A_{cl} & \int_{t_0}^{t_0+\rho} \xi B^T B\xi^T dt \end{bmatrix}. \] (2.62)
Let $S_h$ be the Schur complement of $A_{cl}^T A_{cl} \rho$ in $X$, where
\[
S_h = \int_{t_0}^{t_0+\rho} \xi B^T B \xi^T dt - \frac{1}{\rho} \int_{t_0}^{t_0+\rho} \xi dt \int_{t_0}^{t_0+\rho} A_{cl}^{-1} A_{cl}^T \rho \int_{t_0}^{t_0+\rho} \xi^T dt.
\]

Since $A_{cl}^T A_{cl} \rho$ is positive definite, $X$ is positive definite if and only if $S_h$ is positive definite. Since $D^T D$ is a positive scalar, according to Lemma 2.3 there exists a positive $\rho$ such that for all $t_0 > 0$, $S_h > 0$. Hence, $(C, E + H C^T)$ is UCO, which implies that $(C, E)$ is UCO. Therefore, the state transition matrix $\Phi(t, t_0)$ corresponding to $E(t)$ in (2.41) satisfies
\[
\| \Phi(t, t_0) \| \leq \kappa_0 e^{-\gamma_0 (t-t_0)}
\]
for some positive constants $\kappa_0, \gamma_0$. Since $G$ is Hurwitz, we have that
\[
|\delta(t)| = |e^{G(t-t_0)} \delta(0)| \leq \kappa_1 e^{-\gamma_1 (t-t_0)} |\delta(0)|
\]
for some positive constants $\kappa_1, \gamma_1$. The solution of (2.41) is written as
\[
\zeta(t) = \Phi(t, 0) \zeta(0) + \int_0^t \Phi(t, \tau) F(\tau) \delta(\tau) d\tau.
\]

Using (2.64)–(2.66), we get
\[
|\zeta(t)| \leq \kappa_0 e^{-\gamma_0 t} |\zeta(0)| + \int_0^t \kappa_0 e^{-\gamma_0 (t-\tau)} |F(\tau)| \kappa_1 e^{-\gamma_1 t} |\delta(0)| d\tau
\]
\[
\leq \kappa_0 e^{-\gamma_0 t} |\zeta(0)| + \kappa_1 \kappa_0 \sup_{0 \leq \tau \leq t} |F(\tau)| \int_0^t e^{(\gamma_0 - \frac{1}{2} \min\{\gamma_0, \gamma_1\}) \tau} d\tau
\]
\[
= \kappa_0 e^{-\gamma_0 t} |\zeta(0)| + \frac{\kappa_1 \kappa_0}{(\gamma_0 - \frac{1}{2} \min\{\gamma_0, \gamma_1\})} |\delta(0)| e^{-\gamma_0 t} \left( e^{(\gamma_0 - \frac{1}{2} \min\{\gamma_0, \gamma_1\}) t} - 1 \right)
\]
\[
= \kappa_0 e^{-\gamma_0 t} |\zeta(0)| + \frac{\kappa_1 \kappa_0}{(\gamma_0 - \frac{1}{2} \min\{\gamma_0, \gamma_1\})} |\delta(0)| \left( e^{-\frac{1}{2} \min\{\gamma_0, \gamma_1\} t} - e^{-\gamma_0 t} \right)
\]
\[
\leq \kappa_0 e^{-\gamma_0 t} |\zeta(0)| + \frac{\kappa_1 \kappa_0}{(\gamma_0 - \frac{1}{2} \min\{\gamma_0, \gamma_1\})} |\delta(0)| e^{-\frac{1}{2} \min\{\gamma_0, \gamma_1\} t}.
\]

Substituting (2.17) into (2.22), we get
\[
\xi(t) = MS w(t) - \delta(t).
\]
Substituting (2.68) into (2.9) and using (2.12) and the fact that \( \dot{x} - Bu = Ax + B\nu \) and \( NB = l \), we obtain

\[
\eta(t) - GMw(t) = -NAx(t) - \delta(t).
\] (2.69)

By virtue of (2.44),

\[
\eta(t) - GMw(t) = -[NA, 0, I] \begin{bmatrix} \zeta \\ \delta \end{bmatrix}.
\] (2.70)

Since \( \zeta(0) = \begin{bmatrix} x^T(0), \hat{\theta}(0) - h^T(MS)^{-1} \end{bmatrix}^T \) and \( \delta(0) = -NAx(0) - \eta(0) + GMw(0) \), following (2.65) and (2.67) we get that the solution \( x(t) \equiv 0, \; \hat{\theta}(t) \equiv (MS)^{-T}h, \) \( \eta(t) \equiv GMw(t) \) is globally uniformly asymptotically stable and locally exponentially stable. Furthermore, according to Lemma 2.2, \( \hat{\theta}^T(t)\xi(t) - \nu(t) \to 0 \) exponentially as \( t \to \infty \), namely, perfect estimation of the disturbance is achieved.

The reason why we are not claiming global exponential stability is that the quantities \( \sup_{0 \leq \tau \leq t} |F(\tau)|, \kappa_0, \gamma_0 \), while bounded, actually depend on the initial conditions \( x(0), \hat{\theta}(0), \eta(0) \), as can be observed by tracing the derivation of these quantities throughout the paper and in the quoted sources.

\[\Box\]
2.1.3 Simulation Results

We illustrate the performance of our controller with a second-order system with \( A = \begin{bmatrix} 0 & 1 \\ 1 & 3 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \) the unknown disturbance \( \nu(t) = 3 \sin(t + \pi/5) \)
and initial condition \( x = \begin{bmatrix} 5 \\ 0 \end{bmatrix}^T \). The control gain \( K \) is chosen such that the eigenvalues of \((A^{-1} + A^{-1}BK)\) are \(-2\) and \(-1\). For the update law, we choose \( \gamma = 1 \). Finally, the controllable pair \((G, l)\) is chosen as 

\[
G = \begin{bmatrix} 0 & 1 \\ -1.95 & -2.8 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad N = \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}.
\]

From Figures 2.1 and 2.2 one can observe that \( x(t) \) exponentially converges to zero and the unknown disturbance is perfectly estimated, as Theorem 2.1 predicts.

The placement of the poles of \((A^{-1} + A^{-1}BK)\) as well as the update gain \( \gamma \) affect the convergence of the states and the estimation. Increasing the absolute value of the real part of the poles provides high control gain. The update gain \( \gamma \) should be chosen proportionally high or low with respect to control gain to provide an optimum convergence rate.
2.2 Unmatched and Unknown Sinusoidal Disturbance

2.2.1 Problem Statement and Backstepping Adaptive Controller Design

In this section, we consider the single-input LTI system

\[ \dot{x} = Ax + B (p + \nu) \]  \hspace{1cm} (2.71)
\[ \dot{p} = a^T x + b_p p + b_u u \]  \hspace{1cm} (2.72)

with the state \( x \in \mathbb{R}^n \) and \( p \in \mathbb{R} \), input \( u \in \mathbb{R} \), and sinusoidal disturbance \( \nu \in \mathbb{R} \) given by

\[ \nu(t) = \sum_{i=1}^{q} g_i \sin(\omega_i t + \phi_i), \]  \hspace{1cm} (2.73)

where \( i \neq j \Rightarrow \omega_i \neq \omega_j, \omega \in \mathbb{Q}, g_i, \phi_i \in \mathbb{R} \). The main difference between (2.1) and (2.71) is the unmatched sinusoidal disturbance. Since \( p \) has its own dynamics (2.72), the main input \( u \) and \( \nu \) are not in the same equation. There is an integrator between them. Therefore, we use a backstepping procedure to design an adaptive controller.

We state now our adaptive controller with a disturbance observer. In Section 2.2.2 we analyze the stability properties of the closed-loop system.

The adaptive controller for the system (2.3), (2.4), (2.71), (2.72) is given by

\[ u = \frac{1}{(1 + KB)b_u} \left( (\dot{\hat{\beta}}^T l - (1 + KB)(b_p - a^T A^{-1} B))p \right. \]
\[ \left. - (\dot{\hat{\beta}}^T N + (\dot{\hat{\beta}}^T N + K)A + (1 + KB)a^T A^{-1} \right. \]
\[ \left. -(A^{-1} B)^T P)\dot{x} + (1 + KB)(a^T A^{-1} B)\dot{\hat{\beta}}^T \xi \right. \]
\[ \left. - (KB + \dot{\hat{\beta}}^T l)\beta^T \xi - \dot{\hat{\beta}}^T \eta - \dot{\hat{\beta}}^T \dot{\eta} \right. \]
\[ \left. - \left( (KB + \dot{\hat{\beta}}^T l)^2 + c \right) e \right), \]  \hspace{1cm} (2.74)
where \( c > \frac{1}{2} \) and
\[
e = p - \left( -K \dot{x} - \hat{\theta}^T \xi \right).
\] (2.75)

The update laws for \( \hat{\theta}(t) \) and \( \hat{\beta}(t) \) are given by
\[
\dot{\hat{\theta}} = -\gamma_t \xi \left( (A^{-1} B)^T P \dot{x} + (1 + KB)(a^T A^{-1} B)e \right),
\] (2.76)
\[
\dot{\hat{\beta}} = \gamma_b \xi \left( KB + \hat{\theta}^T l \right)
\] (2.77)

with \( \gamma_t, \gamma_b > 0 \). The positive definite matrix \( P \) and the disturbance observer filters are given in (2.7)–(2.12). The error signal \( e \) represents the deviation of the actual \( p \) from the desired value which is given in (2.5) as the control law for matched disturbance.

We first define the signals needed in the analysis and state a theorem describing our main stability result. Then we prove the theorem using a series of technical lemmas in Section 2.2.2.

Estimation errors of the unknown parameters are denoted by
\[
\tilde{\theta}(t) = (MS)^{-T} h - \hat{\theta}(t),
\] (2.78)
\[
\tilde{\beta}(t) = \frac{1}{1 - h^T (MS)^{-1} l} G^T (MS)^{-T} h - \hat{\beta}(t),
\] (2.79)

and \( \delta(t) \) and \( \tilde{\xi}(t) \) denotes the signals,
\[
\delta(t) = MS w(t) - \xi(t),
\] (2.80)
\[
\tilde{\xi}(t) = \xi(t) - \bar{\xi}(t),
\] (2.81)

where
\[
\bar{\xi}(t) = \int_0^t e^{G(t-\tau)} l \nu(\tau) d\tau.
\] (2.82)

**Theorem 2.2** Consider the closed-loop system consisting of the plant (2.71)–(2.72) forced by the unknown sinusoidal disturbance (2.4), the disturbance observer (2.8), (2.9) and the adaptive controller (2.74), (2.76), (2.77). Under Assumptions 2.1–2.7, the following holds:
(a) The equilibrium $x = 0, \delta = \tilde{\xi} = \tilde{\theta} = \tilde{\beta} = 0, e = 0$ is globally stable,

(b) For all initial conditions $x(0) \in \mathbb{R}^n, \tilde{\xi}(0) \in \mathbb{R}^{2q}, \hat{\theta}(0) \in \mathbb{R}^{2q}, \hat{\beta}(0) \in \mathbb{R}^{2q}, e(0) \in \mathbb{R}$ and all $w(0) \in \mathbb{R}^{2q}$ such that Assumption 2.8 holds, the signals $x(t), e(t), \tilde{\theta}(t), \delta(t), \tilde{\xi}(t), \nu(t) - \hat{\theta}^T(t)\xi(t)$ converge to zero as $t \to \infty$.

### 2.2.2 Stability Proof

The following lemma establishes the properties of the observer for $\dot{\nu}$.

**Lemma 2.4** *The inaccessible disturbance $\dot{\nu}$ can be represented in the form*

$$\dot{\nu} = \beta^T \xi + \beta^T \delta$$

where

$$\beta = \frac{1}{1 - \theta^T l} G^T \theta,$$

*with $1 - \theta^T l > 0. \delta \in \mathbb{R}^q$ obeys the equation (2.20).*

**Proof** Post-multiplying (2.12) by $(MS)^{-1}$ and using (2.15), we get $I - l \theta^T = GMS^{-1} M^{-1}$. Using Sylvester’s determinant theorem [45], the fact that $\det M^{-1} = \frac{1}{\det M}$ and noting that $G$ and $S$ have $2q$ poles on left half plane and imaginary axis, respectively, we obtain $1 - \theta^T l > 0$. Differentiating (2.14) and using (2.21), we get

$$\dot{\nu} = \frac{1}{1 - \theta^T l} \theta^T G \dot{\xi}.$$  

Using (2.14), (2.84), (2.22) and (2.85), we obtain (2.83). \[\square\]

**Proof of Theorem 2.2**: With the error variable (2.75), the closed-loop is written as

$$\dot{x} = A_{cl} x + B \left( \hat{\theta}^T \xi + \theta^T \delta + e \right),$$

$$\dot{e} = \left( (KB + \hat{\theta}^T l)^2 + c + B^T PB \right) e + (KB + \hat{\theta}^T l) \left( \tilde{\beta}^T \xi + \beta^T \delta \right)$$

$$+ \left( B^T PB - (1 + KB) a^T B \right) \left( \tilde{\theta}^T \xi + \theta^T \delta \right) + B^T P A_{cl} x,$$

where $A_{cl}$ and $B$ are given in (2.46) and (2.47), respectively and $\overline{B} = A^{-1} B$.  

The stability of the equilibrium of the closed-loop system is established with the use of Lyapunov function

\[ V = \frac{1}{2} x^T P x + \frac{1}{2} e^2 + \frac{1}{2} \bar{\theta}^T \bar{\theta} + \frac{1}{2} \bar{\beta}^T \bar{\beta} + \frac{\varepsilon}{2} \delta^T P \delta \]  

where

\[ G^T P G + P G G = -2I, \]  

(2.89)

\[ \varepsilon = \max \{ \theta B^T PP B^T \theta \} + (1 + KB)^2 \lambda^T \theta + \lambda^T \beta \beta. \]  

(2.90)

Taking time derivative of \( V \), in view of (2.76), (2.77), (2.20), (2.86) and (2.87), we obtain

\[ \dot{V} = -\dot{x}^T \dot{x} + \left( (KB + \hat{\theta}^T l)^2 + c \right) e^2 - (1 + KB)a^T \bar{B} \delta e \delta^T \bar{B}^T P \dot{x} \]

\[ + (KB + \hat{\theta}^T l) \beta^T \delta e - \varepsilon \delta^T \delta. \]  

(2.91)

Using Young’s inequality for the cross terms, we get

\[ \dot{V} \leq -\dot{x}^T \dot{x} + \left( (KB + \hat{\theta}^T l)^2 + c \right) e^2 + \frac{1}{2} \varepsilon^2 + \left( (1 + KB)a^T \bar{B} \delta \right)^2 \delta^T \theta \theta^T \delta + \frac{1}{2} \dot{x}^T \dot{x} \]

\[ + \frac{1}{2} \delta^T \bar{B}^T P \bar{B} \varepsilon \delta + \frac{1}{2} (KB + \hat{\theta}^T l)^2 e^2 + \frac{1}{2} \delta^T \beta \beta^T \delta - \varepsilon \delta^T \delta, \]  

(2.92)

\[ \leq -\frac{1}{2} \dot{x}^T \dot{x} - \left( c - \frac{1}{2} \right) e^2 - \frac{1}{2} \varepsilon \delta^T \delta. \]  

(2.93)

Using (2.93), we conclude

\[ V(t) \leq V(0). \]  

(2.94)

Defining

\[ \Theta(t) = [x^T(t), e(t), \bar{\theta}^T(t), \bar{\beta}^T(t), \delta^T(t)]^T, \]  

(2.95)

and using (2.88) and (2.94), we get

\[ |\Theta(t)|^2 \leq M_1 |\Theta(0)|^2, \]  

(2.96)

for some \( M_1 > 0 \). Taking derivative of (2.81) and using (2.82) and (2.25) we get

\[ \dot{\xi}(t) = G \xi(t). \]  

(2.97)
Since $G$ is Hurwitz, using (2.97), we have
\[ |\tilde{\xi}(t)| \leq M_2 e^{-\alpha_1 t} |\tilde{\xi}(0)|, \tag{2.98} \]
for some $M_2, \alpha_1 > 0$. By using (2.98), we write
\[ |\tilde{\xi}(t)| \leq M_2 |\tilde{\xi}(0)| + M_3 |\Theta(0)|, \tag{2.99} \]
for some $M_3 > 0$. By using (2.96) and (2.99), we obtain
\[ |\Xi(t)| \leq M_4 |\Xi(0)|, \tag{2.100} \]
where
\[ \Xi(t) = \begin{bmatrix} \Theta(t) \\ \tilde{\xi}(t) \end{bmatrix}, \tag{2.101} \]
for some $M_4 > 0$. This proves part (a) of Theorem 2.2.

For all $\Xi$, the right-hand side of (2.86) and (2.87) are continuous in $\Xi$ and $t$, which implies that the right-hand side of (2.93) is continuous in $\Xi$ and $t$. Furthermore, the right-hand side of (2.93) is zero at $\Xi = 0$. By the LaSalle-Yoshizawa theorem, (2.93) ensures that $\dot{x}, e$ and $\delta$ converge to zero as $t \to \infty$.

We represent the closed-loop of $(x, \tilde{\theta})$ system as a linear time-varying (LTV) system which is given by
\[ \dot{\zeta} = E(t)\zeta + F(t)d, \tag{2.102} \]
where
\[ E(t) = \begin{bmatrix} A_{cl} & B\xi^T \\ \gamma t\xi B^T P A_{cl} & \gamma t\xi B^T P B\xi^T \end{bmatrix}, \tag{2.103} \]
\[ F(t) = \begin{bmatrix} B\theta^T \\ \gamma t\xi B^T P B\theta^T \gamma t\xi (B^T P B + (1 + KB)a^T B) \end{bmatrix}, \tag{2.104} \]
\[ \zeta = \begin{bmatrix} x^T, \tilde{\theta}^T \end{bmatrix}^T, \tag{2.105} \]
\[ d = \begin{bmatrix} \delta^T, e \end{bmatrix}^T. \tag{2.106} \]
We first show that the equilibrium $\zeta = 0$ of the homogenous part of the LTV system (2.102) is exponentially stable. Towards that end, we choose the following Lyapunov function

$$V_c = \frac{1}{2} \zeta^T P_c \zeta,$$

where

$$P_c = \begin{bmatrix} P & 0 \\ 0 & \frac{1}{\gamma} I \end{bmatrix}.$$  \hspace{1cm} (2.108)

Taking the derivative of $V_c$, we get

$$\dot{V}_c = \frac{1}{2} \zeta^T \begin{bmatrix} Q_1 & Q_2 \\ Q_2^T & Q_3 \end{bmatrix} \zeta,$$

where

$$Q_1 = A_{cl}^T P + PA_{cl},$$
$$Q_2 = (A_{cl}^T P A_{cl}^{-1} + P) B \xi^T,$$
$$Q_3 = \xi B^T (A_{cl}^{-T} P + PA_{cl}^{-1}) B \xi^T.$$  \hspace{1cm} (2.109)

Substituting (2.7), (2.51)–(2.53) into (2.109), we get

$$\dot{V} = -\zeta^T \begin{bmatrix} A_{cl}^T A_{cl} & A_{cl}^T B \xi^T \\ \xi B^T A_{cl} & \xi B^T B \xi^T \end{bmatrix} \zeta.$$  \hspace{1cm} (2.110)

where $C(t)$ is given in (2.55) we get

$$\dot{V} = \frac{1}{2} \zeta^T (E^T(t) P_c + P_c E(t)) \zeta$$
$$= -\zeta^T C(t) C(t)^T \zeta.$$  \hspace{1cm} (2.111)

Therefore, it follows that $P_c$, as defined in (2.108), satisfies the following inequality

$$E^T(t) P_c + P_c E(t) + \alpha C^T C(t) \leq 0$$

for some $\alpha > 0$.

The equilibrium $\zeta = 0$ of the homogenous part of (2.102) is exponentially stable if $(C(t), E(t))$ is a uniformly completely observable (UCO) pair [26]. For a bounded $H(t)$, the pairs $(C(t), E(t))$ and $(C(t), E(t) + H(t)C(t)^T)$ have the
same UCO property [26]. Choosing $H(t) = \begin{bmatrix} -I \\ -\xi B^T P \end{bmatrix}$, we write the system corresponding to the pair $(C, E + HC^T)$ as given in (2.59). The state transition matrix of (2.59) is $\Phi = I$. Therefore, $(C, E + HC^T)$ is a UCO pair if there exist positive constants $\alpha_2, \alpha_3, \rho$ such that the observability Gramian satisfies (2.61) for all $t_0 \geq 0$. Since $\xi$ is bounded, recalling (2.55), the upper bound of (2.61) is satisfied. We now prove the lower bound in (2.61). Calculating the integral in (2.61),

$$X = \int_{t_0}^{t_0+\rho} C(t)C^T(t) \, dt$$

$$= \begin{bmatrix} A_{cl}^T A_{cl} \rho & A_{cl}^T B \int_{t_0}^{t_0+\rho} \xi \xi^T \, dt \\ \int_{t_0}^{t_0+\rho} \xi \, dt B^T A_{cl} & \int_{t_0}^{t_0+\rho} \xi \xi^T B \xi^T \, dt \end{bmatrix}. \quad (2.112)$$

Let $S_h$ be the Schur complement of $A_{cl}^T A_{cl} \rho$ in $X$, where

$$S_h = \int_{t_0}^{t_0+\rho} \xi B^T B \xi^T \, dt - \frac{1}{\rho} \int_{t_0}^{t_0+\rho} \xi \xi^T \, dt B^T A_{cl} A_{cl}^{-1} A_{cl}^{-T} A_{cl}^T B \int_{t_0}^{t_0+\rho} \xi^T \, dt$$

$$= B^T B \left( \int_{t_0}^{t_0+\rho} \xi \xi^T \, dt - \frac{1}{\rho} \int_{t_0}^{t_0+\rho} \xi \, dt \int_{t_0}^{t_0+\rho} \xi^T \, dt \right). \quad (2.113)$$

Since $A_{cl}^T A_{cl} \rho$ is positive definite, $X$ is positive definite if and only if $S_h$ is positive definite. Since $B^T B$ is a positive scalar, according to Lemma 2.3 there exists a positive $\rho$ such that for all $t_0 > 0$, $S_h > 0$. Hence, $(C, E + HC^T)$ is UCO, which implies that $(C, E)$ is UCO. Therefore, the state transition matrix $\Phi(t, t_0)$ corresponding to $E(t)$ in (2.102) satisfies

$$\| \Phi(t, t_0) \| \leq \kappa_0 e^{-\gamma_0 (t-t_0)} \quad (2.114)$$

for some positive constants $\kappa_0, \gamma_0$. From (2.106), $d(t)$ is bounded and, from (2.104), $F(t)$ is bounded. Recalling that it has already been established that $d(t)$ goes to zero, from (2.102) and (2.114) it follows that $\zeta$ is bounded and $\zeta = [x^T, \tilde{\theta}^T]^T \rightarrow 0$ as $t \rightarrow \infty$. By using (2.97) and the fact that $G$ is Hurwitz, we conclude that $\tilde{\zeta}(t)$ converges to zero as $t \rightarrow \infty$. Furthermore, thanks to Lemma 2.2, $\tilde{\theta}(t) \xi(t) - \nu(t) \rightarrow 0$ as $t \rightarrow \infty$. This proves part (b) of Theorem 2.2.
2.2.3 Simulation Results

We illustrate the performance of our controller with a third-order system with $A = \begin{bmatrix} 0 & 1 \\ 1 & 3 \end{bmatrix}$, $B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}$, $a^T = \begin{bmatrix} 1 & 2 \end{bmatrix}$, $b_u = b_p = 1$, the unknown disturbance $\nu(t) = 1.2 \sin(0.8t + \pi/4) - 0.5 \sin(t + \pi/2)$ and initial conditions $x(0) = \begin{bmatrix} 1 \\ -2.5 \end{bmatrix}$, $p(0) = 0.5$. The control gain $K$ is chosen such that the eigenvalues of $A_d$ are $-3, -4$ and $c = 0.8$. For the update law, we choose $\gamma_t = \gamma_b = 2$. Finally, the controllable pair $(G, l)$ is chosen as $G = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ -4.37 & -12.12 & -12.60 & -5.80 \end{bmatrix}$, $l = \begin{bmatrix} 0 \\ 0 \\ 0 \\ 1 \end{bmatrix}$ and $N = \begin{bmatrix} 0 & 0 \\ 0 & 0 \\ 0 & 0 \\ 0 & 1 \end{bmatrix}$. From Figures 2.3 and 2.4, one can observe that $x(t)$ converges to zero and the unknown disturbance is perfectly estimated, as Theorem...
2.3 Summary

In the present work we design an adaptive controller by state derivative feedback to cancel matched and unmatched unknown sinusoidal disturbances forcing a linear time-invariant systems. In section 2.1, we consider matched unknown disturbance and prove that the closed loop system’s solution $x(t) \equiv 0$, $\dot{\theta}(t) \equiv (MS)^{-T}h$, $\eta(t) \equiv GMw(t)$ is globally uniformly asymptotically stable and locally exponentially stable. In section 2.2, we add input dynamic into the system and make the input and unknown disturbance unmatched. We prove that the equilibrium of the closed loop system is stable and the system states and disturbance estimation error converge to zero as $t \to \infty$. The effectiveness of our controllers is demonstrated with a numerical example.

This chapter is an adaptation of materials appearing in: H. I. Basturk and M. Krstic, “Adaptive cancelation of matched unknown sinusoidal disturbances for

The dissertation author is the primary investigator and author of this work.
Chapter 3

State Derivative Feedback for Adaptive Cancellation of Unmatched Disturbances in Unknown Strict-Feedback LTI Systems

We design an adaptive backstepping controller to cancel sinusoidal disturbances forcing an unknown linear time-invariant system in controllable canonical form which is augmented by a linear input subsystem with unknown system parameters by using only measurement of state-derivatives of the original subsystem and state of the input subsystem. Since the system parameters are unknown, it is not possible to use the same disturbance observer which is proposed in Chapter 2. To overcome this problem, we design a linearly parametrized conceptual observer that uses multiple filters and over-parametrization. Our design is based on four steps, 1) parametrization of the sinusoidal disturbance as the output of a known feedback system with an unknown output vector that depends on both unknown disturbance parameters and unknown plant parameters, 2) design of an adaptive disturbance observer for both disturbance and its derivative, 3) design
of an adaptive controller for virtual control input, and 4) design final adaptive controller by using backstepping procedure. We prove that the equilibrium of the closed-loop adaptive system is stable and state of the considered original subsystem goes to zero as \( t \to \infty \) with perfect disturbance estimation. The effectiveness of the controller is illustrated with a simulation example of a third order system.

This chapter is organized as follows: We state the problem in Section 3.1. In Section 3.2 we propose an adaptive controller for the case where the system parameters are unknown and the disturbance is unmatched disturbance by using a backstepping procedure. The stability of the proof and a numerical example are given in Section 3.3 and Section 3.4, respectively. Section 3.5 summarizes the results.

### 3.1 Problem Statement

We consider the single-input LTI system

\[
\begin{align*}
\dot{x} &= A_0 x + B (\gamma_1^T x + \nu + \overline{b}_p p), \\
\dot{p} &= \gamma_2^T x + \overline{b}_1 p + \overline{b}_2 u,
\end{align*}
\]

(3.1)

where

\[
A_0 = \begin{bmatrix}
0_{n-1} & I_{n-1} \\
0 & 0_{n-1}^T
\end{bmatrix}
\]

(3.3)

\[
B = \begin{bmatrix}
0_{n-1} \\
1
\end{bmatrix}
\]

(3.4)

\[
\gamma_1 = [a_{11}, a_{12}, a_{13}, \ldots, a_{1n}]^T,
\]

(3.5)

\[
\gamma_2 = [a_{21}, a_{22}, a_{23}, \ldots, a_{2n}]^T,
\]

(3.6)

with \( 0_{n-1} = [0, \ldots, 0]^T \in \mathbb{R}^{n-1} \), the state \( x \in \mathbb{R}^n \), input \( u \in \mathbb{R} \), and sinusoidal disturbance \( \nu \in \mathbb{R} \) given by

\[
\nu(t) = \sum_{i=1}^{q} g_i \sin(\omega_i t + \phi_i),
\]

(3.7)
where \( i \neq j \Rightarrow \omega_i \neq \omega_j, \omega_i \in \mathbb{Q}_+, g_i, \phi_i \in \mathbb{R} \). In this problem, the disturbance \( \nu(t) \) and the control input \( u(t) \) are not matched (i.e., they are unmatched) because they do not appear in the same equation. The values of \( \overline{b}_1, \overline{b}_2, \overline{b}_p, \overline{\gamma}_1 \) and \( \overline{\gamma}_2 \) are unknown. The state \( x(t) \) and the disturbance \( \nu(t) \) are not measured but \( \dot{x}(t) \) and \( p(t) \) are measured.

The sinusoidal disturbance \( \nu \) can be represented as the output of a linear exosystem,

\[
\dot{w} = Sw \quad (3.8)
\]
\[
\nu = h^T w \quad (3.9)
\]

where \( w \in \mathbb{R}^{2q} \) and the choice of \( S \in \mathbb{R}^{2q \times 2q} \) and \( h \in \mathbb{R}^{2q} \) is not unique. Since \( \nu(t) \) is unknown, \( S \) and \( h \) are also unknown.

We make the following assumptions regarding the plant (3.1)–(3.2) and the exosystem (3.8)–(3.9):

**Assumption 3.1** The sign of \( a_{11}, \overline{b}_p \) and \( \overline{b}_2 \) are known and \( |\overline{b}_p| \geq \overline{\varsigma} > 0 \) where \( \overline{\varsigma} \) is known.

**Assumption 3.2** The pair \((h^T, S)\) is observable and the eigenvalues of \( S \) are imaginary, distinct and rational.

**Assumption 3.3** \( q \) is known.

**Assumption 3.4** \( g_i \neq 0 \) for all \( i \in \{1, \ldots, q\} \).

### 3.2 Main Result—Design and Stability Statement

We design an adaptive controller which estimates and cancels the unmatched unknown sinusoidal disturbance \( \nu(t) \) in system (3.1)–(3.2) by using the measurement of \( \dot{x}(t) \) and \( p(t) \) for the case where the system parameters are unknown. The design procedure contains four important parts: parametrization of the sinusoidal disturbance, design of an adaptive disturbance observer for both disturbance and its derivative, design of an adaptive controller for virtual control input \( p(t) \)
by representing the system in reciprocal state space (RSS) form which depends on switching the state vector with its derivative \([32]\) and design of final adaptive controller for input \(u(t)\) by using backstepping procedure.

### 3.2.1 Disturbance Observer

The following lemma enables us to represent the unknown sinusoidal disturbance as the output of a linear system whose input is the disturbance itself, whose state and input matrices are known, and whose output matrix is unknown.

**Lemma 3.1** Let \(G \in \mathbb{R}^{2q \times 2q}\) be a Hurwitz matrix with distinct eigenvalues and let \((G, l)\) be a controllable pair. Then, \(\nu\) can be represented as the output of the model

\[
\dot{z} = Gz + l\nu, \quad (3.10)
\]

\[
\nu = \theta_{sd}^T \dot{z}, \quad (3.11)
\]

\[
\theta_{sd}^T = h^T (MS)^{-1}, \quad (3.12)
\]

where \(M\) is the unique and invertible solution of the Sylvester equation

\[
MS - GM = lh^T. \quad (3.13)
\]

**Proof** This result and its proof are inspired by [39]. To establish (3.10) from (3.8), consider \(z = Mw\). Differentiating \(z\), we obtain \(\dot{z} = MSw\). Using (3.13), we have \(\dot{z} = MSw = GMw + lh^Tw\). Substituting (3.9) and \(z = Mw\) into \(\dot{z} = MSw = GMw + lh^Tw\) yields (3.10). Substituting \(w = (MS)^{-1} \dot{z}\) into (3.9), we obtain (3.11) and (3.12).

The previous lemma enables us to write the unknown external disturbance \(\nu\) as the product of an unknown constant \(\theta_{sd}\) and the vector \(\dot{z}\). However, \(\dot{z}\) is not accessible, since the signal \(\nu\) can not be measured. To overcome this problem, we design a linearly parametrized conceptual observer that uses multiple filters and over-parametrization.

The following lemma establishes the properties of the observer.
Lemma 3.2 The inaccessible disturbance $\nu$ and $\dot{\nu}$ can be represented in the form

\[
\nu = \theta^T_{sd} (\eta_0 + N \dot{x}) + \sum_{i=1}^{n} a_i \theta^T_{sd} \eta_i + \overline{b}_p \theta^T_{sd} (\eta_p - lp) + \theta^T_{sd} \delta,
\]

(3.14)

\[
\dot{\nu} = \frac{1}{1 - \theta^T_{sd} l} \left( \theta^T_{sd} G (\eta_0 + N \dot{x}) + \sum_{i=1}^{n} a_i \theta^T_{sd} G \eta_i + \overline{b}_p \theta^T_{sd} G (\eta_p - lp) + \theta^T_{sd} G \delta \right),
\]

(3.15)

where $1 - \theta^T_{sd} l > 0$. The observer filters are given by

\[
\dot{\eta}_i = G \eta_i - l \dot{x}_i, \quad 1 \leq i \leq n,
\]

(3.16)

\[
\dot{\eta}_0 = G (\eta_0 + N \dot{x}),
\]

(3.17)

\[
\eta_p = G (\eta_p - lp),
\]

(3.18)

with $N \in \mathbb{R}^{2q \times n}$ which is given by $N = \frac{1}{B^T B} l B^T$, where the given $N$ is one of the many solutions of the equation $NB = l$ and the estimation error $\delta \in \mathbb{R}^q$ obeys the equation

\[
\dot{\delta} = G \delta.
\]

(3.19)

**Proof** Post-multiplying (3.13) by $(MS)^{-1}$ and using (3.12), we get $I - l \theta^T_{sd} = GMS^{-1} M^{-1}$. Using Sylvester’s determinant theorem [45], the fact that $\det M^{-1} = \frac{1}{\det M}$ and noting that $G$ and $S$ have $2q$ poles on left half plane and imaginary axis, respectively, we obtain $1 - \theta^T_{sd} l > 0$.

Defining estimation error, we get

\[
\delta = \dot{z} - \left( \eta_0 + N \dot{x} + \sum_{i=1}^{n} a_i \eta_i + \overline{b}_p (\eta_p - lp) \right).
\]

(3.20)

Differentiating $\delta$ with respect to time and in view of (3.1), (3.16)–(3.18) and (3.10) and using (3.20), (3.10), the fact that $B(\overline{\eta}_i^T x + \nu) = \dot{x} - Bp - A_0 x$ and by noting that $N A_0 x = 0$ and $NB = l$, we get (3.19). Using (3.11) and (3.20), we obtain (3.14). Differentiating (3.10), and (3.11) and substituting $\ddot{z}(t)$, we get $\dot{\nu} = \frac{1}{1 - \theta^T_{sd} l} \theta^T_{sd} G \dot{z}$ and using (3.20) we obtain (3.15). \[\blacksquare\]

The representations (3.14), (3.15) established with Lemmas 3.1 and 3.2, allows us to represent a time-varying unknown sinusoidal disturbance $\nu(t)$ and its
derivative $\dot{v}(t)$ as a constant unknown vector multiplied by a known regressor, plus an unknown exponentially decaying disturbance. Thus, we convert the problem from cancelation of an unknown sinusoidal disturbance with unknown system parameters to an adaptive control problem.

### 3.2.2 Reciprocal State-Space Representation

Reciprocal state space representation is a beneficial platform for state derivative feedback control design. Substituting (3.14) into (3.1) and representing the system in RSS form, we obtain

$$
x = A_0^T \dot{x} + B_1 \dot{x} - \gamma_1 \dot{x} - \theta_1^T \eta_t - \beta_1^T \eta_p - \theta_1^T \delta - p
$$

(3.21)

where

$$
\varrho = \frac{a_{11}}{b_p \left(1 - \theta_{sd}^T l\right)}
$$

(3.22)

$$
b_p = \frac{1}{b_p}
$$

(3.23)

$$
\gamma_1 = \frac{1}{b_p \left(1 - \theta_{sd}^T l\right)} A_0 \gamma_1
$$

(3.24)

$$
\theta_1 = \frac{1}{b_p \left(1 - \theta_{sd}^T l\right)} \theta_{sd}
$$

(3.25)

$$
\beta_1 = \frac{1}{\left(1 - \theta_{sd}^T l\right)} \theta_{sd}
$$

(3.26)

$$
\theta_t = \left[\theta_1^T, a_{11} \theta_1^T, \ldots, a_{1n} \theta_1^T\right]^T,
$$

(3.27)

with $\eta_t = \left[\eta_0^T, \eta_1^T, \ldots, \eta_n^T\right]^T$. Substituting (3.21) into (3.2), we get

$$
\dot{p} = \gamma_p^T \varphi - \theta_2^T \delta + \frac{1}{b_2} u
$$

(3.28)
where

\[
\varphi = [\dot{x}^T, p, \eta_1^T, \eta_2^T]^T,
\]

\[
\gamma_p = \left[ \gamma_2, \bar{b}_1 - \frac{a_{21}}{\bar{q}}, -\theta_2^T, -a_{11}\theta_2^T, \ldots, -a_{1n}\theta_2^T, -\bar{b}_p\theta_2^T \right]^T,
\]

\[
b_2 = \frac{1}{b_2},
\]

\[
\theta_2 = \frac{a_{21}}{a_{11}}\theta_{sd},
\]

\[
\gamma_2 = \left[ -\frac{a_{21}a_{12}}{a_{11}} + \frac{a_{21}a_{13}}{a_{11}} + a_{23}, -\frac{a_{21}a_{14}}{a_{11}} + a_{24}, \ldots, -\frac{a_{21}a_{1n}}{a_{11}} + \frac{a_{21}}{a_{11}}(1 - \theta_{sd}^T) \right]^T.
\]

In order to handle unmatched uncertainty, we apply a backstepping design [22]. Firstly, we design a control law for virtual input \( p(t) \). Then an error term is defined to represent the difference between actual \( p(t) \) and its desired value. The error term is given by

\[
e(t) = p - \left( - (R\gamma_1)^T \dot{x} + \hat{b}_p \dot{x}_n - \hat{q}K \dot{x} - \hat{\theta}_1^T \eta_1 - \hat{\beta}_1^T \eta_1 \right),
\]

where \( R = \text{diag}\{I_{(n-1)\times(n-1)}, 0\} \) and the control gain \( K \in R^{1\times n} \) is chosen so that \( (A_0^T + BK) \) is Hurwitz with the positive definite matrix \( P \) which is a solution of the matrix equation

\[
(A_0^T + BK)^T P + P(A_0^T + BK) = -4I.
\]

Since the controllability matrix of the pair \( (A_0^T, B) \), \( Co = [B A_0^T B \ldots (A^T)^{n-1}B] = I_{n\times n} \), it is possible to find a control gain \( K \) so that \( (A_0^T + BK) \) is Hurwitz and solve (3.35) for a positive definite matrix \( P \). Besides, the details of pole placement by direct state-derivative feedback and controllability features of reciprocal state space form are given in [48]. Finally, we convert \( (x, p) \) system to \( (x, e) \) system and design an adaptive controller for input \( u(t) \).

In the next section, we give the main result and the stability statement.
3.2.3 Main Controller and Stability Statement

The adaptive controller for system (3.1), (3.2), (3.8), (3.9) is given by

\[ u = \frac{\hat{b}_2}{1 - \hat{b}_p(b_p - \hat{\varrho}k_n)} \hat{u}, \quad (3.36) \]

where \( k_n \) is the \( n^{\text{th}} \) element of the control gain \( K \),

\[
\begin{align*}
\bar{\pi} = & \frac{\hat{\gamma}_3^T (b_p - \hat{\varrho}k_n) \varphi - \hat{\gamma}_p^T \varphi_{\hat{b}_p} \dot{x}_n - (\hat{\gamma}_1^T + \hat{\varrho}K) A_0 \dot{x}}{1 - \hat{b}_p(b_p - \hat{\varrho}k_n)} + \hat{\gamma}_1^T R + \hat{\varrho}K - \frac{\hat{\varrho}}{\hat{b}_p} P \dot{x} - \hat{\theta}_t^T \eta_{\hat{b}_p} - \hat{\theta}_h^T \eta_{\hat{b}_p} \\
& - \hat{\beta}_{1p}^T \eta_{\hat{b}_p} - \hat{\beta}_{1p}^T \eta_{\hat{b}_p} - \left( (\hat{b}_p - \hat{\varrho}k_n)^2 + c \right) e, \quad (3.37)
\end{align*}
\]

with \( c > 0 \). We use projection operator to avoid singularity in (3.36). The update laws are given by

\[
\begin{align*}
\dot{\hat{\gamma}}_1 &= -\kappa_{\hat{\gamma}_1} \text{sgn}(b_{a11}) \hat{\beta}_{p0} \hat{x} P \dot{x}, \quad \kappa_{\hat{\gamma}_1} > 0, \quad (3.38) \\
\dot{\hat{\gamma}}_p &= \kappa_{\hat{\gamma}_p} \varphi e, \quad \kappa_{\hat{\gamma}_p} > 0, \quad (3.39) \\
\dot{\hat{\gamma}}_3 &= -\kappa_{\hat{\gamma}_3} \varphi (\hat{b}_p - \hat{\varrho}k_n) e, \quad \kappa_{\hat{\gamma}_3} > 0, \quad (3.40) \\
\dot{\hat{\beta}}_2 &= -\kappa_{\hat{\beta}_2} \text{sgn}(\hat{b}_2) \bar{\pi} e, \quad \kappa_{\hat{\beta}_2} > 0, \quad (3.41) \\
\dot{\hat{\theta}}_t &= -\kappa_{\hat{\theta}_t} \text{sgn}(b_{a11}) \eta_{\hat{b}_p} \hat{B}^T \hat{P} \dot{x}, \quad \kappa_{\hat{\theta}_t} > 0, \quad (3.42) \\
\dot{\hat{\beta}}_{1p} &= -\kappa_{\hat{\beta}_{1p}} \text{sgn}(\hat{b}_{p011}) \eta_{\hat{b}_p} \hat{B}^T \hat{P} \dot{x}, \quad \kappa_{\hat{\beta}_{1p}} > 0, \quad (3.43) \\
\dot{\hat{\theta}} &= -\kappa_{\hat{\theta}} \hat{B}^T \hat{P} \dot{x}, \quad \kappa_{\hat{\theta}} > 0, \quad (3.44) \\
\dot{\hat{b}}_p &= \begin{cases} \tau_{\hat{b}_p} & \text{sgn}(\hat{b}_p) (\hat{b}_p - \hat{\varrho}k_n) > 0 \\
0 & \text{sgn}(\hat{b}_p) (\hat{b}_p - \hat{\varrho}k_n) \leq 0 \\
\end{cases}, \quad \tau_{\hat{b}_p} \geq 0 \quad (3.45) \\
\dot{\hat{\theta}}_{\hat{b}_p} &= \begin{cases} \tau_{\hat{\theta}_n} \text{sgn}(\hat{b}_p) (\hat{b}_p - \hat{\varrho}k_n) > 0 \\
0 & \text{sgn}(\hat{b}_p) (\hat{b}_p - \hat{\varrho}k_n) \leq 0 \\
\end{cases}, \quad \tau_{\hat{\theta}_n} \geq 0 \quad (3.46)
\end{align*}
\]
\[ \tau_{bp} = -\kappa_{bp} \text{sgn}(b_2) (\hat{b}_p - \hat{\theta} k_n) ue, \quad \kappa_{bp} > 0, \quad (3.47) \]

\[ \tau_{bp, \varrho} = \kappa_{bp, \varrho} \left[ \begin{array}{c}
\text{sgn}(\varrho) \hat{x}_n \underbar{B}^T P \hat{x} \\
-\text{sgn}(\varrho) K \hat{x} \underbar{B}^T P \hat{x}
\end{array} \right] , \quad \kappa_{bp, \varrho} > 0, \quad (3.48) \]

\[ P = \left[ -\text{sgn}(b_p) k_n \text{sgn}(b_p) \right]^T, \quad (3.49) \]

\[ \Gamma \text{ belongs to the set of all positive definite symmetric } 2 \times 2 \text{ matrices and the positive matrix } P \text{ is given in (3.35).} \]

Going forward, the symbol \( \sim \) denotes estimation error between actual value of a plant parameter and its estimate. For combinations of plant parameters, estimation errors are denoted by

\[ \tilde{\theta}(t) = \left( \frac{1 - \theta^T_{sd} \varrho}{a_{11}} \right) \tilde{b}_p \varrho - \hat{\theta}(t), \quad (3.50) \]

\[ \tilde{\gamma}_3(t) = \left[ \tilde{\gamma}_1^T(t) + \tilde{b}_p \gamma_2^T + \frac{1}{(1 - \theta^T_{sd} \varrho)} \left( \theta^T_{sd} G N, \theta^T_{sd} a_{11} \theta^T_{sd}, \ldots, a_{1n} \theta^T_{sd}, \tilde{b}_p \theta^T_{sd} \right) \right]^T - \hat{\gamma}_3(t), \quad (3.51) \]

with \( \theta_3(t) = \left( \frac{1}{1 - \theta^T_{sd} \varrho} \right) \theta_{sd} - \frac{\tilde{b}_p a_{21}}{a_{11}} I_{2q} \theta_{sd} \) and \( \tilde{\eta}_0(t) \) denotes the signal,

\[ \tilde{\eta}_p(t) = \tilde{b}_p \eta_p(t) + \eta_0 - \eta_{bp}(t), \quad (3.52) \]

where \( \eta_{bp}(t) = \int_0^t e^{G(t-\tau)} G \nu(\tau) d\tau \). Finally, defining

\[ \Theta_1(t) = \left[ x^T(t), \tilde{\gamma}_1^T(t), \tilde{\gamma}_p^T(t), \tilde{\gamma}_3^T(t), \tilde{b}_2(t), \eta_1^T(t), \delta^T(t), \tilde{\eta}_l^T(t), \tilde{\beta}_{1p}^T, \tilde{\varrho}(t) \right]^T, \quad (3.53) \]

we can now state our Theorem.

**Theorem 3.1** Consider the closed-loop system consisting of the plant (3.1), (3.2) forced by the unknown sinusoidal disturbance (3.8), the disturbance observer (3.16), (3.17), (3.18) and the adaptive controller (3.36), (3.38)–(3.46). Under Assumptions 3.1–3.3, the following holds:

(a) The equilibrium \( \Theta_1 = 0, \tilde{\eta}_p = 0, \tilde{\varrho} = \tilde{b}_p = \tilde{b}_p = e = 0 \) is stable,
(b) For all initial conditions \(sgn(\hat{b}_p)(0) > \zeta, (\hat{b}_p(0)-\hat{\varrho}(0)k_n)sgn(\hat{b}_p) > \frac{1}{\zeta}, \hat{\varrho}(0), p(0)\in \mathbb{R}, \Theta_1(0) \in \mathbb{R}^{(4+6q)n+16q+4}, \eta_p(0) \in \mathbb{R}^{2q}\) and all \(w(0) \in \mathbb{R}^{2q}\) such that Assumption 3.4 holds, the signals \(e(t), x(t), \eta_0, \eta_k(t), \tilde{\beta}_{1p}(t), \frac{\nu(t)}{b_p} - \tilde{\beta}_{1p}(t)\eta_p(t), \delta(t), \tilde{\eta}_p(t)\) converge to zero as \(t \to \infty\).

### 3.3 Stability Proof

The following lemma is used in the proof of the part b of Theorem 3.1.

**Lemma 3.3** Let \(x_1(t) \in \mathbb{R}\) be a bounded signal and \(\dot{x}_1(t) \in \mathbb{R}\) be square integrable, \(\int_0^\infty \dot{x}_1^2 dt \leq M_1\), for some \(M_1 > 0\). Then there exists \(\rho > 0\) such that for all \(t_0 \geq 0\), the following holds

\[
Q_p(\rho, t_0) = \int_{t_0}^{t_0+\rho} \bar{\zeta}(t)\bar{\zeta}^T(t) dt - \frac{1}{\rho} \int_{t_0}^{t_0+\rho} \bar{\zeta}(t) dt \int_{t_0}^{t_0+\rho} \bar{\zeta}^T(t) dt > 0, \tag{3.54}
\]

where

\[
\bar{\zeta} = \eta_p + \frac{1}{b_p} \tilde{\xi}(t), \tag{3.55}
\]

with

\[
\tilde{\xi}(t) = \left( \eta_0 + \sum_{i=1}^{n} a_{1i}\eta_i + \tilde{\eta}_p(b_1 - \delta) + \tilde{\gamma}_1^T \dot{x} + \delta \right). \tag{3.56}
\]

**Proof** Using (3.10), (3.12), (3.20), (3.24) and by noting that \(N = lB^T\) and \(\dot{x}_n - \tilde{b}_p p = \tilde{\gamma}_1^T x + \nu\), we obtain \(\eta_p = \frac{1}{b_p} Gz - l_{a_{11}} x_1 - \frac{1}{b_p} \tilde{\xi}\). Substituting \(\eta_p\) into (3.55), we get

\[
\bar{\zeta} = \xi - \frac{l_{a_{11}}}{b_p} x_1, \tag{3.57}
\]

where \(\xi = \frac{1}{b_p} Gz\). Since \(G\) has distinct eigenvalues and is Hurwitz, it is diagonalizable. Using a Jordan decomposition of the matrix \(G\), we can write \(G = LAL^{-1}\). By solving (3.10) for \(z(t)\) as given in Lemma 2.3, we obtain

\[
\xi(t) = L \left( e^{\Lambda t} C_0 + \Psi(t) \right), \tag{3.58}
\]
where \( C_c = L^{-1} \xi(0) - \Psi(0), \overline{I} = L^{-1} G l_{\overline{b}_p} \) and \( \Psi \in R^{2q} \) is a vector whose \( j \)th row is

\[
\sum_{i=1}^{q} \frac{T_j g_i}{\lambda_j^2 + \omega^2_i} \left( \lambda_j \sin(\omega_i \tau + \phi_i) - \omega_i \cos(\omega_i \tau + \phi_i) \right).
\] (3.59)

Since \( \nu \) is a sufficiently rich signal order of \( 2q \) and \((G, l)\) is a controllable pair, \( G \) is full rank and \( \overline{b}_p \neq 0 \), \( \xi \) is persistently exciting [18]. Therefore, there exist positive \( \rho^* \) and \( \alpha_0 \) such that for all \( \rho > \rho^* \) and \( t_0 \geq 0 \) the following holds

\[
\int_{t_0}^{t_0 + \rho} \xi(t)\xi^T(t) \, dt \geq \rho \alpha_0 I.
\] (3.60)

Under Assumption 3.2, the frequencies of \( \nu \) can be represented as

\[
\omega_i = \frac{\text{num}(\omega_i)}{\text{den}(\omega_i)}, \quad \text{num}(\omega_i), \text{den}(\omega_i) \in \mathbb{Z}^+, \quad i = 1 \ldots q.
\]

Then \( \rho \) that is given by

\[
\rho = \vartheta \text{lcm}(\text{num}(\omega_1), \ldots, \text{num}(\omega_q)) \times \text{lcm}(\text{den}(\omega_1), \ldots, \text{den}(\omega_q)) 2\pi > \rho^*,
\] (3.61)

where \( \text{lcm} \) is the abbreviation of the least common multiple, satisfies (3.60) if \( \vartheta \in \mathbb{Z}^+ \) is chosen sufficiently large for given \( \rho^* \) and \( \omega_1, \ldots, \omega_q \). Since \( \Psi(t) \) defined by (3.59) has a period \( \rho \) and incorporates only zero-mean functions, it follows that

\[
\int_{t_0}^{t_0 + \rho} \Psi(t) \, dt = 0.
\] (3.62)

Substituting (3.57), (3.58)–(3.62) into (3.54) and using integration by parts, we obtain

\[
Q_p(\rho, t_0) \geq L \Pi L^T,
\] (3.63)

where

\[
\Pi = \rho \bar{\alpha}_0 I - \frac{1}{\rho} \left( \Gamma(\rho) \Gamma^T(\rho) + \Gamma(\rho) \bar{l} \Gamma^T(\rho) \int_{t_0}^{t_0 + \rho} x_1(t) \, dt + \bar{l} \Gamma^T(\rho) \int_{t_0}^{t_0 + \rho} x_1(t) \, dt \right)
\]

\[
- \Psi^T(t_0, \rho) - \bar{\Psi}(t_0, \rho) + \bar{l} \Gamma^T \int_{t_0}^{t_0 + \rho} x_1^2(t) \, dt - \frac{1}{\rho} \bar{l} \Gamma^T \left( \int_{t_0}^{t_0 + \rho} x_1(t) \, dt \right)^2,
\] (3.64)
with $\overline{\alpha_0} = \alpha_0/\lambda_{\max}\{LL^T\}$, $\tilde{l} = \frac{a\alpha}{\beta_p}L^{-1}l$,

$$
\Gamma^T(\rho) = \begin{bmatrix} c_1 e^{\lambda_1t_0} (e^{\lambda_1\rho} - 1) & \ldots & c_2 q e^{\lambda_2 t_0} (e^{\lambda_2 \rho} - 1) \end{bmatrix},
$$

(3.65)

$$
\tilde{\Psi}^T(t_0, \rho) = (\Lambda^{-1} e^{\Lambda(t_0 + \rho)} C_c + \overline{\Psi}(t_0 + \rho)) x_1(t_0 + \rho) - (\Lambda^{-1} e^{\Lambda t_0} C_c + \overline{\Psi}(t_0)) x_1(t_0)

- \int_{t_0}^{t_0 + \rho} (\Lambda^{-1} e^{\Lambda t} C_c + \overline{\Psi}(t)) \dot{x}_1(t) \, dt \right)^T
$$

(3.66)

where $\overline{\Psi}(t) \in \mathbb{R}^{2q}$ is the vector whose $j^{th}$ row is

$$
\sum_{i=1}^{q} \frac{\tilde{t}_j g_i}{\lambda_j^2 + \omega_i^2} \left( \frac{\lambda_j}{\omega_i} \cos(\omega_i t + \phi_i) + \sin(\omega_i t + \phi_i) \right),
$$

(3.67)

and $c_i$ denotes the $i^{th}$ row of the vector $C_c/\lambda_i$.

Since $L$ is full rank, $Q_p$ satisfies the inequality (3.54) if $\mu^T \Pi \mu > 0$ for all nonzero $\mu \in \mathbb{R}^{2q}$. Using (3.64), the Cauchy-Schwarz inequality and by noting that $\lambda_i < 0$, $| (e^{\lambda_i \rho} - 1) | \leq 1$, $x_1(t)$ is bounded and $\int_0^\infty \dot{x}_1^2 \, dt \leq M_1$, we have

$$
\mu^T \Pi \mu \geq \sqrt{\rho} \left( \sqrt{\rho \overline{\alpha}_0} - \frac{1}{\rho^{1/2}} \overline{C}_c (\mu_1^2 + \ldots + \mu_{2q}^2) - 2|\tilde{\mu}^T \mu| \right)

\times \sqrt{M_1 \sup_{t_0 \leq t < \infty} \overline{\Psi}^2(t)} - |\tilde{\mu}^T \mu| \overline{\Gamma}
$$

(3.68)

where

$$
\overline{\Gamma} = \sup_{t_0 \leq t < \infty} |x_1(t)| \left( |\mu_1 c_1| e^{\lambda_1 t_0} + \ldots + |\mu_{2q} c_{2q}| e^{\lambda_{2q} t_0} \right)

+ 2 \left( |\overline{\Psi}(t_0) x_1(t_0)| + \sup_{t_0 \leq t < \infty} |\overline{\Psi}(t) x_1(t)| \right),
$$

(3.69)

with $\overline{\Psi}(t) = \mu^T (\Lambda^{-1} e^{\Lambda t} C_c + \overline{\Psi}(t))$ and $\overline{C}_c = c_1^2 e^{2\lambda_1 t_0} + \ldots + c_{2q}^2 e^{2\lambda_{2q} t_0}$.

Since $\sqrt{\rho \overline{\alpha}_0} (\mu_1^2 + \ldots + \mu_{2q}^2) - 2|\tilde{\mu}^T \mu| \sqrt{M_1 \sup_{t_0 \leq t < \infty} \overline{\Psi}^2(t)}$ is positive and increasing for $\rho > 4 \frac{\overline{\alpha}_0}{\overline{\alpha}_0 (\mu_1^2 + \ldots + \mu_{2q}^2)^2}$ and $\frac{1}{\rho^{1/2}} (\mu_1^2 + \ldots + \mu_{2q}^2) \overline{C}_c$ is monotonically decreasing with respect to $\rho$ and $\overline{\Gamma}$ is constant for all fixed $t_0$, one can find a $\rho$ using (3.61) such that for all $t_0 \geq 0$, (3.54) holds. 

$\blacksquare$
Proof of Theorem 3.1: The stability of the equilibrium of the closed-loop system is established with the use of Lyapunov function

\[ V = \frac{1}{2} x^T P x + \frac{1}{2} |b| \left( \frac{1}{\kappa_{bp}} \dot{\gamma}^2 + \frac{1}{\kappa_{3pg}} \dot{\gamma}_p^2 + \frac{1}{\kappa_{3pg}} \dot{\gamma}_3^2 + \frac{1}{\kappa_{b}} \dot{\theta}_i \dot{\theta}_i + \frac{1}{\kappa_{b}} \dot{\beta}_1 \dot{\beta}_1 \right) + \frac{1}{2} \epsilon^2 + \frac{1}{\kappa_{2bp}} \ddot{\gamma}_p \dot{\gamma}_p + \frac{1}{\kappa_{2bp}} \ddot{\gamma}_2 \dot{\gamma}_2 + \frac{1}{\kappa_{3pg}} \ddot{\gamma}_3 \dot{\gamma}_3 \right) \]

\[ + \frac{1}{2} \epsilon^2 \sum_{i=1}^n \eta_i^T P_G \eta_i + \epsilon \delta^T P_G \delta, \quad (3.70) \]

where the positive definite matrix \( P_G \) which is a solution of the matrix equation \( G^T P_G + P_G G = -2I \) and

\[ \epsilon = \frac{1}{\rho^2} \lambda_{\max} \left\{ \theta_1 \bar{B}^T PP \bar{B} \right\} + \frac{\alpha_{21}^2}{\alpha_{11}} \lambda_{\max} \left\{ \theta_3 \theta_3^T \right\} \]

\[ + \lambda_{\max} \left\{ \theta_3 \theta_3^T \right\}, \quad (3.71) \]

\[ \epsilon = l^T P_G P_G l. \quad (3.72) \]

Taking the time derivative of \( V \) and using the property of the projection operator, \( -\ddot{b}_p \dot{b}_p \leq -\ddot{b}_p \tau \), \( \text{sgn}(b_2) \ddot{b}_p \geq \tau > 0 \) and \( -[\ddot{b}_p, \dddot{b}_p] \leq -[\ddot{b}_p, \dddot{b}_p] \tau_{b_p, 0} \), \( \text{sgn}(\ddot{b}_p)(\ddot{b}_p - \dddot{b}_p) \geq \frac{1}{\epsilon} > 0 \) [22, Appendix E] and Young’s inequality for the cross terms, we obtain

\[ \dot{V} \leq -\frac{1}{2} x^T x - c \epsilon^2 - \frac{1}{2} \epsilon \sum_{i=0}^n \eta_i^T \eta_i \leq \epsilon \delta^T \delta. \quad (3.73) \]

Using (3.73), we conclude

\[ V(t) \leq V(0). \quad (3.74) \]

Defining

\[ \Theta(t) = [\Theta_1^T(t), \ddot{b}_p(t), \dddot{b}_p(t), \dddot{b}_p(t), e(t)]^T, \quad (3.75) \]

and using (3.70) and (3.74), we get

\[ |\Theta(t)|^2 \leq M_2 |\Theta(0)|^2, \quad (3.76) \]
for some $M_2 > 0$. Taking the derivative of (3.52) and using (3.17) and the fact that $\dot{x}_n - \bar{b}_p p = \tau_1^T x + \nu$, we get
\[
\dot{\eta}_p(t) = G\eta_p + G\tau_1^T x. \tag{3.77}
\]
Since $G$ is Hurwitz, using (3.77), we have
\[
|\dot{\eta}_p(t)| \leq M_3 e^{-\alpha_1 t}|\eta_p(0)| + M_4 \sup_{\tau \in [0,t]} |x(\tau)| \tag{3.78}
\]
for some $M_3, M_4, \alpha_1 > 0$. By using (3.76) and (3.78), we obtain
\[
|\eta_p(t)| \leq M_3 |\eta_p(0)| + M_4 \sum_{\tau \in [0,t]} |\tau|^\frac{1}{2} \tag{3.79}
\]
for some $M_5 > 0$. By using (3.76) and (3.79), we obtain
\[
|\eta_p(t)| \leq M_5 \left| \eta_p(0) \right| + M_4 \sqrt{M_2} |\Theta(0)|. \tag{3.80}
\]
By using (3.76) and (3.80), we obtain
\[
\det(\tilde{A}) = (-1)^{n+1} \left( \frac{1}{\bar{b}_p} - \tilde{b}_p - \hat{\delta}_k \right). \tag{3.81}
\]
From (3.82) it follows that, for all $\Xi$ such that $\text{sgn}(\bar{b}_p)(\hat{b}_p - \hat{\delta}_k) \geq \frac{1}{\bar{b}_p} > 0$, the right-hand side of (3.81) is continuous in $\Xi$ and $t$, which implies that the right-hand side of (3.73) is continuous in $\Xi$ and $t$. Furthermore, the right-hand side of (3.73) is zero at $\Xi = 0$. By the LaSalle-Yoshizawa theorem, (3.73) ensures that $x, e, \eta_0, \ldots, \eta_n$ and $\delta$ converge to zero as $t \to \infty$.

By adding $\pm \frac{k_{j1}}{\bar{b}_p} \text{sgn}(\bar{b}_p) \tilde{\xi}(t) B^T P \dot{x}$ and $\pm \frac{1}{\bar{b}_p \delta} B\tilde{\beta}_{1p} \tilde{\xi}(t)$ to (3.43) and (3.81) respectively, we represent the close-loop of $(x, \tilde{\beta}_{1p})$ system as a linear-time varying (LTV) system which is given by
\[
\dot{\xi} = E(t)\xi + F(t)\xi, \tag{3.83}
\]
where

\[
E(t) = \begin{bmatrix}
A_{cl} & \frac{1}{\dot{\theta}} B \tilde{\xi}^T \\
\kappa_{\beta_{1p}} \text{sgn}\left(\theta\right) \hat{\xi} B^T P A_{cl} & \frac{1}{\dot{\theta}} B \tilde{\xi}^T P B \tilde{\xi}^T
\end{bmatrix}
\]  

(3.84)

\[
F(t) = \begin{bmatrix}
f_1 & f_2 & f_3 \\
f_0 f_1 & f_0 f_2 & f_0 f_3 & \frac{1}{\dot{\theta}} B \tilde{\xi}^T P B \end{bmatrix}
\]  

(3.85)

\[
d = \begin{bmatrix}
\dot{x}^T, \eta_1^T, \delta^T, e
\end{bmatrix}^T
\]  

(3.86)

\[
\zeta = \begin{bmatrix}
x^T, \tilde{\beta}_{1p}^T
\end{bmatrix}^T
\]  

(3.87)

with \(f_0 \in \mathbb{R}^{2q \times n}, f_1 \in \mathbb{R}^{n \times n}, f_2 \in \mathbb{R}^{n \times 2q(n+1)}, f_3 \in \mathbb{R}^{n \times 2q}\) are given by

\[
f_0 = \frac{\kappa_{\beta_{1p}}}{\text{sgn}\left(\theta\right)} \hat{\xi} B^T P
\]  

(3.88)

\[
f_1 = \frac{1}{\dot{\theta}} B (\tilde{\theta} K + \tilde{\gamma}_1^T + \tilde{\beta}_{1p} B^T - \frac{1}{\hat{\beta}_{1p}} \tilde{\beta}_{1p} (1 - \tilde{\beta}_1^T l) \gamma_1^T),
\]  

(3.89)

\[
f_2 = \frac{1}{\dot{\theta}} B \left( \tilde{\theta}_1^T - \frac{1}{\hat{\beta}_{1p}} \left[ \tilde{\beta}_{1p}, a_{11} \tilde{\beta}_{1p}, \ldots, a_{1n} \tilde{\beta}_{1p} \right] \right),
\]  

(3.90)

\[
f_3 = \frac{1}{\dot{\theta}} B (\tilde{\theta}_1^T - \frac{1}{\hat{\beta}_{1p}} \tilde{\beta}_{1p}),
\]  

(3.91)

with \(A_{cl} = (A_0^T + \overline{B} K)^{-1}\) and \(\overline{B} = A_{cl} \overline{B}\).

We first show that the equilibrium \(\zeta = 0\) of the homogenous part of the LTV system (3.83) is exponentially stable. Towards that end, we choose the following Lyapunov function

\[
V_c = \frac{1}{2} \zeta^T P_c \zeta,
\]  

(3.92)

where

\[
P_c = \text{diag}\{P, \frac{1}{|\theta|\kappa_{\beta_{1p}}} I_{2q \times 2q}\}.
\]  

(3.93)

Taking the derivative of \(V_c\) and using (3.35), we get

\[
\dot{V}_c = -2 \zeta^T C(t) C^T(t) \zeta,
\]  

(3.94)

where

\[
C^T(t) = \begin{bmatrix}
A_{cl} & \frac{1}{\dot{\theta}} B \tilde{\xi}^T
\end{bmatrix}.
\]  

(3.95)
Therefore, it follows that $P_c$, satisfies the following inequality

$$E^T(t)P_c + P_cE(t) + \alpha C^T(t)C(t) \leq 0,$$  \hspace{1cm} (3.96)

for some $\alpha > 0$. The equilibrium $\zeta = 0$ of the homogeneous part of (3.83) is exponentially stable if $(C(t), E(t))$ is a uniformly completely observable (UCO) pair [26]. For a bounded $H(t)$, the pairs $(C(t), E(t))$ and $(C(t), E(t) + H(t)C(t)^T)$ have the same UCO property [26]. Choosing $H(t) = \left[ -I, -\kappa_{\beta_1} \text{sgn}(\varrho)P \tilde{B} \tilde{C}^T \right]^T$, we write the system corresponding to the pair $(C, E + HC^T)$ as

$$\dot{Y} = 0 \hspace{1cm} (3.97)$$

$$y = C^T(t)Y. \hspace{1cm} (3.98)$$

The state transition matrix of (3.97) is $\Phi = I$. Therefore, $(C, E + HC^T)$ is a UCO pair if there exist positive constants $\alpha_2, \alpha_3, \rho$ such that the observability Gramian satisfies

$$\alpha_2 I \geq \int_{t_0}^{t_0+\rho} C(t)C^T(t) \, dt \geq \alpha_3 I, \hspace{1cm} (3.99)$$

for all $t_0 \geq 0$. Since $\tilde{\xi}$ is bounded, recalling (3.95), the upper bound of (3.99) is satisfied. We now prove the lower bound in (3.99). Calculating the integral in (3.99), we get

$$X = \begin{bmatrix}
A_{cl}^T A_{cl} \rho & \frac{1}{\varrho} A_{cl}^T B \int_{t_0}^{t_0+\rho} \tilde{\xi}^T \, dt \\
\frac{1}{\varrho} \int_{t_0}^{t_0+\rho} \tilde{\xi} \, dt \int_{t_0}^{t_0+\rho} B^T A_{cl} & \frac{1}{\varrho^2} \int_{t_0}^{t_0+\rho} \tilde{\xi} \, dt \int_{t_0}^{t_0+\rho} \tilde{\xi}^T \, dt
\end{bmatrix}. \hspace{1cm} (3.100)$$

Let $S_h$ be the Schur complement of $A_{cl}^T A_{cl} \rho$ in $X$, where

$$S_h = \frac{B^T B}{\varrho^2} \left( \int_{t_0}^{t_0+\rho} \tilde{\xi}^T \, dt - \frac{1}{\varrho} \int_{t_0}^{t_0+\rho} \tilde{\xi} \, dt \int_{t_0}^{t_0+\rho} \tilde{\xi}^T \, dt \right). \hspace{1cm} (3.101)$$

Using (3.73) and (3.74) and calculating the integral, we obtain

$$\int_0^\infty \dot{x}_1^2(t) \, dt \leq 2 (V(0) - V(\infty)) \leq M_1 \hspace{1cm} (3.102)$$

for some $M_1 > 0$. Since $A_{cl}^T A_{cl} \rho$ is positive definite, $X$ is positive definite if and only if $S_h$ is positive definite. Since $\frac{B^T B}{\varrho^2}$ is a positive scalar, using boundedness
of $\Xi(t)$ and (3.102), according to Lemma 3.3 there exists a positive $\rho$ such that for all $t_0 \geq 0$, $S_h > 0$. Hence, $(C, E + HC^T)$ is UCO, which implies that $(C, E)$ is UCO. Therefore, the state transition matrix $\Phi(t, t_0)$ corresponding to $E(t)$ in (3.83) satisfies $\|\Phi(t, t_0)\| \leq \kappa_0 e^{-\gamma_0 (t-t_0)}$, for some positive constants $\kappa_0, \gamma_0$. From the boundedness of $\Xi(t)$ and $\eta_p$, it follows from (3.81) that $\dot{x}(t)$ is bounded. From (3.86), $d(t)$ is bounded and, from (3.85), $F(t)$ is bounded. Recalling that it has already been established that $d(t)$ goes to zero, from (3.83) and the property of $\Phi(t, t_0)$, it follows that $\zeta$ is bounded and $\zeta = [x^T, \hat{\beta}_1^T p]^T \rightarrow 0$ as $t \rightarrow \infty$. By using (3.77) and the fact that $G$ is Hurwitz and $x(t)$ converges to zero, we conclude that $\tilde{\eta}_p(t)$ converges to zero as $t \rightarrow \infty$. Furthermore, using (3.12), (3.14), (3.26), (3.34) and by noting that $d(t) \rightarrow 0$, $\hat{\beta}_1 \rightarrow \frac{1}{\theta_{sd}} \theta_{sd} \eta_p(t) \rightarrow \frac{1}{b_p} \nu(t)$. Recalling $\hat{\beta}_1 \rightarrow \frac{1}{\theta_{sd}} \theta_{sd}$ and $\theta_{sd}^T$ is scalar, we obtain $\hat{\beta}_1^T \eta_p(t) \rightarrow \frac{1}{b_p} \nu(t)$. This proves part (b) of Theorem 3.1.

3.4 Simulation Results

We illustrate the performance of our controller with a third-order system with $\gamma_1^T = \begin{bmatrix} 1 & 3 \end{bmatrix}, \gamma_2^T = \begin{bmatrix} 1 & 2 \end{bmatrix}, \bar{b}_p = \bar{b}_l = 2, \bar{b}_2 = 1$, the unknown disturbance $\nu(t) = 1.2 \sin(0.8t + \pi/4) - 0.5 \sin(t + \pi/2)$ and initial conditions $x(0) = \begin{bmatrix} 2 & -2.5 \end{bmatrix}^T$, $p(0) = 0.5$. The control gain $K$ is chosen such that the eigenvalues of $A_{cl}$ are $-0.5, -0.25$ and $c = 10$. We set all update gains to 1 except $\kappa_{\gamma_1} = 3$. Finally, the controllable pair $(G, l)$ is chosen as $l = \begin{bmatrix} 0, 0, 0, 1 \end{bmatrix}^T$, $G = \begin{bmatrix} 0_3 & I_3 & 0^T_3 \end{bmatrix} + t \begin{bmatrix} -4.37 & -12.12 & -12.60 & -5.80 \end{bmatrix}$. From Figures 3.1 and 3.2, one can observe that $x(t)$ and $\frac{1}{b_p} \nu(t) - \hat{\beta}_1^T \eta_p(t)$ converge to zero as Theorem 3.1 predicts.

3.5 Summary

In the present work we design an adaptive backstepping controller by using state derivative of the system and state of the input subsystem to cancel unmatched unknown sinusoidal disturbances forcing an LTI system with unknown parameters.
Figure 3.1: Closed loop system’s response for the simulation example where the system parameters are unknown and the unknown disturbance is unmatched.

We prove that the equilibrium of the closed loop system is stable and the state of the considered error system \((x, e)\) goes to zero as \(t \to \infty\) with perfect disturbance estimation. The effectiveness of our controller is demonstrated with a numerical example.

This chapter is an adaptation of material appearing in: H. I. Basturk and M. Krstic, “Adaptive backstepping cancelation of unmatched unknown sinusoidal disturbances for unknown LTI systems by state derivative feedback,” IEEE Conference on Decision and Control, 2012.

The dissertation author is the primary investigator and author of this work.
Figure 3.2: Disturbance estimation for the simulation example where the system parameters are unknown and the unknown disturbance is unmatched.
Chapter 4

Adaptive Wave Cancelation by Acceleration Feedback for Ramp-Connected Air Cushion-Actuated Surface Effect Ships

We solve here the problem of cargo transfer in high sea states over a ramp from a large, medium-speed, roll-on/roll-off (LMSR) vessel to a smaller connector vessel of a surface effect ship (SES) type. We design an air cushion actuated controller to estimate and cancel the wave disturbance and stabilize the heave of the SES via heave acceleration feedback with actuation of the louver area for the case where the hydrodynamic and other parameters of the SES are not known a priori and the pressure dynamics of the air-cushion contains nonlinearly parameterized unknown terms to provide a safer environment for cargo transfer. We demonstrate the effect of our control design in simulations in a time-domain seakeeping code, named AEGIR.

This chapter is organized as follows: We introduce the mathematical model of the heave and air cushion dynamics of an SES in Section 4.1. Design of the
controller and stability proof of the closed loop system are given in Section 4.2. In Section 4.3, we present the parameters of the ships and simulation platform. The results are discussed in Section 4.4.

4.1 Mathematical Model of System Dynamics

4.1.1 SES Heave Model

Following [37], we consider the linear model of the heave dynamics (decoupled from pitch) for control design purpose. The model is given by

\[(m + A_{33}) \ddot{\zeta}_3(t) + B_{33} \dot{\zeta}_3(t) + C_{33} \zeta_3(t) - A_c P_c = F^e_3(t),\]

where \(\zeta_3\) represents the heave, \(P_c\) is the air cushion pressure. \(A_c\) is area of the air cushion and \(m\) is the mass of the ship. Hydrodynamic (added-mass), radiation damping coefficients and hydrostatic (restoring) term for heave are represented as \(A_{33}, B_{33}, C_{33}\) respectively. \(F^e_3\) is hydrodynamic excitation force. For single frequency wave, it is given by

\[F^e_3(t) = K^e_3 \sin(\omega_e t + \phi),\]

with

\[K^e_3 = 2 g e^{kd} \sin \frac{kL}{2} (C_{33} - \omega_e A_{33} + \phi),\]

where \(d\) and \(L\) are the draft and length of the side hulls. \(g, \omega, \phi, k\) are the amplitude, frequency, phase and number of the wave respectively. \(\omega_e\) is the encounter frequency which is represented by \(\omega_e = \omega - kU \cos(\chi)\) where \(U\) and \(\chi\) are the craft speed and heading angle, respectively. In the adaptive control design, the draft of the side hulls, \(d\), is assumed to be constant.

4.1.2 Pressure dynamics for single chamber air-cushion

Assuming the uniform pressure distribution in the air cushion, the global continuity equation for mass flow into and out of the cushion can be written as

\[q_{in}(t) - q_{out}(t) = \frac{d}{dt} \left( \rho_c(t) V_c(t) \right)\]

\[(4.4)\]
where \( q_{in}(t) \) is the air flow into the air cushion from the lift fan system, \( q_{out}(t) \) is the air flow out of the air cushion due to the louver system, \( V_c(t) \) is the cushion volume, \( \rho_c(t) \) is the density of the air at the pressure \( P_c(t) \).

Assuming the basic thermodynamic variation in the air cushion is adiabatic, we represent pressure-density relationship as

\[
\rho_c(t) = \frac{\rho_{c0}}{P_{c0}^{1/\gamma}} (P_c(t))^{1/\gamma}, \tag{4.5}
\]

where \( \gamma \) is the ratio of specific heat of air, and \( \rho_{c0} \) is the density of the air at the equilibrium pressure \( P_{c0} \). Differentiating (4.5) with respect to time \( t \), we reach the expression for the time derivative of air density as

\[
\dot{\rho}_c(t) = \frac{\rho_{c0}}{\gamma P_{c0}^{1/\gamma}} (P_c(t))^{1/\gamma-1} \dot{P}_c(t). \tag{4.6}
\]

The volume of the air cushion is given by

\[
V_c(t) = A_c(h_0 + \zeta_3(t)) - V_0(t), \tag{4.7}
\]

where \( h_0 \) is the air cushion height at equilibrium and \( V_0(t) \) is the wave volume pumping disturbance. For single frequency wave, it is given by

\[
V_0(t) = K_0 \sin(\omega_c(t) + \phi), \tag{4.8}
\]

where

\[
K_0 = A_c g \frac{\sin(kL)}{kL}, \tag{4.9}
\]

for regular head sea waves in [2], [25].

Assuming no dynamic response, the fan characteristic curve can be represented by

\[
q_{in}(t) = \rho_c(t) \left( Q_0 + \frac{\partial Q}{\partial P} \big|_{P_{c0}} (P_c(t) - P_{c0}) \right), \tag{4.10}
\]

where \( Q_0 \) is the equilibrium air flow rate of fan when \( P_c(t) = P_{c0} \) and \( \frac{\partial Q}{\partial P} \big|_{P_{c0}} \) is the corresponding linear fan slope about the ship equilibrium operating point \( Q_0 \) and \( P_{c0} \) [2]. The air flow out of the air cushion by louver system is given by

\[
q_{out} = \rho_c(t) c_n \sqrt{\frac{2(P_c(t) - P_a)}{\rho_{c0}}} A_l, \tag{4.11}
\]
Figure 4.1: Illustration of the chamber of the air cushion of a surface effect ship. The symbol $A_L$ denotes louver area which is used as the control input.

where $P_a$ is the atmospheric pressure, $c_n$ is the orifice coefficient varying between 0.61 and 1 and $A_l$ is the leakage area of the louver system [2].

Using (4.4)–(4.11), we get

$$\dot{P}_c(t) = \frac{\overline{P}_c(t)}{V_c(t)}, \tag{4.12}$$

where

$$\overline{P}_c = \gamma P_c \left( Q_0 + \frac{\partial Q}{\partial P} p_{c_0} (P_c(t) - P_{c_0}) - A_c \dot{\zeta}_3(t) + \dot{V}_0(t) - c_n \sqrt{\frac{2(P_c(t) - P_a)}{\rho c_0}} A_l \right). \tag{4.13}$$

The louver area, $A_l$, is considered as the control input of the system. The chamber of the air cushion is illustrated in Figure 4.1. It is hard to design an adaptive controller for the given pressure model, since it contains nonlinearly parameterized unknown term $V_c(t)$. However we achieve to handle this significant challenge, without linearizing the model, by using the physical property of the volume, $V_c(t)$ which is always positive, $V_c(t) > 0$.

### 4.2 Control Design for Heave

In this section, we design an adaptive backstepping controller by using the measurement of heave rate and acceleration of the ship and air-cushion pressure for the case where the system parameters are not known. The objective of the controller is to stabilize the heave of the craft in the presence of sea wave disturbances.
Figure 4.2: The structure of the control problem. The overall system consists of two dynamics, wave disturbances, fan and louver maps.

by the actuation of louver area. The structure of the control problem is given in Figure 4.2.

The decoupled heave dynamics can be represented in the state-space form as follows

\[ \dot{x} = A_0 x + B \left( \bar{a}_1 x_1 + \bar{a}_2 x_2 + \bar{F}_3 + \bar{b}_p P_c \right), \]  

(4.14)

where

\[ A_0 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \]  

(4.15)

\[ B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}^T, \]  

(4.16)
\[ x = \begin{bmatrix} \zeta_3, \ \dot{\zeta}_3 \end{bmatrix}^T, \quad (4.17) \]
\[ \bar{a}_1 = -\frac{C_{33}}{m + A_{33}} \quad (4.18) \]
\[ \bar{a}_2 = -\frac{B_{33}}{m + A_{33}} \quad (4.19) \]
\[ F_3^e = \frac{F_{3e}}{m + A_{33}} \quad (4.20) \]
\[ b_p = \frac{A_c}{m + A_{33}}. \quad (4.21) \]

### 4.2.1 Disturbance Representation

The sinusoidal disturbances (4.8) and (4.20) can be represented as the output of a linear exosystem,

\[ \dot{w} = Sw \quad (4.22) \]
\[ \bar{F}_3^e = h^T w, \quad (4.23) \]
\[ V_0 = K_0 \frac{m + A_{33}}{K_3} h^T w, \quad (4.24) \]

where \( w \in \mathbb{R}^2 \) and the choice of \( S \in \mathbb{R}^{2 \times 2} \) and \( h \in \mathbb{R}^2 \) is not unique. However, the pairs \( (S, h) \) is assumed to be observable. Since \( \bar{F}_3^e \) and \( V_0 \) are unknown, \( h \) and \( S \) are also unknown.

Using Lemma 3.1 and Lemma 3.2, the inaccessible disturbances \( \bar{F}_3^e, V_0 \) and their time derivatives \( \dot{\bar{F}}_3^e, \dot{V}_0 \) can be represented in the form

\[ \bar{F}_3^e = \theta_e^T (\eta_0 + N \dot{x}) + \sum_{i=1}^2 \bar{a}_i \theta_e^T \eta_i + \bar{b}_p \theta_e^T (\eta_p - l P_e) + \bar{\theta}_e^T \delta, \quad (4.25) \]
\[ V_0 = \theta_0^T (\eta_0 + N \dot{x}) + \sum_{i=1}^2 \bar{a}_i \theta_0^T \eta_i + \bar{b}_p \theta_0^T (\eta_p - l P_e) + \bar{\theta}_0^T \delta, \quad (4.26) \]
\[ \dot{\bar{F}}_3^e = \frac{1}{1 - \theta_e^T l} \left( \bar{\theta}_e^T G (\eta_0 + N \dot{x}) + \sum_{i=1}^2 \bar{a}_i \bar{\theta}_e^T G \eta_i + \bar{b}_p \bar{\theta}_e^T G (\eta_p - l P_e) + \bar{\theta}_e^T G \delta \right), \quad (4.27) \]
\[ \dot{V}_0 = \frac{1}{1 - \theta_0^T l} \left( \bar{\theta}_0^T G (\eta_0 + N \dot{x}) + \sum_{i=1}^2 \bar{a}_i \bar{\theta}_0^T G \eta_i + \bar{b}_p \bar{\theta}_0^T G (\eta_p - l P_e) + \bar{\theta}_0^T G \delta \right), \quad (4.28) \]
\[ \dot{\eta}_i = G \eta_i - l \dot{x}_i, \quad \text{for } i = 1, 2, \quad (4.29) \]
\[ \dot{\eta}_0 = G (\eta_0 + N \dot{x}), \quad (4.30) \]
\[ \dot{\eta}_p = G (\eta_p - l P_c). \quad (4.31) \]

\( N \) is a \( 2 \times 2 \) matrix which is given by
\[ N = \frac{1}{B^T B} B^T. \]
The given \( N \) is one of the many solutions of the equation \( N B = l \). \( \delta \in R^2 \) obeys the equation
\[ \dot{\delta} = G \delta. \quad (4.32) \]

### 4.2.2 Reciprocal State Space Representation

The reciprocal state space (RSS) representation depends on switching the state vector with its derivative [32]. Thus, one can design a controller by utilizing the state derivatives instead of states. Substituting the developed representation of \( F_3 \), (4.25), into (4.14), we get
\[ x = A_0^T \dot{x} + \overline{B} \frac{1}{\varrho} \left( b_p \dot{x}_2 - a_2 \dot{x}_1 - \theta_e \eta_0 - \sum_{i=1}^{2} \beta_1 \eta_i - \beta_1 \eta_p - P_c - \theta_e \delta \right) \quad (4.33) \]

where
\[ \overline{B} = \begin{bmatrix} 1 & 0 \end{bmatrix}^T, \quad (4.34) \]
\[ \varrho = \frac{1}{b_p \left( 1 - \theta_e \right)}, \quad (4.35) \]
\[ b_p = \frac{1}{b_p}, \quad (4.36) \]
\[ a_2 = \frac{\bar{a}_2}{b_p \left( 1 - \theta_e \right)}, \quad (4.37) \]
\[ \theta_e = \frac{1}{b_p \left( 1 - \theta_e \right)}, \quad (4.38) \]
\[ \beta_1 = \frac{\bar{\alpha}_i}{b_p \left( 1 - \theta_e \right)}, \quad (4.39) \]
\[ \beta_1 = \frac{1}{b_p \left( 1 - \theta_e \right)}, \quad (4.40) \]
Using (4.18), (4.21) and noting that \(1 - \theta l > 0\), area of the air-cushion \(A_c\), hydrodynamic, \(A_{33}\), and hydrostatic, \(C_{33}\) terms are positive, we obtain \(\text{sgn}(\varrho) = -1\) and \(\text{sgn}(\bar{b}_p) = 1\). For the adaptive control design, we assume that the high frequency gain \(\bar{\varpi}_p > \bar{\zeta} > 0\). From a physical point of view, \(\bar{\zeta}\) can be determined with rough knowledge of the dimensions and the mass of the catamaran.

### 4.2.3 Adaptive Backstepping Control Design

The representations (4.25)–(4.28) established with Lemmas 3.1 and 3.2, allows us to represent the time-varying unknown sinusoidal disturbances and their derivative as a constant unknown vector multiplied by a known regressor, plus an unknown exponentially decaying disturbance. Thus, we convert the problem from cancelation of an unknown sinusoidal disturbance with unknown system parameters to an adaptive control problem. Since the system (4.33), (4.12) has unmatched parametric uncertainties, we apply adaptive backstepping method to design a control law.

In adaptive backstepping method, we first find the desired value of the air-cushion pressure to stabilize the heave of the surface effect ship. Considering the air-cushion pressure, \(P_c\), as the virtual controller, desired pressure value is given by

\[
P_{\text{desired}} = - \hat{\varrho} K \hat{x} - \hat{a}_2 \hat{x}_1 + \hat{b}_p \hat{x}_2 - \hat{\theta}_e^T \eta_0 - \sum_{i=1}^{2} \hat{\beta}_{1i}^T \eta_i - \hat{\beta}_{1p}^T \eta_p,
\]  

(4.41)

where the control gain \(K \in \mathbb{R}^{1 \times 2} = \begin{bmatrix} k_1 & k_2 \end{bmatrix}\) is chosen so that \((A_0^T + \overline{B} K)\) is Hurwitz and the positive definite matrix \(R\) is a solution of the matrix equation

\[
(A_0^T + \overline{B} K)^T R + R (A_0^T + \overline{B} K) = -4 I.
\]  

(4.42)

The deviation of \(P_c\) from its desired value, \(P_{\text{desired}}\) is written as

\[
e(t) = P_c(t) - P_{\text{desired}}(t).
\]  

(4.43)

Substituting (4.43) into (4.33) and taking the time derivative of \(e(t)\), we convert
The air-cushion pressure dynamics, (4.12), contains nonlinearity parameterized term, $V_c$, and unmeasured heave, $x_1 = \zeta_3$. We write $x_1$ in terms of heave rate, heave acceleration, air-cushion pressure, the derived representation of $\bar{F}_3$ and substitute it into the model. Furthermore, we can use the volume of the air-cushion, $V_c$, in the Lyapunov analysis since it is positive and its derivative, $\dot{V}_c$, can be represented in terms of measured signals, constant unknown terms with known regressors and exponentially decaying term by using (4.27). We use $V_c e^2$ instead of usual choice, $e^2$, in our Lyapunov function in order to achieve a linearly parameterized expression in the time derivative of Lyapunov function. This choice increases the unknown terms and causes the over parametrization.
We assume the measurements of the heave rate and acceleration of the ship to be available for feedback loop throughout the analysis. However, the data from integrated heave accelerometers need to be filtered or processed before using them for control. It is important to have unbiased heave acceleration to avoid drift in parameter estimations and estimate heave rate properly. Although the type of a method employed to eliminate bias depends on the features of the sensor, a high pass filter with appropriate parameters will typically suffice. Heave rate for feedback can be obtained by filtering unbiased heave acceleration with a bandpass filter (a low pass filter in conjunction with a high pass filter). Other sensing and filtering options are also possible to obtain heave rate and acceleration for specific applications.

**Remark 4.1** The proposed controller is designed based on system dynamics (4.1), (4.12) with disturbance models (4.2), (4.8) by assuming that the measurements are accurate and precise. Although the simulation platform which we implement our controller, provides a reliable environment to test the robustness of the controller with respect to some unmodeled system and disturbance dynamics such as coupling with other modes, irregular waves and different heading angles, there are still various other effects (measurement noise, wind disturbance, ...) which are not considered in the design and simulation but may be encountered in a practice. These effects may cause drift in parameter estimations which may harm the stability of the equilibrium of the closed loop system. The destabilizing effects of bounded disturbances and of a class of dynamic uncertainties may be counteracted by using simple modifications that involve leakage, dead-zone, projection, and dynamic normalization as given in [26]. We do not add these modifications to our design and analysis. However one can select an appropriate modification for certain application conditions and implement it to the proposed controller.

The adaptive controller for surface effect ship is given by

\[
A_l = \frac{\hat{b}_u}{\left(1 - \hat{b}_p \left(\hat{b}_p - \hat{k}_2\right)\right) \sqrt{2 \left(P_c(t) - P_a\right)} u}
\]  
(4.54)
\[ u = - \hat{b} x^T R B + \hat{\Theta} T_{dV_c} \Xi_{dV_c} + \hat{\Theta} T_{V_c} \Xi_{V_c} + \hat{\Theta} T_{P_c} \Xi_{P_c} + \hat{\Theta} T_{\eta_p \eta_p} \Xi_{P_c} \left( \dot{b}_p - \hat{\varrho} k_2 \right) + \Xi_{\delta} + ce, \]

with \( c > 2 \) and the regressors

\[ \Xi_{dV_c} = e \left[ \dot{x}_1, \ (\eta_0 + N \dot{x})^T, \ \eta_1^T, \ \eta_2^T, \ (\eta_p - lP_c)^T \right]^T, \]

\[ \Xi_{\dot{V}_c} = \left[ \xi_{de}, \ \Xi_{de}^T d\dot{x}_1, \ \Xi_{de}^T \dot{x}_1, \ \xi_{de} \dot{d}_2, \ \Xi_{de}^T \dot{d}_2, \ \xi_{de} \eta_0^T l_1, \ \Xi_{de}^T \eta_0^T l_1, \ \xi_{de} \eta_0^T l_2, \right. \]

\[ \Xi_{\dot{V}_c} = \left[ \xi_{de} \eta_1^T l_2, \ \Xi_{de} \eta_1^T l_2, \ \xi_{de} \eta_1^T l_2, \ \Xi_{de} \eta_1^T l_2, \ \xi_{de} \eta_2^T l_1, \ \Xi_{de} \eta_2^T l_1, \right. \]

\[ \left. \xi_{de} \eta_2^T l_1, \ \Xi_{de} \eta_2^T l_2, \ \xi_{de} \eta_2^T l_2, \ \Xi_{de} \eta_2^T l_2, \ \xi_{de} P_c, \ \Xi_{de}^T P_c \right]^T, \]

\[ \Xi_{P_c} = P_c \left[ 1, \ P_c, \ \dot{x}_1, \ (\eta_0 + N \dot{x})^T, \ \eta_1^T, \ \eta_2^T, \ \eta_p \right]^T, \]

where \( l_1 = \left[ 1, \ 0 \right]^T, l_2 = B \) and

\[ \Xi_{\delta} = \frac{1}{2} \left( \dot{b}_p - \hat{\varrho} k_2 \right)^2 \left[ 3, \ \dot{x}_1^2, \ \dot{x}_2^2, \ \eta_0^T \eta_0, \ \eta_1^T \eta_1, \ \eta_2^T \eta_2, \ \eta_p^T \eta_p, \ P_c^2 \right]^T, \]

\[ \xi_{de} = \left( \hat{k}_1 + \hat{a}_2 \right) \dot{x}_1 + \left( \hat{k}_1 + \hat{a}_2 + \hat{k}_2 - \hat{b}_p \right) \dot{x}_2 + \hat{k}^{T}_e \eta_0 + \hat{k}^{T}_e \dot{\eta}_0 + \sum_{i=1}^{2} \left( \hat{\beta}_{1T} \eta_i + \hat{\beta}_{1T} \dot{\eta_i} \right) \]

\[ + \hat{\beta}_{1T} \eta_p + \hat{\beta}_{1T} \dot{\eta}_p. \]
The update laws are given by

\[
\dot{a}_2 = -\kappa_{a2} \text{sgn}(q) \hat{x}_1 B^T R \dot{x}, \quad \kappa_{a2} > 0, \tag{4.61}
\]

\[
\dot{\theta}_e = -\kappa_{\theta e} \text{sgn}(\eta_0) B^T R \dot{x}, \quad \kappa_{\theta e} > 0, \tag{4.62}
\]

\[
\dot{\beta}_{1i} = -\kappa_{\beta_{1i}} \text{sgn}(\eta_i) B^T R \dot{x}, \quad \kappa_{\beta_{1i}} > 0, \tag{4.63}
\]

\[
\dot{\beta}_{1p} = -\kappa_{\beta_{1p}} \text{sgn}(\eta_p) B^T R \dot{x}, \quad \kappa_{\beta_{1p}} > 0, \tag{4.64}
\]

\[
\dot{b}_u = -\kappa_{b_u} u e, \quad \kappa_{b_u} > 0, \tag{4.65}
\]

\[
\dot{\theta} = -\kappa_{\theta u} \hat{x}^T R B, \quad \kappa_{\theta u} > 0, \tag{4.66}
\]

\[
\dot{\Theta}_{dV_c} = \kappa_{\Theta_{dV_c}} e V_c, \quad \kappa_{\Theta_{dV_c}} > 0, \tag{4.67}
\]

\[
\dot{\Theta}_{dV_c} = \kappa_{\Theta_{dV_c}} e V_c, \quad \kappa_{\Theta_{dV_c}} > 0, \tag{4.68}
\]

\[
\dot{\Theta}_{p c} = \kappa_{\Theta_{p c}} e V_c, \quad \kappa_{\Theta_{p c}} > 0, \tag{4.69}
\]

\[
\dot{\tau}_{p, p_c} = \kappa_{\tau_{p, p_c}} e (\hat{b}_p - \hat{k}_2) e, \quad \kappa_{\tau_{p, p_c}} > 0, \tag{4.70}
\]

\[
\begin{bmatrix}
\dot{b}_p \\
\dot{\theta}
\end{bmatrix} =
\begin{cases}
\tau_{b_p, \theta}, & \text{sgn}(\hat{b}_p)(\hat{b}_p - \hat{k}_n) > \frac{1}{2} \\
& \text{or } \mathcal{P}^T \tau_{b_p, \theta} \leq 0
\end{cases}
\tag{4.71}
\]

where

\[
\tau_{b_p} = \kappa_{b_p} (\hat{b}_p - \hat{k}_n) A_1 \sqrt{2 (P_c(t) - P_a)} e, \quad \kappa_{b_p} > 0 \tag{4.72}
\]

\[
\tau_{b_p, \theta} = \kappa_{b_p, \theta} \begin{bmatrix}
\text{sgn}(q) \hat{x}_1 B^T R \dot{x} \\
-\text{sgn}(q) K \hat{x} B^T R \dot{x}
\end{bmatrix}, \quad \kappa_{b_p, \theta} > 0, \tag{4.73}
\]

\[
\mathcal{R} = \begin{bmatrix}
\text{sgn}(\hat{b}_p) k_2 \text{sgn}(\hat{b}_p)
\end{bmatrix}^T, \tag{4.74}
\]

and \(\Gamma\) belongs to the set of all positive definite symmetric \(2 \times 2\) matrices.

We first define the signals needed in the analysis and state a theorem describing our main stability result. Then we prove the theorem using a technical
lemmas in next section. Estimation errors of the unknown parameters are denoted by

\[
\tilde{\theta} = \frac{1}{\theta} - \hat{\theta},
\]

(4.76)

\[
\tilde{b}_u = b_u - \hat{b}_u,
\]

(4.77)

\[
\tilde{b}_p = b_p - \hat{b}_p,
\]

(4.78)

\[
\tilde{\Theta}_{dV_e} = \Theta_{dV_e} - \hat{\Theta}_{dV_e},
\]

(4.79)

\[
\tilde{\Theta}_{eV_e} = \Theta_{eV_e} - \hat{\Theta}_{eV_e},
\]

(4.80)

\[
\tilde{\Theta}_{P_e} = \Theta_{P_e} - \hat{\Theta}_{P_e},
\]

(4.81)

\[
\tilde{\Theta}_{\bar{\eta}P_e} = \Theta_{\bar{\eta}P_e} - \hat{\Theta}_{\bar{\eta}P_e},
\]

(4.82)

where

\[
b_u = \frac{c_n}{\sqrt{P_e0}},
\]

(4.83)

\[
\Theta_{dV_e} = \left[ \begin{array}{c}
A_c - \frac{1}{1-\bar{\sigma}_c} \bar{\theta}_0^T G - \frac{\bar{\eta}}{1-\bar{\sigma}_c} \bar{\theta}_0^T G - \frac{\bar{\eta}}{1-\bar{\sigma}_c} \bar{\theta}_0^T G - \frac{\bar{\eta}}{1-\bar{\sigma}_c} \bar{\theta}_0^T G \\
\end{array} \right]^T,
\]

(4.84)

\[
\Theta_{P_e} = \gamma \left[ \begin{array}{c}
Q_0 - \frac{\partial Q}{\partial P_e} P_{e0}, \frac{\partial Q}{\partial P_e} \bar{\theta}_0^T G, -A_c, \frac{1}{1-\bar{\sigma}_c} \bar{\theta}_0^T G, \frac{\bar{\eta}}{1-\bar{\sigma}_c} \bar{\theta}_0^T G, \\
\end{array} \right]^T,
\]

(4.85)

\[
\Theta_{eV_e} = \left[ \begin{array}{c}
A_c h_0, A_c h_0 \Theta_e^T, -\bar{\alpha}_1 \frac{A_c}{\bar{\sigma}_c}, -\bar{\alpha}_1 \frac{A_c}{\bar{\sigma}_c} \Theta_e^T, (1 - \bar{\theta}_e^T l) \frac{A_c}{\bar{\sigma}_c} - \bar{\theta}_0^T l, \\
\end{array} \right]^T,
\]

(4.86)

\[
\Theta_{\bar{\eta}P_e} = \bar{b}_p \Theta_{P_e},
\]

(4.87)

with \( \bar{\sigma}_e = -\left( \frac{A_c}{\bar{\sigma}_c} \bar{\sigma}_e + \bar{\sigma}_0 \right) \) and \( \bar{\eta}_p(t) \) denotes the signal,

\[
\bar{\eta}_p(t) = \bar{\eta}_p \eta_p(t) + \eta_0 - \bar{\eta}_p(t),
\]

(4.88)
where

\[
\mathbf{\Pi}_p(t) = \int_0^t e^{G(t-\tau)}G\nu(\tau)d\tau. \tag{4.89}
\]

**Theorem 4.1** Consider the closed-loop system consisting of the plant (4.1), (4.12) forced by the unknown sinusoidal wave disturbances (4.22), (4.23) the disturbance observer (4.29), (4.30), (4.31) and the adaptive controller (4.54), (4.61)–(4.72). Under the assumptions the following holds:

(a) The equilibrium \( \tilde{\Theta}_{V_c} = 0, \tilde{\Theta}_{dV_c} = 0, \tilde{\Theta}_{P_c} = \tilde{\Theta}_{\hat{b}_uP_c} = 0, x = 0, \eta_0 = \eta_1 = \eta_2 = \delta = \hat{\theta}_e - \beta_{11} = \beta_{12} = \beta_{1p} = 0, \tilde{\theta}_u = \bar{\theta} = \tilde{b}_u = \tilde{b}_p = e = 0 \) is stable.

(b) For all initial conditions \( \text{sgn}(\hat{\theta}_b)\hat{b}_u(0) > \bar{\tau}, (\hat{b}_p(0) - \hat{\phi}(0)k_2)\text{sgn}(\hat{\theta}_b) > \frac{1}{2}, \hat{\tau}_1(0), \hat{\phi}(0), \hat{\theta}_b(0), p(0), x(0) \in \mathbb{R}^2, \eta_1(0) \in \mathbb{R}^2, \eta_2(0) \in \mathbb{R}^2, \eta_0(0) \in \mathbb{R}^2, \beta_1(0) \in \mathbb{R}^2, \hat{\beta}_{11}(0) \in \mathbb{R}^2, \hat{\beta}_{12}(0) \in \mathbb{R}^2, \hat{\beta}_{1p}(0) \in \mathbb{R}^2, \hat{\Theta}_{dV_c}(0) \in \mathbb{R}^9, \hat{\Theta}_{eV_c}(0) \in \mathbb{R}^{132}, \hat{\Theta}_{P_c}(0), \hat{\Theta}_{\hat{b}_uP_c}(0) \in \mathbb{R}^{11} \) for which \( V_c(t) \) is positive for all time, the signals \( c(t), x(t), \eta_0, \eta_1(t), \eta_2(t), \beta_{1p}(t), \bar{\tau}_4, -\hat{\beta}_{1p}^T(t)\eta_p(t), \delta(t), \tilde{\eta}_p(t) \) are bounded and converge to zero as \( t \to \infty \).

### 4.2.4 Stability Proof

*Proof of Theorem 4.1:* The stability of the equilibrium of the closed-loop system is established with the use of Lyapunov function

\[
V = \frac{1}{2}x^T R x + \frac{1}{2}V_c e^2 + \frac{1}{2} |\theta| \left( \frac{1}{\kappa_{b_P, \theta}} (\hat{\theta}_b^2 + \hat{\theta}_p^2) + \frac{1}{\kappa_{\alpha_2}} \tilde{\alpha}_2^2 + \frac{1}{\kappa_{\theta_e}} \hat{\theta}_e^T \hat{\theta}_e + \sum_{i=1}^{2} \frac{1}{\kappa_{\beta_{1i}}} \tilde{\beta}_{1i} \tilde{\beta}_{1i} \right)
\]

\[
+ \frac{1}{2\kappa_{\beta_{1p}}} (\tilde{\beta}_{1p}^T \tilde{\beta}_{1p}) + \frac{1}{2\kappa_{\theta_e}} \hat{\theta}_e^2 + \frac{1}{2\kappa_{b_u}} (\frac{1}{\kappa_{b_u}} \tilde{b}_u^2 + \frac{1}{\kappa_{\beta_p}} \tilde{b}_p^2) + \frac{1}{2\kappa_{\Theta_{dV_c}}} (\tilde{\Theta}_{dV_c}^T \tilde{\Theta}_{dV_c})
\]

\[
+ \frac{1}{2\kappa_{\Theta_{eV_c}}} (\tilde{\Theta}_{eV_c}^T \tilde{\Theta}_{eV_c}) + \frac{1}{2\kappa_{\Theta_{P_c}}} (\tilde{\Theta}_{P_c}^T \tilde{\Theta}_{P_c}) + \frac{1}{2\kappa_{\Theta_{\hat{b}_uP_c}}} (\tilde{\Theta}_{\hat{b}_uP_c}^T \tilde{\Theta}_{\hat{b}_uP_c}) + \frac{\varepsilon_\delta}{2} (\delta^T R G \delta)
\]

\[
+ \frac{1}{2\varepsilon_\eta} \left( \eta_0^T R_G \eta_0 + \sum_{i=1}^{n} \eta_i^T R_G \eta_i \right) + \frac{\varepsilon_\delta^2}{2} (\delta^T R G \delta)^2, \tag{4.90}
\]

where the positive definite matrix \( R \) is a solution of the matrix equation

\[
G^T R_G + R_G G = -2I, \tag{4.91}
\]
with

\[
\varepsilon_\delta = \frac{1}{\bar{\epsilon}^2} \lambda_{\text{max}} \{ \theta_e \beta_e^T R R \theta_e^T \} + \frac{1}{(1 - \theta_e^T \bar{l})^2} \times \lambda_{\text{max}} \{ G^T \theta_0 \bar{\theta}_0^T G \}, \quad (4.92)
\]

\[
\varepsilon_{\delta^2} = \frac{1}{\lambda_{\text{min}} \{ R_G \}} \left( (A_c h_0)^4 + \left( \frac{A_c \beta_2}{\alpha_1} \right)^4 + (1 + \bar{\theta}_p) \left( A_c \frac{1 - \bar{\theta}_e^T \bar{l}}{\alpha_1} - \theta_0^T \bar{l} \right)^4 \right.
\]

\[
\left. + (1 + \bar{\alpha}_1 + \bar{\alpha}_2 + \bar{\beta}_p) \left( \left( \frac{A_c \bar{\theta}_e + \theta_0}{\alpha_1} \right)^T \bar{l}_1 \right) + \left( \left( \frac{A_c \bar{\theta}_e + \theta_0}{\alpha_1} \right)^T \bar{l}_2 \right) \right)^4 \right) \right) \times \frac{1}{(1 - \theta_e^T \bar{l})^4} \lambda_{\text{max}} \{ G^T \bar{\theta}_e^T \bar{\theta}_e G \} + \left( 1 + \frac{1}{(1 - \theta_e^T \bar{l})^4} \right) \lambda_{\text{max}}^2 \{ G^T \bar{\theta}_0^T \bar{\theta}_0 G \}, \quad (4.93)
\]

\[
\varepsilon_{\eta} = \lambda_{\text{max}} \{ \bar{l}^T R_G R_G \}. \quad (4.94)
\]

Taking the time derivative of $V$ and using the property of the projection operator, $-\tilde{b}_p \tilde{b}_p \leq -\tilde{b}_p \tau_{b_p}$, \( \text{sgn}(b_2) \tilde{b}_p \geq \tilde{\xi} > 0 \) and $-\tilde{b}_p \tilde{\theta} \tilde{b}_p^T \tilde{\theta} \leq -\tilde{b}_p \tilde{\theta} \tau_{b_p \theta}$, \( \text{sgn}(\tilde{b}_p)(\tilde{b}_p - \tilde{\theta} \tilde{k}_n) \geq \frac{1}{\tilde{\xi}} > 0 \) [22, Appendix E] and Young’s inequality for the cross terms, we obtain

\[
\dot{V} \leq -\frac{1}{2} \dot{x}^T \dot{x} - \frac{1}{2} \epsilon \dot{\eta}_1^T \dot{\eta}_1 - \frac{1}{2} \epsilon \delta^T \delta. \quad (4.95)
\]

Using (4.95), we conclude

\[
V(t) \leq V(0). \quad (4.96)
\]

Defining

\[
\bar{\Upsilon}(t) = [a^T(t), c(t), \tilde{\theta}_2(t), \tilde{\theta}_p^T(t), \tilde{\theta}_\epsilon^T(t), \tilde{\theta}_a(t), \tilde{\theta}_3(t), \tilde{\theta}_b(t), \tilde{\beta}_{11}(t)^T, \tilde{\beta}_{12}(t)^T, \tilde{\beta}_{1p}(t)^T, \eta_0(t)^T, \eta_1^T(t), \eta_2^T(t), \tilde{\sigma}^T(t), \tilde{\sigma}_{dV}(t), \tilde{\sigma}_{eV}(t), \tilde{\sigma}_{pV}(t), \tilde{\sigma}_{bV}(t)]^T, \quad (4.97)
\]

and using (4.90) and (4.96), we get

\[
|\bar{\Upsilon}(t)|^2 \leq M_2 |\bar{\Upsilon}(0)|^2, \quad (4.98)
\]

for some $M_2 > 0$. Taking the derivative of (4.88) and using (4.30), (4.89) and the fact that $\dot{x}_2 - \tilde{b}_p \bar{\sigma} = \bar{\alpha}_1 x_1 + \bar{\alpha}_2 x_2 + \bar{F}_3$, we get

\[
\dot{\tilde{\eta}}_p(t) = G \tilde{\eta}_p + GI \left( \bar{\alpha}_1 x_1 + \bar{\alpha}_2 x_2 \right). \quad (4.99)
\]
Since $G$ is Hurwitz, using (4.99), we have

$$|\tilde{\eta}_p(t)| \leq M_3e^{-\alpha_1 t}|\tilde{\eta}_p(0)| + M_4 \sup_{\tau \in [0,t]} |x(\tau)|$$

(4.100)

for some $M_3, M_4, \alpha_1 > 0$. By using (4.98) and (4.100), we obtain

$$|\tilde{\eta}_p(t)| \leq M_3|\tilde{\eta}_p(0)| + M_4\sqrt{M_2}|\Upsilon(0)|.$$  (4.101)

By using (4.98) and (4.101), we obtain

$$|\Upsilon(t)| \leq M_5|\Upsilon(0)|,$$  (4.102)

where

$$\Upsilon(t) = \left[ \begin{array}{c} \Upsilon^T(t), \quad \tilde{\eta}_p^T(t) \end{array} \right]^T,$$  (4.103)

for some $M_5 > 0$. This proves part (a) of Theorem 4.1.

We write the closed-loop system in the following form

$$\dot{x} = \tilde{A}^{-1}x + \tilde{A}^{-1}\tilde{B} \left( \tilde{\beta}^T \eta_0 + \sum_{i=1}^{n} \tilde{\beta}_1^T \eta_i + \frac{1}{\tilde{b}_p} \tilde{\beta}_1^T (\tilde{\eta}_p - \eta_0 + \tilde{\eta}_p) + e + \tilde{\theta}_e^T \delta \right),$$

(4.104)

where

$$\tilde{A} = A_0^T + \tilde{B} \left( \frac{1}{\tilde{b}_p} \left( \begin{array}{c} \tilde{a}_2 \\ 0 \end{array} \right)^T + \tilde{b}_p B^T + K \tilde{\delta} \right).$$

(4.105)

From (4.15), (4.16), (4.105) and by noting that $\tilde{B} = \left[ \begin{array}{c} 1, \quad 0 \end{array} \right]^T$, we get

$$\det(\tilde{A}) = - \left( \frac{1}{\tilde{b}_p} \left( \frac{1}{\tilde{b}_p} - (\hat{b}_p - \hat{b}k_2) \right) \right).$$

(4.106)

From (4.106) it follows that, for all $\Upsilon$ such that $\text{sgn}(\hat{b}_p)(\hat{b}_p - \hat{b}k_n) \geq \frac{1}{\tilde{b}_p} > 0$ and $V_c(t) > 0$, the right-hand side of (4.104) is continuous in $\Upsilon$ and $t$, which implies that the right-hand side of (4.95) is continuous in $\Upsilon$ and $t$. Furthermore, the right-hand side of (4.95) is zero at $\Upsilon = 0$. By the LaSalle-Yoshizawa theorem, (4.95) ensures that $\hat{x}, e, \eta_0, \eta_1, \eta_2$ and $\delta$ converge to zero as $t \to \infty$.

By adding $\pm \frac{\kappa_{\beta_1}}{\hat{b}_p} \text{sgn}(\hat{\theta}_e) \tilde{\xi}(t) \tilde{B}^T P \dot{x}$ and $\pm \frac{1}{\hat{b}_p} B \tilde{\beta}_1^T \tilde{\xi}(t)$ to (4.64) and (4.104) respectively, we represent the close-loop of $(x, \tilde{\beta}_1)$ system as a linear-time varying (LTV) system which is given by

$$\dot{\hat{\xi}} = E(t)\hat{\xi} + F(t)d,$$  (4.107)
where

\[
E(t) = \begin{bmatrix}
A_{cl} & \frac{1}{\varepsilon}B_\xi^T P A_{cl} \\
\kappa_{\beta_1p}\text{sgn}(\varrho)\xi B_\xi^T PA_{cl} & \frac{1}{\varepsilon}B_\xi^T P B_\xi^T
\end{bmatrix}
\] (4.108)

\[
F(t) = \begin{bmatrix}
f_{11} & f_{12} & f_{13} & f_{14} & f_{15} \\
f_{21} & f f_{12} & f f_{13} & f f_{14} & f f_{15}
\end{bmatrix}
\] (4.109)

\[
d = \begin{bmatrix}
x^T, \eta_0^T, \eta_1^T, \eta_2^T, \delta^T, e^T
\end{bmatrix}^T
\] (4.110)

\[
\zeta = \begin{bmatrix}
x^T, \tilde{\beta}_{\mu}^T
\end{bmatrix}^T
\] (4.111)

with \( f = \frac{\kappa_{\beta_1p}\text{sgn}(\varrho)}{\varepsilon}B_\xi^T P \) and \( f_{21}, f_{11}, f_{12}, f_{13}, f_{14}, f_{15} \in \mathbb{R}^{2x2} \) are given by

\[
f_{11} = \frac{1}{\varepsilon}B(\tilde{\vartheta}_K + [a_2, 0])
\]

\[+
\frac{1}{b_p}B_\xi^T - \frac{1}{b_p}\tilde{\beta}_{\mu}^T \xi B_\xi^T \tilde{\beta}_{\mu}^T (1 - \tilde{\theta}_1^T l) \begin{bmatrix}
a_2, 0
\end{bmatrix},
\] (4.112)

\[
f_{12} = \frac{1}{\varepsilon}B(\tilde{\theta}_e) - \frac{1}{b_p}\tilde{\beta}_{\mu}^T,
\] (4.113)

\[
f_{13} = \frac{1}{\varepsilon}B(\tilde{\beta}_{11}^T - \frac{1}{b_p}\tilde{\beta}_{11}^T)
\] (4.114)

\[
f_{14} = \frac{1}{\varepsilon}B(\tilde{\beta}_{12}^T - \frac{1}{b_p}\tilde{\beta}_{12}^T)
\] (4.115)

\[
f_{15} = \frac{1}{\varepsilon}B(\tilde{\theta}_1 - \frac{1}{b_p}\tilde{\beta}_{11}^T)
\] (4.116)

\[
f_{21} = f f_{11} - \frac{\kappa_{\beta_1p}\text{sgn}(\varrho)}{b_p}B_\xi^T P,
\] (4.117)

with \( A_{cl} = (A_0^T + B_\xi K)^{-1} \) and \( B = A_{cl}B \). We first show that the equilibrium \( \zeta = 0 \) of the homogenous part of the LTV system (4.107) is exponentially stable. Towards that end, we choose the following Lyapunov function

\[
V_{LTV} = \frac{1}{2}\zeta^T R_{LTV} \zeta,
\] (4.118)

where

\[
R_{LTV} = \text{diag}\{R, \frac{1}{|\varrho|\kappa_{\beta_1p}}I_{2x2}\}
\] (4.119)

Taking the derivative of \( V_{LTV} \) and using (4.42), we get

\[
\dot{V}_{LTV} = -2\zeta^T C(t)C^T(t)\zeta,
\] (4.120)
where
\[ C^T(t) = \begin{bmatrix} A_{cl} & \frac{1}{\varepsilon} B\xi^T \end{bmatrix}. \] (4.121)

Therefore, it follows that \( R_{LTV} \), as defined in (4.119), satisfies the following inequality
\[ E^T(t)R_{LTV} + R_{LTV}E(t) + \alpha C^T(t)C(t) \leq 0 \] (4.122)
for some \( \alpha > 0 \).

The equilibrium \( \zeta = 0 \) of the homogenous part of (4.107) is exponentially stable if \( (C(t), E(t)) \) is a uniformly completely observable (UCO) pair \[26\]. For a bounded \( H(t) \), the pairs \( (C(t), E(t)) \) and \( (C(t), E(t) + H(t)C(t)^T) \) have the same UCO property \[26\]. Choosing \( H(t) = \begin{bmatrix} -I, & -\kappa_{\beta_1}\text{sgn}(g)RB\xi^T \end{bmatrix}^T \), we write the system corresponding to the pair \( (C, E + HC^T) \) as
\[ \dot{Y} = 0 \] (4.123)
\[ y = C^T(t)Y. \] (4.124)

The state transition matrix of (4.123) is \( \Phi = I \). Therefore, \( (C, E + HC^T) \) is a UCO pair if there exist positive constants \( \alpha_2, \alpha_3, \rho \) such that the observability Gramian satisfies
\[ \alpha_2 I \geq \int_{t_0}^{t_0+\rho} C(t)C^T(t) \, dt \geq \alpha_3 I, \] (4.125)
for all \( t_0 \geq 0 \). Since \( \xi \) is bounded, recalling (4.121), the upper bound of (4.125) is satisfied. We now prove the lower bound in (4.125). Calculating the integral in (4.125), we get
\[ X = \begin{bmatrix} A_{cl}^T A_{cl}\rho & \frac{1}{\varepsilon} A_{cl}^T B \int_{t_0}^{t_0+\rho} \xi^T \, dt \\frac{1}{\varepsilon} \int_{t_0}^{t_0+\rho} \xi \, dt B^T A_{cl} & \frac{1}{\varepsilon} \int_{t_0}^{t_0+\rho} \xi B^T B\xi^T \, dt \end{bmatrix}. \] (4.126)

Let \( S_h \) be the Schur complement of \( A_{cl}^T A_{cl}\rho \) in \( X \), where
\[ S_h = \frac{B^T B}{\varepsilon^2} \left( \int_{t_0}^{t_0+\rho} \xi \xi^T \, dt - \frac{1}{\rho} \int_{t_0}^{t_0+\rho} \xi \, dt \int_{t_0}^{t_0+\rho} \xi^T \, dt \right). \] (4.127)

Using (4.95) and (4.96) and calculating the integral, we obtain
\[ \int_{0}^{\infty} \dot{x}_1^2(t) \, dt \leq 2 (V(0) - V(\infty)) \leq M_1 \] (4.128)
for some $M_1 > 0$. Since $A_d^T A_d r$ is positive definite, $X$ is positive definite if and only if $S_h$ is positive definite. Since $B_t$ is a positive scalar, using boundedness of $Y(t)$ and (4.128), according to Lemma 3.3 there exists a positive $\rho$ such that for all $t_0 \geq 0$, $S_h > 0$. Hence, $(C, E + H C^T)$ is UCO, which implies that $(C, E)$ is UCO. Therefore, the state transition matrix $\Phi(t, t_0)$ corresponding to $E(t)$ in (4.107) satisfies

$$\| \Phi(t, t_0) \| \leq \kappa_0 e^{-\gamma_0(t-t_0)}$$

for some positive constants $\kappa_0, \gamma_0$. From the boundedness of $Y(t)$ and $\eta_p(t)$, it follows from (4.104) that $\dot{x}(t)$ is bounded. From (4.110), $d(t)$ is bounded and, from (4.109), $F(t)$ is bounded. Recalling that it has already been established that $d(t)$ goes to zero, from (4.107) and (4.129) it follows that $\zeta$ is bounded and $\zeta = [x^T, \beta_1^T] \rightarrow 0$ as $t \rightarrow \infty$. By using (4.99) and the fact that $G$ is Hurwitz and $x(t)$ converges to zero, we conclude that $\eta_p(t)$ converges to zero as $t \rightarrow \infty$. Furthermore, using (4.25), (4.40), (4.43), (4.53) and by noting that $d(t) \rightarrow 0$, $\hat{\beta}_1(t) \rightarrow \frac{1}{1-\theta^T e \theta} \theta e$, we obtain \( \left( \theta^T e + \frac{\theta^T e}{1-\theta^T e \theta} \theta^T e \right) \eta_p(t) \rightarrow \frac{1}{b_p} F_3(t) \). Recalling $\hat{\beta}_1(t) \rightarrow \frac{1}{1-\theta^T e \theta} \theta e$ and $\theta^T e \theta$ is scalar, we obtain $\hat{\beta}_1^T \eta_p(t) \rightarrow \frac{1}{b_p} F_3(t)$. This proves part (b) of Theorem 4.1. ■

### 4.3 Simulation

We use time-domain sea-keeping code AEGIR provided by Navatek/APS, to solve hydrodynamic forcing imparted to vessels [7]. The general inputs of AEGIR for the simulation are 3D CAD models and parameters of the vessels, connection type and configuration of the ships and finally wave model with heading angle. In the scenario, the cargo is transferred from Large, Medium-Speed Roll-on/Roll-off (LMSR) type cargo ship which is illustrated as a mono hull to a surface effect ship with two hulls, over a connected ramp. The Rhino CAD program is used to model hulls of the surface effect ship and LMSR. CAD models are given in Figure 4.3. Since the current software doesn’t contain the air cushion model, we add it with the designed controller during simulation by using MATLAB interface code.
Figure 4.3: 3D Rhino model of hulls of large, medium-speed, roll-on/roll-off (LMSR) and surface effect ship (SES).

Figure 4.4: Top view of a bow to stern configuration. Bow of an SES is connected to stern of an LMSR by a ramp.

4.3.1 Configuration and Parameters

The vessel parameters are shown in Table 4.1. The ramp has two hinges that only allow pitch at each pivot point and is assumed to be massless and rigid. The length of the ramp is 90 ft. We assume the cargo transfer is performed in the bow to stern configuration as it is illustrated in Figure 4.4. We use a 1600 HP fan and approximately %15 of the deck area is considered as the louver in the simulations.

4.3.2 Sea States and Wave Modeling for Simulation

A sea state (SS) is used to represent the general condition of an ocean with respect to wind waves and swell at a certain location and moment. A sea state is characterized by statistics, including the wave height, period, and power spectrum. Table 4.2 gives observed relevant values for various sea states.

AEGIR uses a series of sine inputs provided by the user to represent a
Table 4.1: The vessel parameters of the surface effect ship (SES) and large, medium-speed, roll-on/roll-off (LMSR).

<table>
<thead>
<tr>
<th></th>
<th>LMSR</th>
<th>SES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length (ft)</td>
<td>1190</td>
<td>250</td>
</tr>
<tr>
<td>Beam (ft)</td>
<td>220</td>
<td>70</td>
</tr>
<tr>
<td>Weight (tons)</td>
<td>81,700</td>
<td>820</td>
</tr>
<tr>
<td>Roll Gyradius (ft)</td>
<td>40</td>
<td>15</td>
</tr>
<tr>
<td>Pitch Gyradius (ft)</td>
<td>200</td>
<td>50</td>
</tr>
<tr>
<td>Yaw Gyradius (ft)</td>
<td>200</td>
<td>50</td>
</tr>
</tbody>
</table>

typical wave pattern which requires heading angle for each sine wave and wave height, $H_{\text{wave}}$, which is given by,

$$H_{\text{wave}}(x, t) = \sum_{i=1}^{N} A_i \sin(\omega_i t + k_i (Ut - x) + \phi_i).$$

(4.130)

While many models exist to produce these sine waves, we use the Pierson-Moskowitz spectrum for fully developed wave conditions. The power for a given wave frequency is given by

$$S_p(\omega) = \frac{g^2 \times 10^{-3}}{\omega^5} \exp \left[ -\beta_{\text{wind}} \left( \frac{\omega_0}{\omega} \right) \right],$$

(4.131)
in [27] where $g$ is gravity, $\omega_0 = \frac{g}{U_{19.5}}$ with $U_{19.5}$ being the wind speed 19.5 meter above sea level and $\beta_{\text{wind}}$ is function of the wind speed generating the waves. The peak frequency is the dominant frequency over a range of frequencies comprising the wave front. The peak frequency, $\omega_p$, can be easily determined by setting the derivative of the spectrum with respect to the frequencies equal to zero. This approach gives us $\omega_p = \omega_0 \left( \frac{43 \beta_{\text{wind}}}{5} \right)^{1/4}$. $\omega_0$ is solved from $\omega_p$ specified by the profile used. The wind dependent value of $\beta_{\text{wind}}$ can be calculated from its dependence on significant wave height, $H_s$. Since the problem specifies the fully developed wave characteristics, it allows us to use the given formula, $\beta_{\text{wind}} = \frac{3.11}{H_s^2 \omega_0}$, to calculate its value [27]. Lastly, the spectrum is broken down into a series of sine waves to calculate the corresponding amplitude for each frequency. This is done by relating the area under a portion of the power spectrum to an amplitude related to the frequency at that portion of the spectrum. For the simulation, we break
Table 4.2: Description of sea states from 2 to 4 in terms of important wave and wind values.

<table>
<thead>
<tr>
<th>Wind Speed(Kts)</th>
<th>Sea State</th>
<th>Wave Height(ft)</th>
<th>Average Period(s)</th>
<th>Aver. Wave Length(ft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>26</td>
</tr>
<tr>
<td>15</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>52.5</td>
</tr>
<tr>
<td>19</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>92</td>
</tr>
</tbody>
</table>

the spectrum down into 100 components and representing the area between each frequency from 0 to 3 rad/sec, in steps of 0.03 with a single sine wave and using the rectangular method to solve for integral area gives

\[ A_i = 2 \sqrt{S_p (\omega_0 + 0.03i) 0.03} \quad i = 1, \ldots, 100. \quad (4.132) \]

Adding a random phase, \( \phi_i \), between 0 and \( 2\pi \) and using the average wavelength to calculate wave number completes the requirements for the wave decomposition into sine waves. The corresponding values are added to a table and imported into AEGIR. The wave output and further wave-wave interactions are all handled internally within AEGIR.

4.4 Results

We implement the developed adaptive controller to our simulation platform by using AEGIR/MATLAB interface. Since we use Lyapunov function in the design of the controller and stability proof of the closed loop system, the perfect estimation of the disturbance is achieved only in the closed loop system with actuator which is not saturated. In Figure 4.6, we give the simulation result of the wave disturbance in heave with its estimation multiplied by correct value of \( \delta_p \) without restricting the louver area. One can observe that the controller achieves to estimate the wave disturbance perfectly in SS4 for the wave model which contains 100 distinct frequencies, although the controller is designed for only single frequency wave disturbance. This feature of the controller can be explained by using adaptive control theory and examining the simulation result.
Despite of 100 distinct frequencies in the wave model, the wave disturbance has a dominant frequency at around 0.18Hz due to the characteristics of SS4 as given in Table 4.2. On the other hand, because of the superposition of the sine waves, some fluctuations in the amplitude of the disturbance are observed. While the adaptation of $\beta_{ip}$ is handling this variation, the output of the designed filter, $\eta_p$ captures the slowly varying frequency in time. Thus, we achieve to estimate the disturbance almost perfectly by using 8th-order filter for the case where it contains 100 distinct frequencies, instead of using a 800th-order filter.

We run three simulations without control in SS4, SS3 and SS2 in head seas. In the fourth simulation, the controller is turned on after 300 seconds in SS4 and the louver area is saturated at 2500ft$^2$. The results of the simulations are given in Figures 4.7–4.9.
From Figures 4.7(a) and 4.7(c), one can observe that the controller achieves good reduction for smaller waves. However, there are limitations in damping larger positive waves due to the restricted louver area. Although the controller opens all the louvers and uses the maximum control effort for the case when a large wave hits, it is still not enough to reduce the pressure inside the air cushion and provide sufficient damping. Thus, large positive wave lifts SES with the pressure inside the air-cushion. Comparing the results of uncontrolled case in SS3 and SS2 given in Figures 4.7(b) and 4.7(d), the controller is able to reduce the effects of SS4 waves to those of a vessel in SS3 and SS2 waves. In other words, the control has the effect as if the sea has calmed from wave height of 7 ft to 2 ft. We present the relative vertical motion of the ramp edges connected to the SES and LMSR in Figure 4.9. As it is observed, the controller achieves significant reduction in ramp oscillation. We also test the controller for heading angle 200 degrees (bow seas) in SS4 and give the response of heave in Figure 4.10.

Heave of SES, excess pressure inside the air-cushion and the louver area between 662-680 seconds are given in Figure 4.8. Although the controller opens all available louver area at around 663 and 671 seconds when a high positive wave starts lifting the ship, it is not enough to damp all the effect of the wave disturbance in heave due to the limited louver area. In order to overcome this problem, we make a minor modification in the air-cushion model. We assume the revelation per minute (rpm) of the fan to be actuated by the controller and the fan to be able to turn in a reverse direction. The structure of the modified control problem is shown in Figure 4.5. Although it is hard to apply in a real model, it is important to see the improvement in the simulations. Since the rpm and the air-flow rate of the fan are directly proportional, we modify the pressure model (4.12) as follows

$$\dot{P}_c(t) = \frac{\gamma P_c}{V_c(t)} \left(-A_c \dot{\xi}_3(t) + \dot{V}_0(t) - u\right),$$

(4.133)

with

$$u = -\alpha \left(Q_0 + \frac{\partial Q}{\partial P}_{P_0} (P_c(t) - P_{c0})\right) + c_n \sqrt{\frac{2(P_c(t) - P_a)}{\rho_{c0}}} A_l,$$

(4.134)

where \(\alpha\) represents rpm coefficient. We assume \(Q_0, \frac{\partial Q}{\partial P}|_{P_0}, c_n, \rho_{c0}\) to be known. We also modify the controller for the model (4.133) considering \(u\) as the input.
The rpm controller enters into an activity when the louver area $A_l$ is saturated. We also implement an amplitude and rate saturation for rpm coefficient and run simulations. The comparison of the heave is given in Figure 4.11. The values of $A_l$ and $\alpha$ are given in Figure 4.12. As it is observed from figures, including the fan into the control law improves the performance of the controller for the case where a high positive wave hit the catamaran and starts lifting the hulls.

### 4.5 Conclusion

We design an air cushion actuated controller to estimate and cancel the wave disturbance and stabilize the heave of the SES and reduce the oscillation of the ramp which connects LMSR and SES each other to perform cargo transfer. We assume that heave rate, heave acceleration and the pressure itself are available for measurement and the all system parameters are uncertain. We use the louver area as the main actuator of the system to regulate the air-flow rate into the air-cushion. The developed controller achieves to significant reduction in smaller waves but there are limitations for larger positive waves due to the restricted louver area. We demonstrate the effect of our control design on the oscillation of ramp and heave of SES for the side by side configuration in simulations, using a time-domain seakeeping code, named AEGIR.

This chapter is an adaptation of material appearing in: H. I. Basturk and M. Krstic, “Adaptive wave cancelation by acceleration feedback for ramp-connected air-cushion actuated surface effect ships,” *Automatica*, to appear.

The dissertation author is the primary investigator and author of this work.
(a) The wave disturbance which effects SES in heave and its estimation in SS4.

(b) Error between wave disturbance in heave and its estimation in SS4.

**Figure 4.6:** The wave disturbance estimation in heave in SS4. Figure 4.6(a) shows the wave disturbance and its estimation. Figure 4.6(b) presents the error between actual wave disturbance and its estimation.
Figure 4.7: Heave of SES for different sea states with and without control in head seas. Figure 4.7(a) presents the heave of SES when the controller is turned on at 300 seconds.
Figure 4.8: Heave, excess pressure inside the air-cushion and louver area of SES between 662 - 680 seconds.
Figure 4.9: Relative vertical motion of the ramp edge at SES with respect to the edge at LMSR in SS4, the controller is turned on at 300 seconds.
Figure 4.10: Heave of SES in SS4 for heading angle 200 degrees (bow seas), the controller is turned on at 300 seconds.
Figure 4.11: The comparison of heave of SES in SS4 between louver only control and fan+louver simultaneous control. The controller is turned on at 250 seconds.
Figure 4.12: Louver area and rpm coefficient of SES between 600–700 seconds. Louver area and rpm coefficient are saturated at 0, 2500 ft\(^2\) and \(-3, 3\), respectively.
Chapter 5

Simultaneous Heave and Pitch Control of Two-Chamber Air-Cushion Surface Effect Ship

We consider here a two-chamber air-cushion SES. We design an air cushion actuated controller to regulate the heave and pitch of the SES simultaneously via acceleration feedback with actuation of the louver area for the case where the system parameters are not known. We also develop an tracking algorithm to keep the ramp stable during the cargo transfer in bow to stern configuration. The effect of our control design is demonstrated in the same simulations platform as the one presented in Chapter 4.

This chapter is organized as follows: We introduce the mathematical model of the pitch and two-chamber air cushion dynamics of an SES in Section 5.1. Design of the controller and stability properties of the closed loop system are given in Section 5.2. In Section 5.3, we present the design of the tracking algorithm. The simulation and results are given in Section 5.4.
5.1 Mathematical Model of System Dynamics

5.1.1 SES Pitch Model

Similar to Section 4.1.1, following [37], we consider the linear model of the pitch dynamics (decoupled from heave) for control design purpose. The model is given by

\[(I_{55} + A_{55}) \ddot{\zeta}_5(t) + B_{55} \dot{\zeta}_5(t) + C_{55} \zeta_5(t) - A_c P_d \frac{L}{2} = F_5^e(t), \quad (5.1)\]

where \(\zeta_5\) represents the pitch, \(P_d\) is the air cushion pressure difference between two chambers. \(A_c\) and \(L\) area area and length of the air cushion, respectively. \(I_{55}\) is the moment of inertia around y-axis. Hydrodynamic (added-mass), radiation damping coefficients and hydrostatic (restoring) term for heave are represented as \(A_{55}, B_{55}, C_{55}\), respectively. \(F_5^e\) is hydrodynamic excitation force. For single frequency wave, it is given by

\[F_5^e(t) = K_5^e \cos(\omega_e t + \phi), \quad (5.2)\]

with

\[K_5^e = 2 g e^{kd} \left( \frac{1}{k} \cos \frac{kL}{2} - \frac{2}{k^2} L \sin \frac{kL}{2} \right) \left( C_{33} - \omega \omega_e A_{33} + \phi \right) - U \omega \frac{kL}{4} A_{33}, \quad (5.3)\]

where \(d\) is the draft of the side hulls. \(g, \omega, \phi, k\) are the amplitude, frequency, phase and number of the wave respectively. \(\omega_e\) is the encounter frequency which is represented by \(\omega_e = \omega - kU \cos(\chi)\) where \(U\) and \(\chi\) are the craft speed and heading angle, respectively. In our adaptive control design, the draft of the side hulls, \(d\), is assumed to be constant.

5.1.2 Pressure dynamics for two chambers air-cushion

Considering a two-chamber air-cushion model shown in Figure 5.1, following the procedure given in Section 4.1.2 and assuming \(\sin(\zeta_5) \simeq \zeta_5, \cos(\zeta_5) \simeq 1\), we obtain

\[\dot{P}_{ci}(t) = \frac{P_{ci}(t)}{V_{ci}(t)}, \quad (5.4)\]
Figure 5.1: Illustration of a two-chamber air-cushion model. The symbol $A_{1L}$ and $A_{2L}$ denotes louver area which is used as the control input.

where

$$
\bar{P}_{ci}(t) = \gamma \left( -\frac{A_c}{2} \dot{\zeta}_3 P_{ci} + \dot{V}_0 P_{ci} - (-1)^i \frac{A_c L}{8} \dot{\zeta}_5 P_{ci} - u_i \right), \quad (5.5)
$$

$$
V_{ci}(t) = \frac{A_c}{2} \left( (h_0 + \zeta_3) + (-1)^i \frac{L}{4} \zeta_5 \right) - V_0. \quad (5.6)
$$

with

$$
u_i = -\alpha_i \left( Q_0 P_{ci} + \frac{\partial Q}{\partial P}|_{P_{ci} = P_{ci}} \right) + c_n \sqrt{\frac{2}{\rho_{c0}}} \sqrt{(P_{ci} - P_{ca}) P_{ci} A_{Li}} \quad (5.7)
$$

where $i \in [1, 2]$ denotes the chamber number. We assume $Q_0, \frac{\partial Q}{\partial P}|_{P_{ci}}$, $c_n$, $\rho_{c0}$ to be known.

It is possible to control heave and pitch simultaneously for two-chamber air cushion model. The pressure difference between two chambers causes moment with respect to $y$ axis and it is used to control pitch. Similarly, the heave of the surface effect ship is controlled by total pressure. Although the pressure model (5.4) is used in simulations, we assume the volume of the chambers, $V_{c1}(t)$ and $V_{c2}(t)$ to be equal and constant to obtain the dynamics of pressure difference and total pressure for control design.

Assuming $V_{c1} \cong V_{c2} \cong V_t$, we get

$$
\dot{P}_t(t) = \frac{2\gamma}{V_t} \left( -\frac{A_c}{2} \dot{\zeta}_3 P_t + \dot{V}_0 P_t - \frac{A_c L}{8} \dot{\zeta}_5 P_d - u_t \right), \quad (5.8)
$$

$$
\dot{P}_d(t) = \frac{2\gamma}{V_t} \left( -\frac{A_c}{2} \dot{\zeta}_3 P_d + \dot{V}_0 P_d - \frac{A_c L}{8} \dot{\zeta}_5 P_t - u_d \right), \quad (5.9)
$$
where

\[ P_t = P_{c1} + P_{c2}, \quad (5.10) \]
\[ P_d = P_{c2} - P_{c1}, \quad (5.11) \]
\[ u_t = u_1 + u_2, \quad (5.12) \]
\[ u_d = u_2 - u_1. \quad (5.13) \]

5.2 Simultaneous Control Design for Heave and Pitch

We follow a similar but not exactly same procedure as given in Section 4.2 to design a controller in this section. The main difference is the assumption which is mentioned in the previous section, regarding the volume of the cushion chambers. Unlike the control design in Section 4.2, we assume the volume of the chambers to be equal and constant for control design. Firstly, we design a controller for pitch by considering \( u_d \) as our main actuator.

The decoupled pitch dynamics can be represented in the state-space form as follows

\[ \dot{x}_p = A_0 x_p + B \left( \pi_{p1} x_{p1} + \pi_{p1} x_2 + F^e_5 + \bar{b}_d P_d \right), \quad (5.14) \]

where

\[ x_p = \begin{bmatrix} \zeta_5, & \dot{\zeta}_5 \end{bmatrix}^T, \quad (5.15) \]
\[ \bar{a}_{p1} = -\frac{C_{55}}{I_{55} + A_{55}}, \quad (5.16) \]
\[ \bar{a}_{p2} = -\frac{B_{55}}{I_{55} + A_{55}}, \quad (5.17) \]
\[ F^e_5 = \frac{F^e_5}{I_{55} + A_{55}}, \quad (5.18) \]
\[ \bar{b}_d = \frac{A_c L}{2 (I_{55} + A_{55})}, \quad (5.19) \]

\( A_0 \) and \( B \) are given in (4.15) and (4.16), respectively. Using Lemmas 3.1 and 3.2, the inaccessible disturbances \( F^e_5 \) and its time derivatives \( \bar{F}^e_5 \) can be represented in
the form
\[ F_{5}^{e} = \theta_{pe}^{T} (\eta_{p0} + N \dot{x}_{p}) + \sum_{i=1}^{2} \alpha_{pi} \theta_{pe}^{T} \eta_{pi} + \theta_{te}^{T} \delta_{pe} + \theta_{pe}^{T} \delta_{p}, \] (5.20)
\[ F_{5}^{e} = \frac{1}{1 - \theta_{pe}^{T} l} \left( \theta_{pe}^{T} G (\eta_{p0} + N \dot{x}_{p}) + \sum_{i=1}^{2} \alpha_{pi} \theta_{pe}^{T} G \eta_{pi} + \theta_{te}^{T} \delta_{pe} l - \theta_{pe}^{T} \delta_{p} \right), \] (5.21)

where
\[ \dot{\eta}_{pi} = G \eta_{pi} - l \dot{x}_{pi}, \quad \text{for } i = 1, 2, \] (5.22)
\[ \dot{\eta}_{p0} = G (\eta_{p0} + N \dot{x}_{p}), \] (5.23)
\[ \dot{\eta}_{pp} = G (\eta_{pp} - l P_{d}). \] (5.24)

\( N \) is a 2 \times 2 matrix which is given by \( N = \frac{1}{B^{T} B} l B^{T}. \) The given \( N \) is one of the many solutions of the equation \( N B = l. \) \( \delta_{p} \in R^{2} \) obeys the equation
\[ \dot{\delta}_{p} = G \delta_{p}. \] (5.25)

Substituting (5.20) into (5.14) and representing the system in (RSS) form we get
\[ x_{p} = A_{0}^{T} \dot{x}_{p} + B \frac{1}{\theta_{p}} \left( b_{d} \dot{x}_{p2} - a_{p2} \dot{x}_{p1} - \theta_{pe}^{T} \eta_{p0} - \sum_{i=1}^{2} \beta_{pi} \eta_{pi} \eta_{pp} - P_{d} - \theta_{pe}^{T} \delta_{p} \right), \] (5.26)

where
\[ \theta_{p} = \frac{\bar{\theta}_{p1}}{b_{d} \left( 1 - \bar{\theta}_{pe}^{T} l \right)}, \] (5.27)
\[ b_{d} = \frac{1}{\bar{b}_{d}}, \] (5.28)
\[ a_{p2} = \frac{\bar{a}_{p2}}{b_{d} \left( 1 - \bar{\theta}_{pe}^{T} l \right)}, \] (5.29)
\[ \theta_{pe} = \frac{1}{\bar{b}_{d} \left( 1 - \bar{\theta}_{pe}^{T} l \right)} \bar{\theta}_{pe}, \] (5.30)
\[ \beta_{pi} = \frac{\bar{\beta}_{pi}}{\bar{b}_{p} \left( 1 - \bar{\theta}_{pe}^{T} l \right)} \bar{\theta}_{pe}, \] (5.31)
\[ \beta_{pp} = \frac{1}{\left( 1 - \bar{\theta}_{e}^{T} l \right)} \bar{\theta}_{e}. \] (5.32)
Using (5.16), (5.19) and noting that $\theta_T > 0$, area of the air-cushion $A_c$, hydrodynamic, $A_{55}$, and hydrostatic, $C_{55}$ terms are positive, we obtain $\text{sgn}(\theta_p) = -1$ and $\text{sgn}(\hat{b}_d) = 1$. For the adaptive control design, we assume that the high frequency gain $\hat{b}_d > \bar{\xi}_p > 0$. From a physical point of view, $\bar{\xi}_p$ can be determined with rough knowledge of the dimensions and the inertia of the catamaran.

As given in Section 4.2.3, in adaptive backstepping method, we first define the desired value of the pressure difference between two chambers to stabilize the pitch of the surface effect ship. Considering $P_d$ as the virtual controller, desired pressure difference value is given by

$$P_d_{\text{desired}} = -\hat{\theta}_p K \hat{x}_p - \hat{a}_{p2} \hat{x}_{p1} + \hat{b}_d \hat{x}_{p2} - \hat{\theta}_{pe}^T \hat{\eta}_p - \sum_{i=1}^{2} \hat{\beta}^T_{pi} \hat{\eta}_p - \hat{\beta}^T_{pp} \hat{\eta}_p,$$  \hspace{1cm} (5.33)

where the control gain $K \in R^{1 \times 2} = \begin{bmatrix} k_1 & k_2 \end{bmatrix}$ is chosen so that $(A^T_0 + \bar{B}K)$ is Hurwitz and the positive definite matrix $R$ is a solution of the matrix equation

$$(A^T_0 + \bar{B}K)^T R + R(A^T_0 + \bar{B}K) = -4I.$$  \hspace{1cm} (5.34)

The deviation of $P_d$ from its desired value, $P_{d_{\text{desired}}}$ is written as

$$e_p(t) = P_d(t) - P_{d_{\text{desired}}}(t).$$  \hspace{1cm} (5.35)

Substituting (5.35) into (5.26), taking the time derivative of $e_p(t)$, using (5.21) and assuming $V_t$ to be constant, we convert $(x_p, P_d)$ system to $(x_p, e_p)$ system, as follows

$$x_p = (A^T_0 + \bar{B}K) \dot{x}_p + B^{-1} \begin{bmatrix} \hat{b}_d & \hat{a}_{p2} & \hat{\theta}_{pe} & \sum_{i=1}^{2} \hat{\beta}^T_{pi} \\
\end{bmatrix} \dot{x}_{p1} - \hat{\theta}_p K \hat{x}_p - \theta_{pe}^T \hat{\eta}_p - \sum_{i=1}^{2} \hat{\beta}^T_{pi} \hat{\eta}_p$$

$$\dot{e}_p(t) = \Pi^T_p \Phi_p + d^T \dot{d}_p + \xi_{pe} - \Theta_{pe}^T \Xi_{pe} - \theta_{pe}^T \delta_p - \left(1 - \left(\hat{b}_d - \hat{\theta}_p k_2\right) \bar{b}_d \right) \frac{u_d}{b_{ud}},$$  \hspace{1cm} (5.37)
where

\[
\Pi_p = \frac{2\gamma}{V_t} \left[ -\frac{A_p}{2}, \frac{A_p T}{8} \right]^T, \quad (5.38)
\]

\[
\Phi_p = \left[ \dot{x}_h P_d, \dot{x}_p P_t \right]^T, \quad (5.39)
\]

\[
\bar{\theta}_{pe}^T = \frac{1}{1 - \bar{\theta}_{pe}^T \bar{G} l}, \quad (5.40)
\]

\[
\Theta_{pe} = \left[ \alpha_{p1}, \alpha_{p2} + \bar{\theta}_{pe}^T \alpha_{p1} \bar{\theta}_{pe}, \alpha_{p2} \bar{\theta}_{pe}, \beta_{p} \bar{\theta}_{pe} \right]^T, \quad (5.41)
\]

\[
\Xi_{pe} = \left( \hat{b}_d - \hat{\theta}_p k_2 \right) \left[ \dot{x}_{p1}, \dot{x}_{p2}, \dot{\eta}_{p0}, \eta_{p1}, \eta_{p2}, (\eta_{pp} - lP_d)^T \right]^T, \quad (5.42)
\]

\[
d = \left[ \dot{V}_0, \ddot{V}_0 b_d \right]^T, \quad (5.43)
\]

\[
d_p = \left[ P_d, -\left( \hat{b}_d - \hat{\theta}_p k_2 \right) P_d \right]^T, \quad (5.44)
\]

\[
\xi_{pe} = \left( \hat{\theta}_p k_1 + \hat{\alpha}_{p2} \right) \dot{x}_{p1} + \left( \hat{\theta}_p k_1 + \hat{\alpha}_{p2} + \hat{\eta}_p k_2 - \dot{\hat{b}}_d \right) \dot{x}_{p2} + \hat{\theta}_{pe}^T \eta_{p0} + \hat{\theta}_{pe}^T \dot{\eta}_{p0}
\]

\[+ \sum_{i=1}^2 \left( \hat{\beta}_{p1}^T \eta_{p1} + \hat{\beta}_{p2}^T \eta_{p2} \right) + \hat{\beta}_{pp}^T \eta_{pp} + \hat{\beta}_{pp}^T \dot{\eta}_{pp}, \quad (5.45)
\]

\[
b_{ud} = \frac{V_t}{2\gamma}, \quad (5.46)
\]

with

\[
x_h = \left[ \zeta_3, \dot{\zeta}_3 \right]. \quad (5.47)
\]

The adaptive controller for \( u_d \) is given by

\[
u_d = \frac{\hat{b}_{ud}}{1 - \hat{b}_d \left( \hat{b}_d - \hat{\theta}_p k_2 \right)} \bar{\nu}_d, \quad (5.48)
\]

with

\[

\bar{\nu}_d = -\hat{\theta}_{pe}^T R \bar{B} \bar{X}_{pe} + \xi_{pe} + \hat{\Pi}_{p}^T \Phi_p + \left( c_p + \kappa_d \bar{d}_p \bar{d}_p + \left( \hat{b}_d - \hat{\theta}_p k_2 \right)^2 \right) e_p, \quad (5.49)
\]

with \( c_p > 2 \).
The update laws are given by

\[
\begin{align*}
\dot{a}_{p2} &= -\kappa_{a_{p2}} \text{sgn}(\varrho_{p}) \hat{x}_{p1} B^T R \hat{x}_{p}, \quad \kappa_{a_{p2}} > 0, \\
\dot{\theta}_{pe} &= -\kappa_{\theta_{pe}} \text{sgn}(\varrho_{p}) \eta_{p0} B^T R \hat{x}_{p}, \quad \kappa_{\theta_{pe}} > 0, \\
\dot{\beta}_{pi} &= -\kappa_{\beta_{pi}} \text{sgn}(\varrho_{p}) \eta_{pi} B^T R \hat{x}_{p}, \quad \kappa_{\beta_{pi}} > 0, \\
\dot{\beta}_{pp} &= -\kappa_{\beta_{pp}} \text{sgn}(\varrho_{p}) \eta_{pp} B^T R \hat{x}_{p}, \quad \kappa_{\beta_{pp}} > 0, \\
\dot{b}_{ud} &= -\kappa_{b_{ud}} \hat{u}_{de}p, \quad \kappa_{b_{ud}} > 0, \\
\dot{\varrho}_{p} &= -\kappa_{\varrho_{p}} \text{sgn}(\varrho_{p}) \varrho_{p}, \quad \kappa_{\varrho_{p}} > 0, \\
\dot{\Theta}_{pe} &= \kappa_{\Theta_{pe}} \Xi_{pe} e_{p}, \quad \kappa_{\Theta_{pe}} > 0, \\
\dot{\Pi}_{p} &= \kappa_{\Pi_{p}} \Phi_{p} e_{p}, \quad \kappa_{\Phi_{p}} > 0,
\end{align*}
\]

\[
\begin{align*}
\begin{bmatrix}
\dot{\varrho}_{d} \\
\dot{b}_{d} \\
\dot{\hat{\varrho}}_{p}
\end{bmatrix} &= \bigg\{ \begin{array}{ll}
\tau_{b_{d}}, & \text{sgn}(\varrho_{d})(\hat{b}_{d} - \hat{\varrho}_{p}k_{2}) > \frac{1}{\kappa_{\varrho_{p}}} \quad \text{or} \quad \mathcal{R}^{T} \tau_{b_{d},\varrho_{p}} \leq 0 \\
0, & \text{sgn}(\varrho_{d})(\hat{b}_{d} - \hat{\varrho}_{p}k_{2}) \leq \frac{1}{\kappa_{\varrho_{p}}} \quad \text{and} \quad \mathcal{R}^{T} \tau_{b_{d},\varrho_{p}} > 0
\end{array} \bigg\},
\end{align*}
\]

where

\[
\begin{align*}
\tau_{\varrho_{p}} &= \kappa_{\varrho_{d}} (\hat{b}_{d} - \hat{\varrho}_{p}k_{2}) u_{de}p, \quad \kappa_{\varrho_{d}} > 0 \\
\tau_{b_{d},\varrho_{p}} &= \kappa_{b_{d},\varrho_{p}} \begin{bmatrix}
\text{sgn}(\varrho_{p}) \hat{x}_{p2} B^T R \hat{x}_{p} \\
-\text{sgn}(\varrho_{p}) K \hat{x}_{p} B^T R \hat{x}_{p}
\end{bmatrix}, \quad \kappa_{b_{d},\varrho_{p}} > 0, \\
\mathcal{R} &= \begin{bmatrix}
-\text{sgn}(\varrho_{d}) & k_{2}\text{sgn}(\varrho_{d})
\end{bmatrix}^{T},
\end{align*}
\]

and \(\Gamma\) belongs to the set of all positive definite symmetric \(2 \times 2\) matrices. The stability of the equilibrium of the closed loop system is shown by considering the
following Lyapunov function,
\[
V = \frac{1}{2} (x_p^T R_x + e_p^2) + \frac{1}{2|\theta_p|} \left( \frac{1}{\kappa_{\theta_p}} \tilde{x}_{\theta_p}^2 + \frac{1}{\kappa_{\theta_{pe}}} \tilde{\theta}_{pe}^T \tilde{\theta}_{pe} + \frac{1}{\kappa_{\beta_{pi}}} \sum_{i=1}^{2} \tilde{\beta}_{pi}^T \tilde{\beta}_{pi} + \frac{1}{\kappa_{\beta_{pp}}} \tilde{\beta}_{pp}^T \tilde{\beta}_{pp} \right) \\
+ \frac{1}{\kappa_{\bar{b}_p}} \tilde{x}_{\bar{b}_p}^2 + \frac{1}{\kappa_{\bar{b}_d}} \tilde{\bar{b}}_d^2 + \frac{1}{\kappa_{\bar{c}_p}} \tilde{\bar{c}}_p^2 + \frac{1}{\kappa_{\bar{c}_{pe}}} \tilde{\bar{c}}_{pe}^T \tilde{\bar{c}}_{pe} + \frac{1}{\kappa_{\bar{\theta}_{pe}}} \tilde{\bar{\theta}}_{pe}^T \tilde{\bar{\theta}}_{pe} + \frac{1}{\kappa_{\bar{\theta}_{pp}}} \tilde{\bar{\theta}}_{pp}^T \tilde{\bar{\theta}}_{pp} \\
+ \frac{1}{2\varepsilon_\eta} \left( \eta_{p0}^T P_G \eta_0 + \sum_{i=1}^{2} \eta_{pi}^T P_G \eta_{pi} \right) + \frac{\varepsilon_\delta}{2} \delta_{p}^T P_G \delta_p. \tag{5.63}
\]
where
\[
G^T P_G + P_G G = -2I, \tag{5.64}
\]
\[
\varepsilon_\delta = \frac{1}{\bar{c}_c} \lambda_{\max} \{ \theta_{pe} \bar{B}^T P P \bar{B}^T \theta_{pe} \} + \lambda_{\max} \{ \theta_{pe} \bar{\theta}_{pe}^T \}, \tag{5.65}
\]
\[
\varepsilon_\eta = \| P_G P_G \|. \tag{5.66}
\]
Taking the time derivative of \( V \) and using the following property of the projection operator, \( -\tilde{\bar{b}}_d \tilde{T}_d \leq -\tilde{\bar{b}}_d \tilde{T}_d \tilde{T}_d \tilde{T}_d \geq \xi > 0 \) and \( -[\tilde{\bar{b}}_d, \tilde{\bar{c}}_p][\tilde{\bar{b}}_d, \tilde{\bar{c}}_p]^T \leq -[\tilde{\bar{b}}_d, \tilde{\bar{c}}_p] \bar{\tau}_{bd, \bar{d}, \bar{c}_p} \), \( \text{sgn}(\tilde{\bar{b}}_d)(\tilde{\bar{b}}_d - \tilde{\bar{c}}_p k_2) \geq \frac{1}{\xi} > 0 \) [22, Appendix E] and Young’s inequality for the cross terms, we obtain
\[
\dot{V} \leq - \frac{1}{2} \tilde{x}_p^T \tilde{x}_p - e_p^2 - \frac{1}{2\varepsilon_\eta} \sum_{i=0}^{2} \eta_i^T \eta_i + \frac{d_p^T d_p}{4\kappa_{d_p}}. \tag{5.67}
\]
Defining \( \Xi_p = \begin{bmatrix} \tilde{x}^T, e_p, \eta_0^T, \eta_1^T, \eta_2^T \end{bmatrix}^T \), \( \dot{V} \) is negative whenever \( |\Xi_p| > \frac{d_p^T d_p}{2\kappa_{d_p}} \).
Since \( d_p \) is bounded, we conclude that \( \dot{V} \) is negative outside the compact residual set \( \mathcal{R} = \{ \Xi_p : |\Xi_p| > \frac{\|d_p\|}{2\kappa_{d_p}} \} \). Recalling, the closed loop system \((x, e_p)\) is continuous in all states, \( d_p \) and \( t \), which implies that the right-hand side of (5.67) is continuous in all states, \( d_p \) and \( t \). That guarantees global uniform boundedness of \( x(t), e_p(t) \) and the parameter estimations.

Following the same procedure, the adaptive controller for \( u_t \) is given by
\[
u_t = \frac{\hat{b}_{ut}}{(1 - \hat{\bar{b}}_t (\hat{\bar{b}}_t - \hat{\bar{c}}_p k_2))} \overline{u}_t, \tag{5.68}
\]
with
\[
\overline{u}_t = - \hat{\Theta}_h \tilde{x}_h^T \bar{B} - \hat{\Theta}_{he} \Xi_{he} + \xi_{he} + \hat{\Pi}_h \Phi_h + \left( c_h + \kappa_{dh} d_h^T d_h + \left( \hat{b}_t - \hat{\bar{c}}_p k_2 \right)^2 \right) e_h, \tag{5.69}
\]
with $c_p > 2$.

The update laws are given by

\[
\begin{align*}
\dot{a}_{h2} &= -\kappa_{a_{h2}} \text{sgn}(\dot{q}_h) \ddot{x}_{h1} \overline{B}^T \dot{R} \dot{x}_h, \quad \kappa_{a_{h2}} > 0, \\
\dot{\theta}_{he} &= -\kappa_{\theta_{he}} \text{sgn}(\dot{q}_h) \eta_0 \overline{B}^T \dot{R} \dot{x}_h, \quad \kappa_{\theta_{he}} > 0, \\
\dot{\beta}_{hi} &= -\kappa_{\beta_{hi}} \text{sgn}(\dot{q}_h) \eta_i \overline{B}^T \dot{R} \dot{x}_h, \quad \kappa_{\beta_{hi}} > 0, \\
\dot{\beta}_{hp} &= -\kappa_{\beta_{hp}} \text{sgn}(\dot{q}_h) \eta_p \overline{B}^T \dot{R} \dot{x}_h, \quad \kappa_{\beta_{hp}} > 0, \\
\dot{b}_{ut} &= -\kappa_{b_{ut}} \overline{u}_e, \quad \kappa_{b_{ut}} > 0, \\
\dot{\varphi}_t &= -\kappa_{\varphi} \overline{u}_e \dot{x}_h \overline{R} B, \quad \kappa_{\varphi} > 0, \\
\dot{\Omega}_{he} &= \kappa_{\Omega_{he}} \overline{u}_e, \quad \kappa_{\Omega_{he}} > 0, \\
\ddot{\Pi}_h &= \kappa_{\Pi_h} \Phi_e, \quad \kappa_{\Pi_h} > 0, \\
\dot{\tau}_b &= \begin{cases} \tau_{\dot{b}_t} \overline{u}_e, & \text{sgn}(\dot{b}_t)(\dot{b}_t - \dot{\varphi}_t k_2) > \frac{1}{\kappa_{\varphi}} \\
0, & \text{sgn}(\dot{b}_t)(\dot{b}_t - \dot{\varphi}_t k_2) \leq \frac{1}{\kappa_{\varphi}} \end{cases}, \\
\dot{\varphi}_t &= \begin{cases} \tau_{\dot{\varphi}_t}, & \text{sgn}(\dot{\varphi}_t)(\dot{\varphi}_t - \dot{\varphi}_t k_2) > \frac{1}{\kappa_{\varphi}} \\
0, & \text{sgn}(\dot{\varphi}_t)(\dot{\varphi}_t - \dot{\varphi}_t k_2) \leq \frac{1}{\kappa_{\varphi}} \end{cases}, \\
\dot{\theta}_{he} &= \begin{cases} \tau_{\dot{\theta}_{he}}, & \text{sgn}(\dot{\theta}_t)(\dot{\theta}_t - \dot{\varphi}_t k_2) > \frac{1}{\kappa_{\varphi}} \\
0, & \text{sgn}(\dot{\theta}_t)(\dot{\theta}_t - \dot{\varphi}_t k_2) \leq \frac{1}{\kappa_{\varphi}} \end{cases}, \\
\end{align*}
\]

where

\[
\begin{align*}
\tau_{\dot{b}_t} &= \kappa_{\dot{b}_t} (\dot{b}_t - \dot{\varphi}_t k_2) \overline{u}_e, \quad \kappa_{\dot{b}_t} > 0, \\
\tau_{\dot{\varphi}_t, \dot{\theta}_{he}} &= \kappa_{\dot{\varphi}} \overline{u}_e \begin{bmatrix} \text{sgn}(\dot{q}_h) \ddot{x}_{h2} \overline{B}^T \dot{R} \dot{x}_h \\ -\text{sgn}(\dot{q}_h) K \dot{x}_h \overline{B}^T \dot{R} \dot{x}_h \end{bmatrix}, \quad \kappa_{\dot{\varphi}} > 0, \\
\end{align*}
\]
with

\[ e_p = P_t - \left( -\hat{\theta}_h K\dot{x}_h - \hat{a}_h x_h + \hat{b}_t \dot{x}_h - \hat{\theta}_{he}\eta_{h0} - \sum_{i=1}^{2} \hat{\beta}^T_{hi}\eta_{hi} - \hat{\beta}^T_{hp}\eta_{hp} \right), \]  
(5.82)

\[ \Phi_p = \begin{bmatrix} \dot{x}_{h1}P_t, & \dot{x}_{p1}P_d \end{bmatrix}^T, \]  
(5.83)

\[ \Xi_{he} = \left( \hat{b}_t - \hat{\theta}_h k_2 \right) \begin{bmatrix} \dot{x}_{h1}, & \dot{x}_{h2}, & \eta_{h0}^T, & \eta_{h1}^T, & \eta_{h2}^T, & (\eta_{hp} - lP_t)^T \end{bmatrix}^T, \]  
(5.84)

\[ d_h = \left[ P_t, -\left( \hat{b}_t - \hat{\theta}_h k_2 \right) P_t \right]^T, \]  
(5.85)

\[ \xi_{he} = \left( \hat{\theta}_h k_1 + \hat{a}_h k_2 \right) \dot{x}_{h1} + \left( \hat{\theta}_h k_1 + \hat{a}_h + \hat{\theta}_h k_2 - \hat{b}_t \right) \dot{x}_{h2} + \hat{\theta}_{he}\eta_{h0} + \hat{\theta}_{he}\dot{\eta}_{h0} \]  
\[ + \sum_{i=1}^{2} \left( \hat{\beta}^T_{hi}\eta_{hi} + \hat{\beta}^T_{hi}\dot{\eta}_{hi} \right) + \hat{\beta}^T_{hp}\eta_{hp} + \hat{\beta}^T_{hp}\dot{\eta}_{hp}. \]  
(5.86)

The filters for wave disturbance observer in heave is given by

\[ \dot{\eta}_{hi} = G\eta_{hi} - l\dot{x}_{hi}, \quad \text{for } i = 1, 2, \]  
(5.87)

\[ \dot{\eta}_{h0} = G \left( \eta_{h0} + N\dot{x}_h \right), \]  
(5.88)

\[ \dot{\eta}_{hp} = G \left( \eta_{hp} - lP_t \right). \]  
(5.89)

Using (5.12) and (5.13), the control signals for the air flow rates of each chamber are given by

\[ u_1 = \frac{u_t - u_d}{2}, \]  
(5.90)

\[ u_2 = \frac{u_t + u_d}{2}. \]  
(5.91)

### 5.3 Adaptive Ramp Pitch Control in Bow to Stern Configuration

The side view of a bow to stern configuration is illustrated in Figure 5.2. We design an adaptive control algorithm to make the bow of T-Craft, A, track the stern of LMSR, B. Thus, the oscillation of the ramp is reduced. In this case, we assume the position, the velocity and the acceleration of T-Craft and LMSR to be measured. The reference heave and pitch which T-Craft needs to track, is given as

\[ r_h = \xi_{33}^{LMSR} - \text{d}_{\text{offset}} \]  
and

\[ r_p = \frac{L_{\text{T-Craft}} \zeta_{55}^{LMSR}}{L_{T-Craft}} \]  
where \( d_{\text{offset}} \) is the vertical
constant distance between T-Craft and LMSR in calm water, \( L \) represents length of the vehicles and \( \zeta_{33}^{LMSR}, \zeta_{55}^{LMSR} \) are heave and pitch of LMSR, respectively.

We give the design procedure only for pitch mode since it is trivial to obtain a tracking algorithm by following the same procedure. Using the result given in [38], we represent \( T^e_5 \) as follows

\[
\frac{1}{b_d} T^e_5 = \Theta_p^{T\text{TC}} \xi_p^{T\text{TC}} + \theta_p^{T\text{TC}} \delta_p^{T\text{TC}}, \quad (5.92)
\]

where \( \theta_p = h^T M^{-1} \) and

\[
\Theta_p^{T\text{TC}} = \begin{bmatrix} \frac{1}{b_d} \theta_p \gamma \theta_p^T, \frac{1}{b_d} \theta_p \gamma \theta_p^T, \frac{1}{b_d} \theta_p \gamma \theta_s^T, \theta_s^T \end{bmatrix}^T, \quad (5.93)
\]

\[
\xi_p^{T\text{TC}} = \begin{bmatrix} (\eta_{0p}^{T\text{TC}} + N x_p)^T, \eta_{1p}^{T\text{TC}}, \eta_{2p}^{T\text{TC}}, \eta_{Pp}^{T\text{TC}} \end{bmatrix}^T, \quad (5.94)
\]

with

\[
\dot{\eta}_{0p}^{T\text{TC}} = G \eta_{0p}^{T\text{TC}} - l x_p, \quad \text{for } i = 1, 2, \quad (5.95)
\]

\[
\dot{\eta}_{0p}^{T\text{TC}} = G (\eta_{0p}^{T\text{TC}} + N x_p), \quad (5.96)
\]

\[
\dot{\eta}_{up}^{T\text{TC}} = G \eta_{up}^{T\text{TC}} - l P_d, \quad (5.97)
\]

and \( \delta_p^{T\text{TC}} \) obeys, \( \delta_{4\text{TLB}} = G \delta_p^{T\text{TC}} \). Defining an error signal between the pitch of T-Craft and the reference pitch as \( z_p = \zeta_{55}^{T\text{Craft}} - r_p \) and using (5.14), we obtain

\[
\dot{z}_p = A_0 z_p + B \frac{1}{b_d} \left( \gamma^T x_p + T^e_5 + P_d - b_d \ddot{r}_p \right), \quad (5.98)
\]

where \( b_d = \frac{1}{b_d}, \gamma = \begin{bmatrix} \frac{1}{b_d}, \frac{1}{b_d} \end{bmatrix}^T \) Substituting (5.92) into (5.98), and using the backstepping design procedure, the adaptive controller for input \( u_d(t) \) is given by

\[
u_d = \hat{b}_d \pi_d, \quad (5.99)\]
where
\[
\pi_d = \hat{b}_dz_p^T P_s e_sp + \hat{\Pi}_p^T \Phi_p + \hat{b}_dK_s z_p + \hat{\Theta}_{p-TC}^T \xi_{p-TC} + \hat{\gamma}^T x_p - \hat{b}_dk_1 z_p^2 + \hat{\Pi}_1 x_p^2
\]
and the update laws are given by
\[
\dot{\Theta}_{p-TC}(t) = \kappa_{\Theta} \text{sgn}(\hat{b}_d) \xi_{p-TC}(t) B^T P_s z_p(t), \quad \kappa_{\Theta} > 0, \tag{5.101}
\]
\[
\dot{\gamma}(t) = \kappa_{\gamma} \text{sgn}(\hat{b}_d) x_p(t) B^T P_s z_p(t), \quad \kappa_{\Theta} > 0, \tag{5.102}
\]
\[
\dot{b}_d(t) = -\kappa_{b_d} \text{sgn}(\hat{b}_d) (K_s z_p + \dot{r}_p) B^T P_s z_p(t), \quad \kappa_{b_d} > 0, \tag{5.103}
\]
\[
\dot{\Pi}_p(t) = \kappa_{\Pi} \Phi_p(t) e_sp(t), \quad \kappa_{\Pi} > 0, \tag{5.104}
\]
\[
\dot{\tilde{b}}_d(t) = \kappa_{\tilde{b}_d} z_p^T PB e_sp(t), \quad \kappa_{\tilde{b}_d} > 0, \tag{5.105}
\]
\[
\dot{\tilde{\Theta}}(t) = -\kappa_{\tilde{\Theta}} \Xi_{\Theta} e_sp(t), \quad \kappa_{\tilde{\Theta}} > 0, \tag{5.106}
\]
\[
\dot{\tilde{b}}_d(t) = -\kappa_{\tilde{b}_d} \Xi_{\Theta} e_sp(t), \quad \kappa_{\tilde{b}_d} > 0, \tag{5.107}
\]

where
\[
e_sp = P_d - \left( \hat{b}_d (K_s z_p + \dot{r}_p) - \hat{\Theta}_{p-TC}^T \xi_{p-TC}(t) B^T P_s - \hat{\gamma}^T x_p \right), \tag{5.108}
\]
\[
\Xi_{\Theta} = \begin{bmatrix} x_p^T, & \xi_{p-TC}^T, & P_d \end{bmatrix}^T, \tag{5.109}
\]
with the positive definite matrix \(P_s\) which is a solution of the matrix equation
\[
(A_0 + BK_s)^T P_s + P_s(A_0 + K_s) = -2I. \tag{5.110}
\]

Similarly, the adaptive controller for \(u_t\) is given by
\[
u_t = \hat{b}_{ut} \pi_t, \tag{5.111}
\]
where
\[
\begin{align*}
\bar{u}_t &= \tilde{b}_t z^T \xi_{r-h} + \hat{\Pi}^T \Phi_h - \dot{b}_t K_s z_h + \hat{\Theta}^T \xi_{h-TC} z_h + \hat{\Theta}^T x_h - \dot{b}_t k_1 z_{h2} \\
&+ \hat{\Theta}^T \xi_{h-TC} e_{sh} + \hat{\Theta}^T x_h - \dot{\gamma}_{h1} x_{h2} \\
&- (\ddot{b}_t k_2 - \dot{\theta}_s^T l - \dot{\gamma}_{h1} z_h - \ddot{b}_t \dot{r}_h) \tilde{\Theta}_h \Xi \Theta_h + \gamma_{h1} \dot{r}_h - \ddot{b}_t \dot{r}_h \\
&+ \left( c_h + (\dot{b}_t k_2 - \dot{\theta}_s^T l - \dot{\gamma}_{h1} z_h)^2 \kappa_{\delta} + \kappa_{V_0} P^2 \right) e_{sh}.
\end{align*}
\] (5.112)

and the update laws are given by
\[
\begin{align*}
\dot{\Theta}_{h-TC}(t) &= \kappa_{\Theta} \text{sgn}(\tilde{b}_t) \xi_{h-TC}(t) B^T P \xi_{h}(t), \quad \kappa_{\Theta} > 0, \\
\dot{\gamma}_{h1}(t) &= \kappa_{\gamma} \text{sgn}(\tilde{b}_t) \xi_{h}(t) B^T P \xi_{h}(t), \quad \kappa_{\gamma} > 0, \\
\dot{\gamma}_{h2}(t) &= -\kappa_{b_h} \text{sgn}(\tilde{b}_t) (K_s z_h + \dot{\gamma}_{h1} z_h) B^T P \xi_{h}(t), \quad \kappa_{b_h} > 0, \\
\dot{\Xi}_{h}(t) &= \kappa_{\Xi} \Xi_{h} \Theta_{h}(t), \quad \kappa_{\Xi} > 0, \\
\dot{\Xi}_{h}(t) &= -\kappa_{\Xi} \Xi_{h} \Theta_{h}(t), \quad \kappa_{\Xi} > 0, \\
\dot{b}_{u-1}(t) &= -\kappa_{b_{u-1}} \Xi_{h} e_{sh}(t), \quad \kappa_{b_{u-1}} > 0,
\end{align*}
\] (5.113)\-\(5.118\)

where
\[
\begin{align*}
e_{sh} &= P_t - \left( \dot{b}_t (K_s z_h + \dot{r}_h) - \hat{\Theta}^T \xi_{h-TC} z_h - \hat{\Theta}^T x_h - \ddot{b}_t \dot{r}_h \right), \quad \kappa_{b_{u-1}} > 0,
\end{align*}
\] (5.120)

\[
\Xi_{h} = \begin{bmatrix} x^T_h, \xi^T_{h-TC}, P_t \end{bmatrix}^T.
\] (5.121)

The air flow rates of each chamber are derived by using (5.90) and (5.91).

### 5.4 Results

We implement the two-chamber air-cushion model and designed controller into the same simulation platform as introduced in Section 4.3. The pitch and heave of SES are given in Figures 5.3 and 5.4. As it is observed, the controller achieves to stabilize the pitch and the heave simultaneously. The values of $A_{11}$ and $\alpha_1$ are given in Figure 5.5.
Figure 5.3: Pitch of SES in SS4 with and without controller. The controller is turned on at 250 seconds.
Figure 5.4: Heave of SES in SS4 with and without controller. The controller is turned on at 250 seconds.
Figure 5.5: Louver area, $A_{1L}$, and rpm coefficient, $\alpha_1$, of the chamber one of SES between 600–700 seconds. Louver area, $A_{1L}$, and rpm coefficient, $\alpha_1$, are saturated at 0, 1250$ft^2$ and $-3$, $3$, respectively.
Figure 5.6: Simulation results for tracking algorithm by state feedback. Both with and without control results are shown. The developed tracking algorithm provides significant stability on the ramp.
Chapter 6

Implementation of the Developed Controller on a Scale Model Surface Effect Ship

We implement here our developed controller to a scale model SES which is designed at National Technical University of Athens and is brought to Florida Atlantic University at Boca Raton, FL. We have collaborated the hydrodynamic research group which is directed by Prof. Manhar Dhanak. The experiments have been done with the help of Michael Kindel and Quintin Du Plessis from Florida Atlantic University. We perform several experiments in a wave tank at FAU to test the performance of the controller. It is shown that the experiment results which we have obtained are consistent with the developed theory.

This chapter is organized as follows: We introduce the scale model SES in Section 6.1. Design of the controller with a dead-zone modification is given in Section 6.2. In Section 6.3, we present the experiment set-up and the result.

6.1 Scale Model SES - AirCat

A scale model SES, named AirCat, is developed for the purpose of a beacon approach project at the National Technical University of Athens and is brought to Florida Atlantic University at Boca Raton, FL. The basic AirCat equipment
Table 6.1: Dimensions of the scale model SES, named AirCat are given in millimeter (mm).

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Length overall</strong></td>
<td>1210 mm</td>
</tr>
<tr>
<td><strong>Length between perpendiculars</strong></td>
<td>1030 mm</td>
</tr>
<tr>
<td><strong>Breadth</strong></td>
<td>400 mm</td>
</tr>
<tr>
<td><strong>Depth</strong></td>
<td>135 mm</td>
</tr>
</tbody>
</table>

consists of; hull-superstructure, rubber skirt, air-blower system. The dimension of the model is given in Table 6.1.

Different views of AirCat are given in Figure 6.1. Air cushion of AirCat with side hulls and rubber skirts are shown in Figure 6.1(d). As shown in Figure 6.1(a), AirCat contains a system box with a blower system and a pressure sensor. The details of the system box is shown in Figure 6.2.

The hull and superstructure is made by epoxy rein reinforced with fiberglass. The material used to construct rubber skirt is a flexible foam material. There are several supporting struts and mounts which help to fit the skirt in the proper way. The air-blower system of AirCat consists of an electric motor fixed onto stationary fan blades, a rotational fan and a duct. The motor with two fans is assembled to the duct. We implement a 40A NAVY motor driver which is used to amplify pulse-width modulation signal from a \( \mu C \) and regulate a motor’s angular rate.

The installed micro-controlled (\( \mu C \)) belongs to ARM7 family, and more specifically, is LPC2388 from NXP Semiconductors. The \( \mu C \) is placed on a KEIL MCB2300 development board. An inertial measurement unit (IMU) is a complex sensor that consists of multiple sensors and a \( \mu C \) which collects data from various sensors. The selected IMU is a VN-100 from VectorNav. It provides 3-axis linear accelerations and 3-axis angular rates. A differential pressure sensor SDP2000-L from Senirion with a range \( 0 - -3500 Pa \) and resolution of \( \pm 1 Pa \) is placed in the system box to measure the pressure of the air-cushion chamber. Two rechargeable battery packs of NiMH cells are installed to the model to provide necessary energy to the system. One pack is connected to the micro-controller and the other one is used to drive the blower system.
6.2 Control Design

6.2.1 Controller

We consider a linear model for pressure to design a controller for AirCat. Following [2] and [11], the air-cushion pressure dynamics are given by

\[
\begin{align*}
\dot{P}_c &= -\frac{\rho_0 A_0}{C_c} \dot{\zeta}_3 - \frac{1}{C_c R_L} P_c + \frac{1}{C_c} q
\end{align*}
\] (6.1)

where \(\rho_0, V_0, P_0\) are the initial values of air density, volume and pressure of the air-cushion, respectively and \(C_c = \frac{\rho_0 V_0}{P_0}\). The term \(R_L\) is air resistance of hulls and skirts. It represents the air leakage from air cushion. The input \(q\) represents mass.
air flow rate into the cushion. In our scale model, the main input is duty cycle. Thus, $q$ can be represented by coefficient as follows $q = b_{\text{blower}} u$ where $u$ is the duty cycle of the DC motor driver.

Using heave dynamics given in (4.1) and air-cushion pressure dynamics (6.1), we obtain following state-space model,

\begin{align}
\dot{x} &= A_0 x + B \left( a_{11} x_1 + a_{12} x_2 + \nu(t) + b_p p \right), \\
\dot{p} &= a_{21} x_2 + b_1 p + b_2 u,
\end{align}

Figure 6.2: System box of AirCat. It has microcontroller inside with sensors and actuator driver. The box is placed in the scale model.
where

\begin{align*}
a_{21} &= -\frac{\rho_0 A_0}{C_c}, \\
\bar{b}_1 &= -\frac{1}{C_c R_L}, \\
\bar{b}_2 &= \frac{b_{\text{blower}}}{C_c},
\end{align*}

(6.4) (6.5) (6.6)

\[ A_0 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, \quad B = \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \quad x = \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \]

and \( x_1, x_2, p, \nu \) and \( u \) correspond to heave, heave rate, pressure, wave disturbance and duty cycle of the blower system respectively. Wave disturbance is given by

\[ \nu(t) = g \sin(\omega t + \phi), \]

(6.7)

We make the following assumptions regarding the plant

**Assumption 6.1** \( a_{11}, a_{12}, a_{21}, \bar{b}_1, \bar{b}_2, \bar{b}_p \) are unknown.

**Assumption 6.2** \( a_{11} < 0, \bar{b}_p, \bar{b}_2 > 0 \) and \( |\bar{b}_p| \geq \bar{\xi} > 0 \).

**Assumption 6.3** \( x \) and \( \nu \) are not measured but \( \dot{x} \) are measured.

Using the control design given in Chapter 3, the adaptive controller for system (6.2), (6.3) with disturbance \( \nu(t) \) is given by

\[ u = \frac{\dot{b}_2}{1 - \hat{b}_p (\hat{b}_p - \hat{\rho} k_n)} \bar{u}, \]

(6.8)

where \( k_n \) is the second element of the control gain \( K \in \mathbb{R}^{1 \times 2} \) which is chosen so that \( (A_0^T + \bar{B} K) \) is Hurwitz and the positive definite matrix \( P \) is a solution of the matrix equation \( (A_0^T + \bar{B} K)^T P + P (A_0^T + \bar{B} K) = -4I \), with \( \bar{B} = \begin{bmatrix} 1, & 0_{n-1} \end{bmatrix}^T \), and

\[ \bar{u} = \gamma_3^T \left( \dot{\hat{b}}_p - \dot{\hat{\rho}} k_2 \right) \varphi + \gamma_2^T \dot{\varphi} + \dot{\hat{b}}_p \dot{x}_2 - \left( \gamma_1^T + \hat{\rho} K \right) A_0 \dot{x} - \left( \dot{\gamma}_1^T R + \hat{\rho} \dot{K} - \dot{\hat{\rho}} \bar{B}^T P \right) \dot{x} - \dot{\hat{\beta}}_t^T \eta_t - \dot{\hat{\beta}}_p^T \eta_p - \beta_{1p}^T \dot{\eta}_p - \left( \left( \hat{b}_p - \hat{\rho} k_2 \right)^2 + c \right) e, \]

(6.9)
with $c > 0$, $R = \text{diag}\{1, 0\}$, and

$$e(t) = p - \left( - (R\gamma_1)^T \dot{x} + \hat{b}_p \dot{x}_2 - \hat{b}K \dot{x} - \hat{b}_t^T \eta_t - \hat{\beta}_{1p}^T \eta_{1p} \right). \quad (6.10)$$

We use projection operator to avoid singularity in (6.8). The update laws are given by

$$
\begin{align*}
\dot{\gamma}_1 &= -\kappa_{\gamma_1} \text{sgn} (\bar{b}_p a_{11}) \dot{x} B^T P \dot{x}, \quad \kappa_{\gamma_1} > 0, \quad (6.11) \\
\dot{\gamma}_p &= \kappa_{\gamma_p} \varphi e, \quad \kappa_{\gamma_p} > 0, \quad (6.12) \\
\dot{\gamma}_3 &= -\kappa_{\gamma_3} \varphi (\hat{b}_p - \hat{\theta}k_2) e, \quad \kappa_{\gamma_3} > 0, \quad (6.13) \\
\dot{\beta}_2 &= -\kappa_{\beta_2} \text{sgn} (\bar{b}_2) \eta e, \quad \kappa_{\beta_2} > 0, \quad (6.14) \\
\dot{\theta}_t &= -\kappa_{\theta_t} \text{sgn} (\bar{b}_p a_{11}) \eta_t B^T P \dot{x}, \quad \kappa_{\theta_t} > 0, \quad (6.15) \\
\dot{\beta}_{1p} &= -\kappa_{\beta_{1p}} \text{sgn} (\bar{\eta}_p a_{11}) \eta_{1p} B^T P \dot{x}, \quad \kappa_{\beta_{1p}} > 0, \quad (6.16) \\
\dot{\hat{\theta}} &= -\kappa_{\hat{\theta}} e B^T P \dot{x}, \quad \kappa_{\hat{\theta}} > 0, \quad (6.17) \\
\dot{\hat{b}}_p &= \begin{cases} \tau_{b_p}, & \hat{b}_p \text{sgn} (\bar{b}_p) > \varsigma \text{ or } \tau_{b_p} \text{sgn} (\bar{b}_p) \geq 0 \\
0, & \hat{b}_p \text{sgn} (\bar{b}_p) \leq \varsigma \text{ and } \tau_{b_p} \text{sgn} (\bar{b}_p) < 0 \end{cases}, \quad (6.18) \\
\begin{bmatrix} \dot{\tau}_{b_p, \theta} \\ \dot{\beta}_{b_p, \theta} \end{bmatrix} &= \begin{cases} \tau_{b_p, \theta}, & \text{sgn}(\bar{b}_p)(\hat{b}_p - \hat{\theta}k_2) > \frac{1}{\varsigma} \\
(I - \Gamma \frac{P\Gamma}{P^T \Gamma P}) \tau_{b_p, \theta}, & \text{sgn}(\bar{b}_p)(\hat{b}_p - \hat{\theta}k_2) \leq \frac{1}{\varsigma} \text{ and } \frac{P \Gamma \tau_{b_p, \theta}}{P^T \Gamma P} \leq 0 \end{cases}, \quad (6.19)
\end{align*}
$$

where

$$
\begin{align*}
\tau_{b_p} &= -\kappa_{b_p} \text{sgn} (\bar{b}_2) (\hat{b}_p - \hat{\theta}k_2) u e, \quad \kappa_{b_p} > 0, \quad (6.20) \\
\tau_{b_p, \theta} &= \kappa_{b_p, \theta} \left[ \begin{array}{c} \text{sgn}(\bar{b}_p) \dot{x}_n B^T P \dot{x} \\ -\text{sgn}(\bar{b}_p) K \dot{x} B^T P \dot{x} \end{array} \right], \quad \kappa_{b_p, \theta} > 0, \quad (6.21) \\
\Gamma &= \left[ \begin{array}{c} -\text{sgn}(\bar{b}_p) \end{array} \right] k_n \text{sgn}(\bar{b}_p) \right]^T, \quad (6.22) \\
\varphi &= \left[ \dot{x}^T, p, \eta_t^T, \eta_{1p}^T \right]^T, \quad (6.23)
\end{align*}
$$

with $\eta = \left[ \eta_0^T, \eta_1^T, \ldots, \eta_n^T \right]^T$ and $\Gamma$ belongs to the set of all positive definite sym-
metric $2 \times 2$ matrices. The observer filters are given by
\[ \dot{\eta}_i = G \eta_i - l \dot{x}_i, \quad 1 \leq i \leq 2, \] (6.24)
\[ \dot{\eta}_0 = G (\eta_0 + N \dot{x}), \] (6.25)
\[ \eta_p = G (\eta_p - l p), \] (6.26)
where $G \in \mathbb{R}^{2 \times 2}$ is a Hurwitz matrix with distinct eigenvalues, $(G, l)$ is a controllable pair and $N = \frac{1}{\mu \pi T} B^T l B$.

### 6.2.2 Dead-Zone Modification

As it is discussed in Remark 4.1, in order to maintain stability in case of existence of unmodeled uncertainties and measurement noise, there are various modification is proposed in [26]. We consider a dead-zone modification to counter-attack the destabilizing effects of bounded disturbances and of a class of dynamic uncertainties. We modify the update laws by using continuous dead zone.

The modified robust update laws for $\gamma_1$ and $\gamma_p$ are given by
\[ \dot{\gamma}_1 = -\kappa_{\gamma_1} \text{sgn}(\text{bar}_{p\text{d}}a_{11}) \dot{x} (\overline{B}^T P \dot{x} + g_x), \] (6.27)
\[ \dot{\gamma}_p = \kappa_{\gamma_p} \varphi (e + g_e), \] (6.28)
where
\[ g_x = \begin{cases} g_{x0} & \text{if } \overline{B}^T P \dot{x} < -g_{x0} \\ -g_{x0} & \text{if } \overline{B}^T P \dot{x} > g_{x0} \\ -\overline{B}^T P \dot{x} & \text{if } |\overline{B}^T P \dot{x}| \leq g_{x0} \end{cases}, \] (6.29)
\[ g_e = \begin{cases} g_{e0} & \text{if } e < -g_{e0} \\ -g_{e0} & \text{if } e > g_{e0} \\ -e & \text{if } |e| \leq g_{e0} \end{cases} \] (6.30)

The modification is applied to all update laws given in (6.11)–(6.19). The values for $g_{x0}$ and $g_{e0}$ depend on the size of the uncertainties. The principal idea behind the dead zone is to monitor the size of the estimation error and adapt only when the estimation error is large relative to the modeling error [26]. The updating stops
if $|e|$ and $|B^T P \dot{x}|$ less than predefined values $g_e$ and $g_x$, respectively. Since the update law does not trust the measured values and treat them as noise.

By using a dead-zone modification, we loose the convergence of the signals. However, we are able to maintain the stability of the equilibrium in spite of bounded disturbances and dynamic uncertainties.

### 6.3 Experiment Setup and Results

The designed adaptive controller is implemented to a Matlab code on a PC. The communication between PC and $\mu$C is established through serial ports. AirCat is placed in a wave tank which is shown in Figures 6.3 and 6.4. The wave tank is first developed as a laboratory arrangement for a surface wave study at Florida Atlantic University. The tank is 77 cm deep, 77 cm wide and 767 cm long. A mechanism which generates imperfect sinusoidal wave patterns with 0–3 cm range of wave amplitude and 7–13 rad/sec range of circular frequency, is placed at one end of the tank. In order to prevent the reflection of waves, an attenuator is developed and placed to the other end of the tank. The heave rate of AirCat for feedback is obtained by filtering unbiased heave acceleration which is measured by IMU, with a bandpass filter (a low pass filter in conjunction with a high pass filter). The overall experiment setup is illustrated in Figure 6.5. Time and frequency domain heave results are given in Figures 6.6 and 6.7, respectively.
Figure 6.3: Picture of the wave tank located in Hydrodynamic Lab at Florida Atlantic University.

Figure 6.4: Picture of the AirCat taken in the wave tank while heading to the wave generator.
Figure 6.5: Illustration of the experiment setup located in Hydrodynamic Lab at Florida Atlantic University.

Figure 6.6: Heave of AirCat in the wave tank. The controller is turned on at 40 seconds.
Figure 6.7: Heave response of AirCat in frequency domain. First figure in the plot represents the response heave when the control is off (0-40 sec), the second figure represents the steady state response of heave when the controller is on (100-250 sec).
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