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ABSTRACT OF THE DISSERTATION

Search for high-mass dimuon resonances and study of endcap muon system

neutron-induced background hits with the Compact Muon Solenoid detector

by

Christian John Schnaible

Doctor of Philosophy in Physics

University of California, Los Angeles, 2019

Professor Robert D. Cousins, Chair

This thesis presents a search for narrow resonances in the dimuon invariant mass spectrum

using data obtained from proton-proton collisions at
√
s = 13 TeV collected by the CMS

detector at the CERN LHC. We describe the analysis and results of the data collected in

2018, which corresponds to an integrated luminosity of 63.1 fb−1. We also present results

of the combination of the 2016, 2017, and 2018 data sets, as well as the results of the

combination with the dielectron analysis, which correspond to a total integrated luminosity

of up to 140 fb−1. The results are interpreted in terms of the upper limit on the ratio of the

cross section of a new resonance to that of the Z boson. We also compute the corresponding

lower limits on the masses of various benchmark resonances. No evidence for beyond the

standard model physics is observed in the 2018 data set, or in any of the combined data sets.

Relevant for the high masses where we perform our search, we also discuss the reconstruction

and performance of high momentum muons in CMS. In the appendix, we present a study of

neutron-induced background hits in CMS endcap muon chambers.
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CHAPTER 1

Introduction

Particle physics is the field of study that examines the properties and interactions among

the smallest known fundamental units of the universe. These fundamental units, known as

particles, have led to a rich history of theoretical and experimental breakthroughs. Exper-

imentally, the field of particle physics began in 1897 with J. J. Thomson’s discovery of the

first fundamental particle, the electron [1]. Theoretically, the properties of and interactions

between the particles are described by a successful theory known as the standard model

(SM). The SM was invented piece by piece over many decades; beginning with the theory

of quantum electrodynamics in the 1930s and ending with experimental confirmation of the

quark theory in the mid-1970s. The final undiscovered particle predicted by the SM, the

Higgs boson, was discovered in 2012 at the Large Hadron Collider (LHC) by the Compact

Muon Solenoid (CMS) [2] and ATLAS experiments [3].

However successful, the SM is an incomplete theory. It does not provide a description

of the gravitational interaction, it does not predict the matter-antimatter asymmetry in the

universe, and it does not explain the presence of dark matter. Theories that are beyond

the SM (BSM) attempt to explain some of the shortcomings. One such possible signature

of BSM physics would be the observation of a new narrow resonance in the invariant mass

spectrum of muon pairs, as many BSM theories predict such resonances.

The final state of two back-to-back high transverse momentum muon pairs is experimen-

tally advantageous as it provides us with a clean detector signature that has a large signal

acceptance, high reconstruction efficiency, and low relative background at high mass. This

specific experimental technique—searching for a resonance in the dilepton invariant mass
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spectrum—also has ample historical precedent in experimental particle physics. The first

example of a new dilepton resonance was in 1974 with the simultaneous discovery at SLAC

and Brookhaven of the J/ψ meson in the e+e− final state [4, 5]. This discovery led to the

famous “November revolution” of particle physics as the discovery of the J/ψ meson implied

the existence of a fourth quark, the charm quark, which provided convincing evidence of the

quark theory. The 1976 Nobel Prize in Physics was awarded in recognition of this discovery.

The next example of a dilepton discovery was at Fermilab in 1977, with the observation of

the Υ meson decaying to muon pairs [6]. Again, the discovery of the Υ implied the existence

of an additional fifth quark, the bottom quark. The most recent example of a dilepton dis-

covery was at the CERN SPS collider in 1983 with the observation of the Z boson in both

the µ+µ− and e+e− final states [7, 8]. The 1984 Nobel Prize in Physics was awarded, in part,

for the discovery of the Z boson. In this thesis, we continue this tradition by examining the

2018 proton-proton (pp) collision data collected by the CMS detector at the LHC in search

of a new narrow resonance in the dimuon invariant mass spectrum.

We outline this thesis in the following chapters. In Chapter 2, we present a simple

description of the SM and describe some of the BSM theories that motivate the search for

an additional dimuon resonance. In Chapter 3, we describe the experimental apparatus used

to collect the data in this thesis; the LHC accelerator and CMS detector. In Chapter 4, we

present a discussion of the relevant challenges related to the identification and reconstruction

of high-energy muons in CMS. In Chapter 5, we present the search for high-mass dimuon

resonances. Finally, in Appendix A we present a study of the neutron-induced background

in CMS endcap muon chambers.
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CHAPTER 2

Theoretical Considerations for the Z′ Search

2.1 Introduction

In Section 2.2, we present a brief review of the relevant facets of the SM of particle physics in

the search for high-mass dimuon resonances. In Section 2.3, we discuss various shortcomings

of the SM and potential BSM scenarios that solve these shortcomings and also predict high-

mass dimuon resonances.

2.2 The standard model of particle physics

The SM of particle physics is a quantum field theory describing the interactions and prop-

erties of all fundamental particles known to exist. Currently, the theory consists of six pairs

of fermions. Of the six pairs, three pairs are named quarks and the other three are named

leptons. These quarks and leptons interact via the exchange of four gauge boson according

to three of the four known fundamental interactions, the electromagnetic, the weak, and the

strong interaction. The fourth interaction, gravity, is not incorporated into the SM.

2.2.1 Quarks, leptons, gauge bosons, and interactions

The quarks and leptons make up all the ordinary matter in the universe and are split into

three generations and two doublets within each generation. The “up”-type quarks in each

quark doublet (u, c, and t quarks) all have an electric charge of +2/3, while the “down”-

type quarks in each doublet (d, s, and b quarks) all have an electric charge of −1/3. For the
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Figure 2.1: Diagram with all of the fundamental fermions and bosons in the SM grouped

by generation and type. Quarks are outlined in blue, leptons are outlined in green, gauge

bosons are outlined in red, and the Higgs boson is outlined in purple. Labeled are the masses,

electric charge, and spin of each particle.
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leptons, each generation contains an electrically charged lepton (e, µ, and τ leptons) and an

electrically neutral lepton named a neutrino (νe, νµ, and ντ leptons). Each of the 12 fermions

has a corresponding antiparticle with opposite quantum numbers. Figure 2.1 is a diagram

displaying all the SM fundamental particles.

Mathematically, the SM is formulated as a gauge theory, which is described by the

symmetry group,

SU(3)C × SU(2)L × U(1)Y , (2.1)

where× denotes the direct product of each of the symmetry groups. From Noether’s theorem,

each of the symmetry groups above has an associated conservation law, which yields a

conserved charge. The subscripts on each symmetry group denote the conserved charges.

For the SU(3)C group, which describes the theory known as quantum chromodynamics

(QCD) and the strong interaction, the conserved charge is known as color, C. In this

interaction, only the particles that carry color, the quarks and the gauge bosons known as

gluons, can interact. The SU(2)L × U(1)Y group is described by the electroweak (EWK)

theory, which is a combined symmetry of two interactions, the weak and the electromagnetic

interactions. For the electroweak interaction, the conserved charges are the weak isospin and

the weak hypercharge. Both quarks and leptons carry these electroweak charges, and they

can therefore interact via exchange of the electroweak gauge bosons.

In the SM, the SM fermions and gauge bosons do not intrinsically have mass and must

acquire mass via the process known as the Higgs mechanism. The Higgs mechanism describes

how a scalar field, known as the Higgs field, exists with a potential that causes the ground

state to spontaneously break the electroweak symmetry. As a result, the originally massless

electroweak gauge bosons mix and thus become the observed weak and electromagnetic gauge

bosons. The weak gauge bosons, the Z and W bosons, gain mass, while the electromagnetic

gauge boson, the photon, remains massless. In addition, a massive scalar boson, known as

the Higgs boson, is also predicted. For the fermions to gain mass, Yukawa interactions terms

with the scalar Higgs field are put into the SM.
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2.2.2 Parton distribution functions and Drell-Yan

Figure 2.2: Feynman diagram of the tree level DY process.

Of interest to the search for a high mass dimuon resonance is the SM Drell-Yan (DY)

process, qq̄ → Z/γ∗ → µ+µ− + X. The DY process constitutes an irreducible source of

background dimuons at both low and high dimuon mass. Figure 2.2 depicts a Feynman

diagram of the tree level DY process, which is the annihilation of a quark and antiquark pair

into an off-shell Z/γ∗ that decays to a pair of charged leptons. For the analysis presented in

this thesis, we assume the leptons to be muons when we refer to the DY process.

In pp collisions, the typical process for DY production is a valence quark annihilating

with an antiquark from quantum vacuum qq̄ fluctuations. These quantum vacuum qq̄ fluc-

tuations, known as “sea” quarks, will typically have a lower probability than the valence

quarks to carry a large fraction of the proton momentum. Thus, to precisely determine the

DY background, it is crucial to understand the probability density to find a parton inside the

proton with fraction x of the longitudinal proton momentum, known as the parton distribu-

tion function (PDF). PDFs cannot be determined from perturbative QCD so they must be

obtained by fits to experimental data. For large x, the PDFs are computed by extrapolations

from smaller x. At high energies, where the momentum fractions of the incoming quarks are

necessarily large, the PDFs and their associated uncertainties are therefore less well known

and play an important role.
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2.3 Beyond the standard model

Despite its many successes, the SM is not a theory of everything. As mentioned above

in Chapter 1, the SM does not provide a description of the gravitational interaction at

a fundamental level, it does not explain the asymmetry of matter and anti-matter in the

universe, and it also does not explain the presence of dark matter. Many BSM theories have

been proposed in an attempt to explain, in part, some of these shortcomings.

One such class of theories are known as the Grand Unified Theories (GUT). GUTs hy-

pothesize that at very large energy scales, known as the grand unification energy or the

GUT scale, the SM interactions unify into a single interaction described by one single gauge

group. This idea of low-energy theories unifying at high-energies is partially inspired by

existing physics theories. An example of this exists in classical physics with Maxwell’s uni-

fication of electricity and magnetism into a combined theory of electromagnetism. Another

example of this also exists within the SM itself. At low energies (< 100 GeV), the electro-

magnetic and the weak interactions appear to be separate, but above the the electroweak

symmetry breaking scale, the interactions unify into a single interaction. Thus, in some

GUTs, the SM gauge groups defined in Eq. 2.1 become the low-energy approximations of a

single interaction described by some unified gauge group.

The first historical example of a proposed GUT gauge group is the simplest larger gauge

group that also contains the SM: the SU(5) gauge group [9]. The SU(5) theory combines

leptons and quarks into single irreducible representations and therefore may have interactions

that do not not conserve baryon number, B, while still conserving the baryon minus lepton

number, B − L. This provides a mechanism and a prediction for the rate of proton decay.

However, experimental limits on the lifetime of the proton soon contradicted the theoretical

predictions of the SU(5) GUT [9]. Thus, other GUTs have also been proposed with more

complex higher gauge groups.

Examples of models that we consider can be grouped into three general classes; those

based on the E6 gauge group, those based on left-right (LR) symmetric extensions to the SM,
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and those based on generalizations of the SM. Each of these classes predict additional U
′
(1)

gauge groups that, under the right circumstances, are spontaneously broken and produce an

electrically neutral, spin-1, gauge boson near to the TeV scale. These new gauge bosons,

referred to as Z ′ bosons, can then be potentially detectable in LHC collisions.

In the E6 case, the additional U
′
(1) gauge groups follow from the chain,

E6 → SO(10)× U ′(1)ψ → SU(5)× U ′(1)ψ × U
′
(1)χ → SM × U ′(1)θE6

. (2.2)

At low energies we assume that only one linear combination of the two additional gauge

groups U
′
(1)χ and U

′
(1)ψ exists with their charges mixing according to mixing angle θE6 .

(Here, low-energy means low relative to the GUT scale.) The charges of the U
′
(1)θE6

are

then given by the linear combination,

Q(θE6) = cos θE6 Q(χ) + sin θE6 Q(ψ). (2.3)

Some commonly studied special cases are the ψ model (θE6 = π/2), which corresponds to

the extra Z ′ of the E6 symmetry breaking and the χ model (θE6 = 0), which corresponds

to the extra Z ′ of the SO(10) symmetry breaking. Other E6 models, η, I, S, and N , are

presented in Section 5.10 and involve specific choices of the angle θE6 [10, 11, 12, 13]. They

are not studied in much detail in this thesis, so we do not discuss them further.

Models based on introducing an additional left-right handed symmetric extension to

the SM hypothesize that at higher energies, parity symmetry is restored. Generally, the

necessary gauge groups can arise from higher gauge groups like SO(10) or E6, but all involve

the general symmetry breaking,

SU(2)L × SU(2)R × U(1)B−L → SU(2)L × U(1)Y × U
′
(1) (2.4)

Thus, in addition to predicting an additional U
′
(1) gauge group, there is also an additional

SU(2) gauge group that predicts an additional W boson-like gauge boson. In general,

the U(1)R coming from the SU(2)R gauge group can mix with the U(1)B−L and several

benchmarks are considered in Section 5.10. In this thesis, we do not study these models in
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detail so we do not discuss them further. More discussion can be found elsewhere [10, 11,

12, 13].

The final case discussed in this thesis are Z ′ based the generalization of the SM. In these

models, the SM charges Q, the electric charge, and T3L, the weak isospin, are generalized

such that,

Q(GSM) = cosα T3L + sinα Q, (2.5)

where α is some general mixing angle between the two SM charges. As special case of the

angle α is the sequential SM (SSM), where the couplings of the Z ′ to all SM particles are

identical to those of the SM Z boson. Other cases, like α = 0 or α = π/2, have properties

that allow for very large decay widths, large production cross sections, and large Z ′/Z/γ∗

interference effects. Interference of a new Z ′ with the SM DY process is discussed further in

Section 5.10.

In each case above, the couplings, and therefore the production cross sections, of the each

of the Z ′ bosons predicted are defined by the specific model. No predictions on the mass of the

Z ′ exist, so, an upper bound on the mass exists at the particular GUT scale (approximately

1016 GeV) and the lower bound on the mass being the subject of the measurement described

in Chapter 5 of this thesis. If a discovery is made, then other observable are measured,

such as the couplings to its observed decay products, the intrinsic width, and decay product

angular distributions.

We choose two models to be used as benchmarks when presenting the results of this thesis.

The first is the sequential SM, Z ′SSM. Compared to the sets of models described above, this

model has a wide width (2.5% of the Z ′ mass) and has a relatively large production cross

section times branching fraction to muons. The second model is the Z ′ψ boson from the

E6 GUT theory discussed above. This particular Z ′ has a narrower width compared to the

sets of models described above and also has a relatively small production cross section times

branching fraction to muons. In addition to these benchmark models used for results of

the resonance search, a third model, Z ′Q from the generalized SM models above, is used for

tests of Z ′/Z/γ∗ interference. This model is notable for its large width, large production
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cross section times branching fraction, as well as its large negative interference effects. More

discussion of theoretical aspects of Z ′/Z/γ∗ interference, including more discussion of the

Z ′Q model, can be found in Section 5.10.
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CHAPTER 3

Experimental Apparatus

3.1 Introduction

As mentioned in Chapter 2, this thesis presents a search for BSM physics at high energy

scales where the production cross section is typically small. Thus, to achieve an event rate

of BSM physics where discovery is possible, it is necessary to consider a particle collider that

can provide beams that are both intense and high in energy. If the collisions are produced in

large enough numbers, it is possible to probe these small cross sections in hopes of discovering

a previously unknown particles. To do this, it is also necessary to construct complex particle

detectors that are able to detect, identify, and measure the decay products of the unknown

particles.

In this chapter, we describe the experimental setup of such a particle collider and particle

detector. In Section 3.2 we describe the Large Hadron Collider (LHC) machine and in

Section 3.3 we describe the Compact Muon Solenoid experiment (CMS).

3.2 The Large Hadron Collider

The Large Hadron Collider (LHC) is the world’s largest hadron accelerator and collider. It

straddles the border between France and Switzerland, just outside of Geneva, Switzerland

at the European Organization for Nuclear Research (CERN). The LHC is located about

100 m underground and is approximately 27 km in circumference. It consists of two counter-

rotating beams of protons that provide collisions at a center of mass energy of 13 TeV to four

large-scale experiments, which are located at various points along the LHC ring. The LHC
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can also be configured to deliver proton-lead collisions, as well as lead-lead collisions. Of

the four major experiments, the two smaller experiments (small in a relative sense, as both

of these experiments are still large), LHCb and ALICE, focus on more specialized physics

programs. LHCb is built in the forward region to focus on b-quark physics and CP violation,

while ALICE focuses on studies of the quark gluon plasma that occurs in lead-lead collisions.

The two large-scale experiments, ATLAS and CMS, are built as general-purpose detectors

with full detection coverage. ATLAS and CMS have similar physics programs, namely, the

discovery of the Higgs boson, which was accomplished in the summer of 2012 [2, 3], many

precision measurements, and broad programs of many searches for potential signs of BSM

physics. This thesis presents an analysis of proton-proton collision data collected by the

CMS detector.

The protons used for collisions in the LHC originate from bottled hydrogen gas and pass

through a large accelerator complex before reaching their final collision energies. Figure 3.1

shows the CERN accelerator complex. First, the hydrogen is stripped of its electrons and

the resulting protons are sent through a linear accelerator, the Linac2, which accelerates the

protons to an energy of 50 MeV with radiofrequency (RF) cavities. The protons are then

sent through a series of synchrotrons that progressively accelerate the beams of protons with

additional RF cavities to higher and higher energies before being injected into the LHC.

The first synchrotron is the Proton Synchrotron Booster (PSB), which receives the protons

from the Linac2 and accelerates them to an energy of 1.4 GeV. Next, the protons pass into

the Proton Synchrotron (PS), which accelerates them to an energy of 26 GeV. The PS also

splits the beams into desired the proton bunch structure. For much of Run 2, the beams

are typically configured with a 25 ns bunch spacing. In the final step before injection into

the LHC, the beams pass into the Super Proton Synchrotron (SPS), which accelerates the

beams to an energy of 450 GeV.

The LHC itself is used for the final step in the proton acceleration. For Run 2, the final

energy of the beams of protons is 6.5 TeV. The beams are steered around the LHC ring

with 1232 dipole superconducting magnets and 392 quadrupole magnets additionally steer
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the beams. Some special high-field quadrupoles focus the beams to several collision points

around the ring. Higher order multipole magnets are also used to further stabilize the beams.

In addition to providing collisions with a large center of mass energy, the LHC also

provides collisions with a large instantaneous luminosity. The instantaneous luminosity

depends only on parameters specific to the beams and can be written as,

L =
N2
b nbfrevγr
4πεnβ∗

F, (3.1)

where Nb is the number of protons per bunch, nb is the total number of bunches in each beam,

frev is the revolution frequency, γr is the relativistic factor, εn is the normalized transverse

beam emittance, β∗ is the beta function at the collision point, and F is a geometrical

factor arising from the angle between the colliding beams at the interaction point [15].

For the 2018 data-taking period, the LHC achieved a maximum instantaneous luminosity

of approximately 2.1 × ×1034 cm−2 s−1. The time-integral of the instantaneous luminosity

during LHC operation is the integrated luminosity.

3.3 The Compact Muon Solenoid experiment

In this section, we present an overview of the CMS detector. We provide a description of each

of the CMS subdetectors and subsystems . For a detailed description of the CMS detector,

see Ref. [16].

3.3.1 Overview of the CMS detector

The central feature of the CMS detector is a superconducting solenoid. The solenoid provides

a roughly uniform axial magnetic field of 3.8 T and due to the large radius and volume of

the return yoke, the magnetic field strength is between 1–2 T in the iron return yoke. Such

a large magnetic field was chosen to achieve good momentum resolution for high energy

charged particles.

The solenoid is 6 m in diameter and is large enough to enclose an inner silicon tracker,
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is at the lower left corner. Labeled are each of the subdetectors in CMS; the inner tracker,

the ECAL, the HCAL, the solenoid, the muon system, and the iron return yoke. The figure
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as well as electromagnetic and hadronic calorimeters. Outside of the solenoid are four barrel

and four endcap muon stations interspersed in the iron return yoke. Figure 3.2 depicts one

quadrant of the CMS detector in its Run 2 configuration with the muon detectors in color.

Labels denote each of the axis definitions, pseudorapidity values, and various subdetectors.

We use a coordinate system with the origin at the nominal collision point, the y-axis

oriented vertically upward, and the x-axis oriented toward the center of the LHC. The z-axis

points along the beamline coincident with the solenoid axis in the counterclockwise direction.

Radial distance from the beamline is denoted by r. We take the azimuthal angle φ to be

measured from the x-axis in the x-y plane. The polar angle θ is measured from the positive

z-axis. Kinematic quantities measured transverse or parallel to the beamline are denoted by

a subscript T or Z, respectively, e.g. transverse momentum pT, or longitudinal momentum

pZ. Pseudorapidity is defined as η = − ln tan(θ/2), which in the limit of particle energies

much greater than their rest mass is equivalent to rapidity, y = 0.5 ln((E + pZ)/(E − pZ));

where E is the particle energy. The imbalance of energy in the transverse plane is denoted

by Emiss
T .

The remaining subsections in this section describe the construction and operation of each

CMS subsystem. We emphasize the relevant properties of each detector that are necessary

for the detection and measurement of muons.

3.3.2 CMS inner tracker

The CMS inner tracker is comprised of two separate subdetectors; an inner pixel detector

and an outer silicon strip detector. It is the detector closest to the interaction point (IP) and

is therefore designed to operate in extremely high particle flux conditions. To handle the

high flux the detectors are highly granular. This high granularity provides a low enough hit

occupancy that ensures enough separation of hits from individual particles to enable high

particle trajectory reconstruction efficiency. The pixel detector is the closest to the beamline

and therefore is the most granular detector with silicon pixels. The silicon strip detector

is further away, so silicon micro-strip detectors are used. Being inside the solenoid the in-
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ner tracker is also primarily responsible for measuring the position of charged particles as

they pass through the detector. These signals (or hits) are later reconstructed into particle

trajectories, which provide estimates of a particle’s charge, pT, η, φ, and impact parame-

ters. For example, the inner tracker alone measures pT to approximately 1.6% for muons

with pT < 200 GeV. The inner tracker is also used for interaction vertex identification and

reconstruction.

The pixel detector is the the part of the inner tracker that is closest to the interaction

region. It has four barrel layers, the closest of which is at a radial distance of 2.9 cm from the

beamline, and three endcap disks, the closest of which is at a longitudinal distance of 29.1 cm

from the nominal interaction point. This layout provides redundancy in particle detection

and pseudorapidity coverage up to |η| < 2.5. Single hit resolution is determined by the size

of the 124 million pixel sensors, which have an area of 100×150µm2 in both the barrel layers

and endcap disks. The spatial resolution of hits from charged particles is measured to be

10µm for the r-φ position measurement and about 20µm for the z position measurement.

In total, the sensitive area of the pixel detector is 1.86 m2. This description describes the

upgraded pixel detector, which replaced the original CMS pixel detector between the data

taking years of 2016 and 2017. The original pixel detector had three barrel layers and two

endcap disks. See Ref. [18] and references therein for more details about the upgraded pixel

detector.

The silicon strip tracker is divided into two parts, a barrel region and an endcap region.

The barrel strip tracker region is divided into an inner radial region (the tracker inner barrel

or TIB) and an outer radial region (the tracker outer barrel or TOB). The TIB surrounds

the pixel detector and is made of 4 layers that extend longitudinally up to |z| < 65 cm. The

outer radial layer in the TIB has a radius of 55 cm. The TOB surrounds the TIB and is

made of 6 layers that extend longitudinally up to |z| < 110 cm. The outer radial layer has a

radius of 110 cm. The first 2 layers in both the TIB and the TOB contain “stereo” modules,

which provide position measurements for both the r-φ and r-z coordinates. For these inner

layers, the single hit position resolution is 23µm in r-φ and 23µm in r-z. The remaining
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layers in the TIB and the TOB have the single hit position resolutions of 35µm in r-φ and

52µm in r-z. The endcap strip tracker is also divided into two regions; a larger forward

region (the tracker endcap or TEC) and a smaller central region (the tracker inner disks

or TID). Each TEC is made of 9 disks that cover the region between 120 < |z| < 280 cm.

The TEC also has an outer radial distance of 110 cm and an inner radius that varies from

20 cm to 50 cm that provides coverage to |η| < 2.5. Each TID is made with 3 smaller disks

that fill the gap between the TIB and the TEC. The TEC and TID modules are arranged

in concentric rings centered around the beamline. The strips in the TEC and the TID point

toward the beamline and provide position measurements in r, φ, and z. In total, the silicon

strip tracker covers approximately 200 m2 of active detection surface.

3.3.3 CMS calorimeters

The CMS electromagnetic calorimeter (ECAL) measures photons and electrons and allows for

their identification. It surrounds the inner tracker and is comprised of 61200 lead-tungstate

crystals in the barrel region and 7324 crystals in each endcap. Lead-tungstate scintillation

crystals were chosen for their high density (8.3 g/cm3), low radiation length (X0 = 0.89 cm),

low Moliere radius (2.2 cm), and quick scintillation response. The high density of the lead-

tungstate crystal enables a compact design, which allows the ECAL to fit within the solenoid.

The lead-tungstate crystals also have a relatively low light yield and have specially developed

photodetectors for both the barrel and endcaps. In the barrel, the crystals are 23 cm long

(25.8 X0) and are laid out in an η-φ grid. Each barrel crystal has a front face cross section

of 2.2 × 2.2 cm and uses silicon photodiodes as photodetectors. In the endcap, crystals are

22 cm long (24.7 X0) and are laid out in an x-y grid. Each endcap crystal has a front

facing cross section of 2.86 × 2.86 cm2 and uses vacuum phototriodes as photodetectors.

The chosen size front face area of the crystals in the barrel and endcap ensure the core

of an electromagnetic shower will be contained within a 2 × 2 crystal area. The barrel

region provides pseudorapidity coverage up to |η| < 1.479, while the endcap region provides

pseudorapidity coverage between to 1.479 < |η| < 3.0. A preshower detector (PS) is placed in
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front of part of the ECAL endcap region (1.653 < |η| < 2.6) and consists of two layers of lead

absorber and silicon strip sensors. The PS helps to provide precision position measurements

of photons and electrons and to distinguish photons from two-photon decays of neutral pions.

The CMS hadronic calorimeter (HCAL) measures the energies of hadrons. It surrounds

the ECAL and is comprised of alternating layers of brass as an absorber and plastic tile

scintillator to detect the scintillation light. The scintillation light is then read out with

embedded wavelength-shifting fibers. Most of the HCAL is installed inside the solenoid and

surrounds the ECAL, while additional parts of it are installed outside the magnet and in

the forward region. In the region |η| < 1.6, scintillator tiles are laid out in a rectangular η-φ

grid and have an area of 0.087×0.087. In the region |η| > 1.6, the scintillator tiles are larger

with an η-φ area of 0.17 × 0.17. The main HCAL provides pseudorapidity coverage up to

|η| < 3.0 and the forward HCAL provides pseudorapidity coverage between 3 < |η| < 5.2.

The forward HCAL sits outside the muon system 11.2 m from the interaction point. For the

forward HCAL, steel is used as the main absorber and quartz fibers that emit Cherenkov

light are used as scintillators.

3.3.4 CMS muon system

The CMS muon system measures the positions of muon trajectories, which are typically

the only particles from collisions to reach the outermost chambers. It is located primarily

outside of the solenoid and is comprised of four stations of barrel and endcap muon chambers

embedded in the iron return yoke. Three types of gaseous detector technologies are used

as they can cover a large detection surface, which in total cover approximately 25000 m2

of active detection planes. In the barrel region drift tube (DT) chambers are used, in the

endcap region cathode strip chambers (CSC) are used, and in both the barrel and the endcap

regions resistive plate chambers (RPC) are also used.

The DT system is constructed in the barrel region of CMS and consists of four radial

stations, five wheels, and a total of 250 chambers. DT chambers in each station are over-

lapped in φ to avoid detection gaps. Pseudorapidity coverage is provided up to |η| < 1.2. In
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Fig. 3.2, the DT chambers are labeled with “MB” (Muon Barrel). In the three innermost

stations, 12 layers of drift tubes are divided into three groups of four consecutive layers. The

inner and outer groups record the r-φ coordinate in the bending plane with drift tubes that

are parallel to the beamline. The middle group has drift tubes that are perpendicular to the

beamline that records the z coordinate. The outermost DY station only has two groupings

of four consecutive layers of drift tubes that measure the r-φ coordinate.

Each individual drift tube records the drift time from the ionization induced by a charged

particle, which is then translated into a radial distance from the wire. The maximum drift

length in each tube is 2.0 cm and the single hit resolution is approximately 200µm. Hit

positions in each station are determined by fits to straight lines in both detection planes,

r-φ and r-z. These segments typically have a position resolution of approximately 100µm

in position and and angular resolution of 1 mrad.

The CSC system is described in detail in Appendix A.2, so we provide only a brief de-

scription here. The CSC system consists of 540 individual multi-wire proportional chambers

arranged in four disks on either side of the CMS endcaps. The first disk in each endcap

contains three rings of chambers, with the innermost ring (denoted by “ME1/1” in Fig. 3.2)

uniquely located inside the solenoid while all other rings located outside the solenoid. The

second, third, and fourth stations all contain two rings of chambers. Each chamber consists

of six gas gaps that have radial cathode strips that have a roughly constant ∆φ and anode

wires that run perpendicular to the strips.

As a charged particle passes through a gas gap, the induced ionization charge collects on

the anode wires, which is quickly read out for a coarse η measurement. At the same time,

an image charge forms on the cathode strips, the shape of which is interpolated to precisely

determine the φ coordinate. These two dimensional hits are then fit to a straight line in both

the φ-z and η-z plane (also called segments). These segments provide precision single-hit φ

position measurements of charged particles with a resolution of about 10 mrad (or 200µm).

The ME1/1 ring has narrower strips and has a hit resolution of about 5 mrad (or 100µm).

The RPC system is embedded throughout the barrel and endcap muon systems. These
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Figure 3.3: Transverse view of a slice of the CMS detector in the barrel region. Labeled are

each of the subdetectors with illustrations of the interactions of specific particles relevant to

each subdetector [19].

chambers provide imprecise position measurements compared to the CSC and DT detectors,

but are much faster and primarily used for muon triggering. In the barrel, the RPCs are

placed in front of and behind the DT chambers in the first barrel station and in front of the

remaining three barrel stations. In the endcap, RPCs are placed behind all CSCs except for

those in the innermost ring.

Figure 3.3 displays transverse slice of the CMS detector in an r-φ view. Labeled are each

of the subdetectors with an illustration of the interactions of the specific particles that each

subdetector is responsible for detecting. Relevant for this thesis is the blue curve denoting

the trajectory of a typical low-energy muon that traverses CMS. The muon passes through

and leaves hits in each layer of the inner tracker. It eventually also passes through the

solenoid and reaches the barrel muon system, leaving hits in each station of the DT muon

system.
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3.3.5 CMS trigger system

At the LHC, pp bunches cross at a rate of 40 MHz. This high rate leads to approximately

109 interactions/sec at the instantaneous luminosities achieved during the 2018 data taking.

Thus, an online event selection is designed to select interesting events at a reasonable enough

rate such that we can write the events to tape. This is done with a two-level trigger system

that consists of a hardware-based first level, referred to as Level 1 or L1, and a software-

based second level, referred to as the high-level-trigger or HLT. The two levels of the trigger

together reduce the rate of events by a factor of 106, such that the eventual rate of events

written to tape is only a few hundred per second.

The L1 trigger consists of custom hardware processors that use coarsely segmented data

from the calorimeters and the muon system. The coarsely segmented data, also called

trigger primitives, are detector-level energy deposits in calorimeters or hit patterns in muon

chambers. These trigger primitives are combined to form trigger objects, such as candidate

electrons, photons, tau leptons, or muons, in regional triggers. The trigger objects are sorted

by the Global Calorimeter and Global Muon triggers that use pattern logic to sort the trigger

objects. The sorting rank is determined as a function of energy or momentum and object

quality. Trigger object quality is typically a measure of uncertainty in the L1 measurements,

angular quantities, or isolation from other trigger objects. In total, the allowed latency

between a given bunch crossing and a L1 trigger accept signal is 3.2µs. During this time,

the high-resolution data is held in pipelined memory in the front-end electronics.

Once a L1 accept signal is generated, the high-resolution data from the full detector

are collected and sent to the HLT for further evaluation. The HLT consists of software

algorithms that are similar to the full offline reconstruction. In this thesis, only the muon

parts of the L1 trigger and HLT are used. The specific HLT algorithms used are described

in Chapter 5.
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CHAPTER 4

TeV Muon Reconstruction in CMS

4.1 Introduction

As we introduced in Chapter 1, we are interested in searching for a dimuon resonance with

a mass in the TeV regime. To determine the invariant mass of these high-mass dimuon

candidates, precise knowledge is required of the issues relevant for muons at high pT. In this

chapter, we discuss the physics, reconstruction, and performance of high-pT muons with the

CMS detector.

This chapter begins in Sec. 4.2 with a discussion of the specific challenges due to the

physics of high-pT muons in identification and reconstruction of high-pT muons in CMS. In

Section 4.3, we describe the specific set of algorithms used to reconstruct high-pT muons

and discuss their performance. In Section 4.4, we describe studies of the calibration of the

muon momentum scale relevant for the high-mass dimuon search. Finally, in Section 4.5, we

present a study on the the probability at which the charge is misassigned to muon candidates.

For a full description of the reconstruction of muons in CMS see Ref. [20]. Reference [21]

is to be published and contains a full description of the reconstruction and identification of

high-pT muons for Run 2.

4.2 Physics of TeV Muons

Experimentally, high-pT muons have important differences with respect to their low-pT coun-

terparts. At low pT, muon momentum resolution is primarily limited by multiple Coulomb

scattering. Multiple Coulomb scattering is the process by which a charged particle is de-
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flected in its trajectory by the Coulomb interaction with atomic nuclei. If a charged particle

undergoes many small-angle Coulomb scatters, then the net scattering angular and displace-

ment distributions approach a Gaussian distribution via the central limit theorem. From

Moliere [22], the RMS of the net scattering angle distribution is proportional to the inverse

of the momentum of the particle and also depends on the square root of the thickness of the

material in radiation lengths. In CMS, potential for large multiple scattering for tracks with

low-pT exists where the amount of material is largest: outside the CMS tracker volume in the

CMS calorimeters, solenoid, and iron return yoke. Therefore, hits recorded in muon stations

that are induced by low-pT muons can be potentially affected by large Coulomb scatters.

For cases when the thickness of the material is such that the number of Coulomb scatters

is not large or the charged particle undergoes a large-angle Coulomb scatter, then the net

scattering angle distributions become non-Gaussian. The other effect at low-pT is energy

loss through ionization interactions with the detector material. Ionization energy losses are

described by the Bethe-Bloch formula [22] and are taken into account in the track fit model

described below.

High-pT muon reconstruction is additionally affected by radiative losses, which affect

both the muon momentum scale and resolution. In CMS, the critical energy, where radiative

losses become greater than the energy losses due to ionization, for muons in iron is approxi-

mately 350 GeV [22]. Radiative processes for muons include interactions with material, e.g.

bremsstrahlung, direct pair production, and photonuclear interactions. Among these, large

losses in energy are most probable in muon bremsstrahlung. Issues for the reconstruction

of particle tracks include the associated generation of electromagnetic showers, which are

typically reconstructed by CMS as a large multiplicity of extra hits and segments near to the

incident muon trajectory. If the energy loss is large enough, then the muon’s trajectory can

also be deflected from its original course. For high-pT tracks, special care is taken to ensure

that these processes do not spoil the track measurement; we discuss this further in the next

section.
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4.3 Reconstruction of TeV Muons

4.3.1 Momentum measurement in CMS

As discussed in Section 3.3, the central feature of CMS is a 3.8 T solenoid. This choice

of magnetic field configuration facilitates precise measurement of the momenta of charged

particles. From the Lorentz force law, the trajectory of a charged particle in a uniform

magnetic field is a helix. From this, momentum of a charged particle in a uniform magnetic

field is given by

p cosλ = pT = 0.3BR, (4.1)

where λ is the angle measured in the x-y plane measured from the y axis (also referred to as

the “dip angle”), B is the magnetic field strength in tesla, R is the helix radius in meters.

The 0.3 is a unit conversion factor proportional to the speed of light.

It is convenient to restate this Eq. 4.1 in terms of the track sagitta s and signed curvature

of the track, κ = q/pT,

κ =
q

0.3BR
=

8q

0.3BL2
s (4.2)

where s ≈ L2/8R in the approximation that R, the helix radius, is much larger than L, the

arc length of the trajectory.

As uncertainties in s are proportional to the approximately Gaussian hit position uncer-

tainties, this implies that uncertainties in κ are also Gaussian. Thus, we use the variable κ

to assess the performance of tracking in CMS. Relative uncertainties in κ due to hit positions

uncertainties are then given by,
δκ

κ
=

1

κ

8q

0.3BL2
δs, (4.3)

where δκ and δs are the uncertainties on the signed curvature and track sagitta. By including

effects due to multiple Coulomb scattering, the full uncertainty on the curvature is given by

(δκ)2 = (δκres)
2 + (δκms)

2, (4.4)

where δκres is given by Eq. 4.3 and δκms is the curvature due to multiple Coulomb scatter-

ing. As stated above, δκms is proportional to the inverse of the particle momentum, so the
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uncertainty due to position resolution becomes the dominant uncertainty for high-pT muons.

From Eq. 4.3, we can understand many of the features involved in CMS tracking. As

curvature decreases (or, equivalently, as pT increases) the relative uncertainty in the mea-

surement increases. For muons at high pT, the growing uncertainty can be can be countered

by requiring tracks with a large BL2. In CMS, the magnetic field strength, although large,

is fixed, so improvement on the measurement must be done by increasing the length of the

track. We do this by adding hits from the muon system to the track.

As a simple, but illustrative, example, we compare the BL2 for tracks reconstructed from

the primary vertex to the outer layer of the inner tracker and from the primary vertex to the

inner coil of the solenoid. For tracks with high enough pT, we approximate the arc lengths

L as the radial distances from the center of CMS to the outer layer of the inner tracker and

the inner coil of the solenoid, which are approximately 1.2 m and 3 m respectively. Thus,

for the longer track that extends to the inner coil of the solenoid, the BL2 is approximately

(L(inner tracker)/L(inner solenoid coil))2 = (3/1.2)2 = 6.25 times larger.

The following subsections discuss specific algorithms used in CMS to add muon hits to

the track.

4.3.2 Muon tracking in CMS

In CMS, a five-dimensional curvilinear track model is used to describe particle tracks. Track

model parameters are κ = q/pT, the signed inverse of transverse momentum; λ, the “dip

angle” measured from the y-axis in the y-z plane; φ, the azimuthal angle measured in the

x-y plane; and two vertex parameters: dXY and dZ .

In the remaining discussion about performance of muon momentum measurements in this

thesis, we note that the transverse component to the momentum measurement is the dom-

inant source of uncertainty, and not the measurement of the directions or vertex positions.

This is close to exactly valid for particles traversing the central barrel region of the detec-

tor and less so in the endcaps where the magnetic field is non-uniform and the transverse
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component to the total momentum is smaller compared to the longitudinal component.

To fit the sets of hits to the track model, we use a Kalman filter technique [23]. The

standard CMS reconstruction sequence independently reconstructs tracks in the inner tracker

and in the muon systems. Tracks reconstructed in the inner tracker are referred to as “Tracker

tracks” and tracks reconstructed in the muon system are referred to as “Stand-alone tracks”.

We also define a “Tracker muon” to be a Tracker track that has at least one compatible and

matching muon station segment based on the propagation of the fit to the muon system.

Tracker tracks that are matched to Stand-alone tracks with compatible directions, positions,

and pT are also considered. The combined set of hits from the Tracker track and Stand-alone

track are refit and the resulting track is referred to as a “Global track” or a “Global muon”.

For muons at low pT, the Tracker track achieves the best performance, as the radius

curvature is large enough such that the addition of muon system information to lengthen

the track only marginally improves the resolution. As mentioned above, hits in the muon

system for muons at low-pT are also significantly affected by multiple scattering in CMS

calorimeters, the solenoid, and the iron return yoke, further reducing the gain by including

them.

For muons at high pT where uncertainties due to multiple scattering are small compared

to hit position uncertainties, lengthening the track by including the muon system information

can significantly improve the performance of the muon momentum measurement. However,

special care must be taken to select hits that are not negatively affected by radiative effects.

As mentioned above, radiative losses can produce large electromagnetic showers, which pro-

duce large multiplicity and additional segments that can degrade the quality of the true

segment left by the muon. Track fits that include these low quality hits or segments can

then degrade the quality of the estimate of the muon’s momentum. These effects primarily

contribute to the tails of the muon momentum resolution.

In CMS, we employ several algorithms to include hits from the muon system; the “tracker-

plus-first-muon-station” (TPFMS) fit, the “Picky” fit, and the “Dynamic Truncation” (DYT)

fit. We refer to these algorithms as “TeV refits” in discussions in this thesis.
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The TPFMS refit begins with the set of hits from the global track and refits the track

using the hits in the tracker plus the hits from the innermost muon station containing hits.

This strategy takes advantage of the muon system to lengthen the track, but avoids hits in

the outer muon stations, which reduces the potential for contamination from electromagnetic

showers. However, this refit is especially sensitive to cases where there is a shower in the

first station, so its use alone is not optimal.

The Picky refit also begins with the set of hits from the global track. For this refit,

each muon station with hits along the trajectory of the muon is examined to check for the

presence of an electromagnetic shower, where a shower is identified by the hit multiplicity in

the chamber or station in question. If a shower is identified and the χ2 of the fit is increased

by too much by including the hits, then the segment from that station is excluded from the

refit. However, this refit is still sensitive to cases when a large shower occurs and the energy

of the muon is significantly decreases. That is, including hits in the track fit from before and

after a large radiative energy loss can potentially bias the momentum measurement.

The DYT refit takes ideas from both the TPFMS and Picky refits for cases when a muon

undergoes a large energy loss. The DYT algorithm re-performs the pattern recognition by

re-adding muon system hits to the trajectory and once a large energy loss is identified it

stops adding muon system hits. This approach avoids biasing the momentum measurement

with the remaining hits in the trajectory after an energy loss identified. The algorithm be-

gins by extrapolating the Tracker track’s trajectory into the muon system and systematically

checking for energy losses. The reconstructed segments in each successive muon station are

examined and compared to the extrapolated direction of the muon trajectory. If the direc-

tions are compatible, then the segments are added to the fit and the trajectory is propagated

to the next station and the direction comparison is repeated. However, if the muon’s energy

has changed due to a radiative loss in the iron yoke, then the segment in question will have

a direction inconsistent with the extrapolated muon direction. The DYT algorithm ends

the fit if two successive stations are found to have segment directions incompatible with the

muon extrapolated trajectory.
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To find the optimal track among the TeV refits and the Global and Tracker tracks for

each muon candidate, CMS uses an algorithm named TuneP. For each muon candidate, each

track is compared to each other based on χ2/dof tail probability; σpT/pT, the relative pT

uncertainty; and the pT itself. The end result is the “best” track based on these criteria.

TuneP starts by selecting between Picky and DYT based on which track has a smaller

σpT/pT. This choice is then compared to the Tracker track and selects between the two

based on χ2/dof tail probability. The χ2/dof tail probability comparison is done again with

the output of the previous choice and the TPFMS track. If in cases where the final track

candidate has a pT less than 200 GeV, then the Tracker tracks is always used. In rare cases,

the Global track is chosen if none of the Picky, DYT, or TPFMS tracks are valid and Tracker

track pT is greater than 200 GeV. In CMS muon reconstruction, we use the term “high-pT”

to refer to muons with pT > 200 GeV as muons with this pT benefit from including muon

hits in the track fit.

The performance of muon tracking is evaluated by measuring the relative resolution

in simulated events. The relative resolution can be obtained from the relative residual

distribution in muon q/p,

RRECO-GEN =
(q/p)RECO − (q/p)GEN

(q/p)GEN

. (4.5)

To extract the resolution as a function of muon p, we fit a Gaussian function to the core of the

RRECO-GEN distribution. We use muons that pass the selection described in Section 5.3 that

come from the the DY simulations described in Section 5.2. Figure 4.1 displays the relative

muon momentum resolution for the various track fits that include muon system information

in the track fit. Shown are the relative resolutions in the (top) barrel and (bottom) endcap

regions for the Global, TPFMS, Picky, DYT, and TuneP track fits.

4.4 TeV Muon Scale

The scale of the muon pT measurement is sensitive not only to energy losses and the exact

magnetic field knowledge, but also to the exact knowledge of the detector alignment. CMS
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Figure 4.1: Comparison of relative momentum resolution as a function of muon p for different

muon fits. Shown is the resolution for the Global tracks, TPFMS tracks, Picky tracks, DYT

tracks, and TuneP tracks for (top) muons in the barrel region (|η| ≤ 1.2) and (bottom)

muons in the endcap region (|η| > 1.2).

30



muon momentum scale calibration accounts for all three of these effects. Energy losses, like

those described the Bethe-Bloch equation, are modeled with an additive term that increases

with muon momentum. Corrections caused by inexact magnetic field knowledge are modeled

as a multiplicative factor on the curvature. Detector misalignment is modeled as a constant

additive factor to the signed curvature that depends on muon η and φ.

For low-pT measurements, all three of these effects are important. In CMS, we use two

dedicated calibration algorithms to calibrate Tracker track curvature measurements. One

method uses muons from Z decays and derives correction factors based on detector alignment

and magnetic field. The correction factors are computed from comparisons of the averages

of the curvature distributions and measured Z mass in bins of η and φ in data and simula-

tion to that of a reference sample of events with optimal detector alignment and magnetic

field knowledge [24]. The second method uses muons from Z, J/ψ, and Y (1S) and derives

corrections for all three effects; energy loss, magnetic field modeling, and detector misalign-

ment. The corrections are computed with a Kalman filter by comparing the reconstructed

resonance mass to the known resonance mass.

However, for high-pT muons, the momentum estimate depends on hits in both the inner

tracker and the muon system. In the above calibration methods for low-pT muons, which

only consider tracks from the inner tracker, the alignment between the inner tracker and the

muon system—and also within the muon system—are not accounted for in the calibration.

To measure the detector misalignment effect on momentum scale bias at high-pT, we use the

Generalized Endpoint (GE) method. The GE method uses DY events in data and simulation

to derive corrections based on comparisons of the signed curvature distributions. In bins of

muon η and φ, the GE method tests the compatibility of the signed curvature distributions in

data and simulation by injecting a constant additive term, κb, to the simulated distributions.

As various values of κb are scanned, the simulated curvature distribution is altered as κ →

κ+ κb. Thus, the curvatures of muons with positive and negative charge are muons increase

or decrease in opposite according to the sign of κb. The value of κb found to minimize χ2

between data and simulation in each bin of muon η and φ is taken as the value of the constant
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additive factor that models the detector misalignment.

In the 2017 and 2018 data-taking years, the GE method was evaluated at high pT with

both Tracker tracks and TuneP tracks for muons with pT > 200 GeV by the CMS Muon

Physics Object Group. Within the limited sample size of high-pT muons in data, the additive

term was found to not be significantly different between the Tracker and TuneP tracks. Thus,

the misalignment mostly comes from the inner tracker, while the muon system does not

contribute significantly. The largest misalignment effects were found to occur in the forward

endcap regions |η| > 2.1 and in the barrel regions to be consistent with zero scale bias.

4.5 Muon charge assignment at high-pT

The sign of muon candidate electric charge is assigned according to the direction of the track

curvature in the CMS magnetic field. At low muon energies the charge is well determined

due to the large amount of bending. However, in the limit of large muon energies the amount

of bending in the transverse plane becomes smaller and muon tracks become nearly straight.

In this limit, the size of the sagitta also becomes approximately equal to the size of the

hit position uncertainties. For these tracks with small deflections, detector-specific effects

like non-ideal detector alignment conditions also play an important role in precision track

measurements. In addition, at high enough energies large electromagnetic showers in muon

detectors caused by muon bremsstrahlung further increases the difficulty of measuring the

muon tracks precisely. Thus, at high muon energy the probability to misreconstruct the

muon charge becomes non-negligible and is therefore an important quantity to measure.

To illustrate the effect of detector resolution and muon bremsstrahlung on high energy

muons tracks, Figure 4.2 displays the distribution of reconstructed q/p computed from the

TuneP algorithm and the Picky algorithm for simulated muons generated with a positive

charge, q = +1, and a fixed momentum, p = 4000 GeV. The core of the distribution is

approximately Gaussian as expected from the reconstructed hit position resolution and peaks

at the value the muons were generated, q/p = +1/4000, with units of 1/GeV. The tails are
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Figure 4.2: Histogram of reconstructed muon q/p in units of 1/GeV computed by (top) the

TuneP algorithm and (bottom) the Picky algorithm, for positively charged muons generated

at p = 4000 GeV.
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non-Gaussian and are caused by muon interactions with detector material. Specifically, muon

bremsstrahlung and multiple scattering are effects that contribute non-Gaussian effects. The

charge misassignment probability for this sample of simulated muons is then the fraction of

the distribution of q/p for muons reconstructed on the wrong size of zero, that is, with

negative values of q/p in this histogram. The gap in the distribution near to q/p = 0

(very high energy muons) for TuneP is caused by an upper bound on the relative track fit

uncertainty, ∆pT/pT, of the track candidates implemented in the TuneP algorithm. The

Picky algorithm does not have a selection on the relative track fit uncertainty and is a

continuous distribution without a gap near q/p = 0.

The charge misassignment probability of muon track candidates is studied in two sepa-

rate simulations; muon candidates from simulated pp → Z/γ∗ → µ+µ− events, and muon

candidates simulated with a “muon-gun”. The muon-gun simulation generates muons with

fixed values of p and is uniformly distributed in muon η and φ. Results are reported in bins

of muon p, pT, η, and φ. Muons are required to pass the High-pT ID described in 5.3 and

are triggered by a single muon trigger with a threshold of 50 GeV.

Figure 4.3 shows the charge misassignment probability vs. muon pT in (left) 2016 MC

and (right) 2017 MC separately for muons in the barrel (|η| <0.9) and combined positive and

negative endcaps (|η| >1.2). (In Fig. 4.3 and in the following figures measuring the charge

misassignment probability the vertical axis is labeled with “rate” rather than probability.

In the context of this section, we define the rate of charge misassignment to be equivalent

to the probability of charge misassignment.) The charge misassignment probability is 10−5

for muons with pT < 250 GeV and rises to 10−3 for muons with pT > 1600 GeV with the

probability in the barrel consistently lower than the probability in the endcap for muons

with the same pT. Figure 4.4 shows the misassignment probability as a function of muon p.

Within the statistical precision of the simulation the charge misassignment probabilities are

the same for muons in the barrel and in the endcaps for muons below 2 TeV in p.

As described above, the charge misassignment probability is also measured for muons not

coming from a physical process, but simulated at fixed p and flat in detector η and φ. These
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Figure 4.3: Probability (rate) of muon charge misassignment plotted vs. muon pT in DY

simulation for (left) 2016 and (right) 2017 data taking conditions, separated for barrel (blue),

and endcap (green).
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Figure 4.4: Probability (rate) of muon charge misassignment plotted vs. muon p in Drell-Yan

MC in (left) 2016 and (right) 2017 data conditions, separated for barrel (blue), and endcap

(green).
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Figure 4.5: Probability (rate) of muon charge misassignment as a function of muon p in

(left) Drell-Yan MC and (right) muon gun MC, both for 2017 conditions, separated for

(blue) barrel, and (green) endcap.
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simulations are referred to as a muon-gun. The muon-gun simulations have the advantage

of being independent of any features arising from the specific physical process creating the

muons. For this study, we generate muon-gun simulations at fixed values in muon p: 50,

100, 300, 500, 750, 1000, 1250, 1500, 2000, 2500, 3000, and 4000 GeV.

Figure 4.5 compares the charge misassignment obtained with (left) Drell-Yan MC and

(right) muon gun MC, for similar detector reconstruction conditions. For muons above 1 TeV,

the charge misassignment probabilities are similar. For muons below 1 TeV, the charge mis-

assignment probabilities are smaller, typically less than 10−5 in both kinds of samples, and

consistent within the MC statistical uncertainties. Figure 4.6 shows the charge misassign-

ment probabilities for positive and negative muons separately. Within the statistical precision

of the muon-gun simulations, the probabilities for positive and negative muons are similar.

The muon-gun simulations are also used to compare the charge misassignment probabili-

ties under different detector alignment scenarios. Figure 4.7 compares the charge misassign-

ment probability for (left) muons in the barrel and (right) muons in the endcaps, for two

scenarios. The green points represent a detector alignment scenario referred to as “start-

up”. The start-up alignment is intended to be used at the beginning of the data taking year

and therefore has large uncertainties in the detector alignment positions. The purple points

represent a detector alignment scenario referred to as “asymptotic”. The asymptotic align-

ment is representative of the end-of-year knowledge of the detector alignment after many

calibration runs. The asymptotic alignment therefore has smaller uncertainties in detector

alignment positions. The bottom panel in each plot in the figure is a ratio of the asymptotic

and start-up detector alignment scenarios. Within the statistical precision of the muon-gun

simulations, the detector alignment scenario does not have a significant effect on the charge

misassignment probability.

The charge misassignment probability is also studied as a function of the specific TeV

refit algorithm selected by TuneP using muons from the muon-gun simulations. Figure 4.8

shows for muons simulated at p = 300, 500, 750, 1000, and 1500 GeV (left) the fraction of

of the number of times TuneP chooses each TeV refit and (right) the charge misassignment
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Figure 4.6: Probability (rate) of muon charge misassignment plotted vs. muon p for (left)

muons in the barrel (|η| < 1.2) and (right) muons in the endcap (|η| > 1.2). Positive muons

are plotted in orange and negative muons in blue.
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Figure 4.7: Probability (rate) of muon charge misassignment plotted vs. muon p for (top)

muons in the barrel and (bottom) muons in the endcap. Muons simulated under asymptotic

conditions and detector alignment positions are plotted in purple and muons simulated under

startup conditions and detector alignment position errors set to zero are plotted in green.
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Figure 4.8: (Left) fraction of the number of times TuneP selects each TeV refit algorithm.

(Right) Probability (rate) of muon charge misassignment for each selected TeV refit algo-

rithm. Muons with p between 300 and 1500 GeV are considered.
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Figure 4.9: (Left) fraction of the number of times TuneP selects each TeV refit algorithm.

(Right) Probability (rate) of muon charge misassignment for each selected TeV refit algo-

rithm. Muons with p between 2000 and 4000 GeV are considered.
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probability for when TuneP selects each TeV refit. For muons simulated at (blue points)

p = 300 GeV, TuneP selects the Tracker Track roughly 80% of the time, Picky 13% of the

time, and DYT the remaining 7% of the time. Global and TPFMS tracks are a negligible

contribution. The charge misassignment probability is negligible for tracks with 300 GeV.

As muon momentum increases, the fraction of the time that TuneP selects the Picky or

DYT track refits increases to greater than 95%. The charge misassignment probability for

these tracks remains negligible for muon p up to 1500 GeV. For tracker tracks, the charge

misassignment probability increases to less than 0.01% at 1500 GeV. The TPFMS track

has a charge misassignment probability of a few percent at 1500 GeV and is the leading

contribution to the total TuneP charge misassignment, despite being selected by TuneP at

the lowest rate.

Figure 4.9 shows the same information as in Fig. 4.8, but presents muon-gun simulations

at higher muon momentum; p = 2000, 2500, 3000, and 4000 GeV. As muon momentum

increases from 2000 GeV to 4000 GeV, the fraction of times that TuneP selects one of the

dedicated TeV refit tracks, Picky or DYT, is roughly constant at 95%. The charge mis-

assignment fraction also remains negligible for the Picky and DYT tracks above 2000 GeV.

For the remaining 5% of the time, TuneP is split between the Tracker, TPFMS, and Global

tracks. For the Tracker track, the fraction of times it is selected by TuneP decreases from ap-

proximately 4% at 2 TeV to 1% at 4 TeV while the charge misassignment fraction is between

is less than 1%. For the TPFMS track and the Global tracks the charge misassignment frac-

tion is non-negligible and is the dominant source of TuneP tracks with an incorrect charge.

For these tracks, the charge misassignment probability is measured to be between 10–20%.

However these two tracks are selected by TuneP at the lowest fractions. For the TPFMS

track the fraction of times it is selected by TuneP increases from 0.1% for 2 TeV muons and

increases to approximately 2% at 4 TeV and for the Global track, the fraction increases over

the same range from 0.01% to 0.1%.

To summarize: for muons below 2 TeV, the TuneP charge misassignment probability is

negligible. For muons at or above 2 TeV, the charge misassignment probability for all TuneP
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tracks primarily comes from TPFMS and Global tracks despite being selected by TuneP at

the lowest probability.
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CHAPTER 5

A search for high-mass dimuon resonances with CMS

5.1 Introduction

This chapter describes a general search for physics beyond the standard model (BSM) using

the dimuon invariant mass spectra obtained from
√
s = 13 TeV proton-proton (pp) collision

data collected by the CMS detector at the CERN LHC. As discussed in Chapter 2, many

BSM theories predict additional U
′
(1) gauge groups that, if spontaneously broken near the

TeV scale, produce new neutrally charged, spin-1 gauge bosons that can be detectable in

LHC collisions. If a new gauge boson, referred to as a Z ′ boson in all that follows, couples

to muons then it may be possible to find it by searching for a narrow resonance in the

dimuon invariant mass spectrum. Examples of specific benchmark models that predict a Z ′

include: Left-Right symmetric models [25], E6 gauge group GUT models [10, 11], and the

trivial sequential-standard model [26]. Models that predict spin-2 resonances, such as those

predicting gravitons and large extra dimensions [27, 28], can also be interpreted using these

results. These results are designed to be model-independent and can be interpreted with

any new-physics model that predicts a neutral spin-1 or spin-2 narrow resonance.

Previous searches for a new Z ′ resonance in the dimuon invariant mass spectrum at the

LHC have been performed by the CMS and ATLAS collaborations with data collected at
√
s = 7 TeV [29, 30, 31], at 8 TeV [32, 33, 34], and at 13 TeV [35, 36, 37, 38]. These searches

did not find signs of BSM physics and lower mass limits were set for resonances in various

BSM models. Reference [39] presents the ATLAS result using a similar data set to the data

set we present here and set lower mass limits on a Z ′SSM and Z ′ψ decaying to dimuons at

4.5 and 4.0 TeV respectively. This chapter presents the results of the analysis of 61.3 fb−1
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of data collected by the CMS detector in 2018 [40]. The methods we describe here are

also used in the analysis of the 2017 data, which we do not explicitly show here. However,

we do present the results of the combination of the full CMS Run 2 data set (2016, 2017,

and 2018), which totals 139.7 fb−1. These results are described in CMS Physics Analysis

Summary EXO-19-019 [41].

The basic method that we use is to search for a narrow resonant peak in the dimuon mass

spectrum on top of a smoothly falling background continuum. We use events selected based

on criteria that ensures that the dimuons we consider are well measured. The results of the

analysis are presented in terms of the ratio of the measured cross section times branching

fraction into dimuons of the Z ′ boson to that of the Z boson. The ratio is thus defined as:

Rσ =
σ(pp→ Z ′ +X → µ+µ− +X)

σ(pp→ Z +X → µ+µ− +X)
, (5.1)

where σ in the numerator and denominator of this equation represents the inclusive produc-

tion cross sections of Z ′ and Z bosons from pp collisions and decay to opposite-sign dimuon

pairs. We choose to use the cross section ratio as the primary result as it reduces many ex-

perimental and theoretical uncertainties common to both the Z-peak and high-mass dimuon

regimes. Specifically, the ratio reduces known uncertainties such as the uncertainty based

on the calculation of the integrated luminosity; the experimental acceptance; and trigger

and offline reconstruction efficiencies, in addition to any unknown systematic effects. We are

left to consider only the uncertainties that depend on invariant mass. Inputs to the cross

section calculations, such as the reconstruction efficiency and experimental acceptance, are

calculated separately for events at the Z-peak, defined here as the invariant masses between

60 and 120 GeV, and at high mass, defined as mµ+µ− > 120 GeV.

As described in Chapter 4, muon momentum resolution, momentum scale, and recon-

struction efficiency vary as a function of the muon pseudorapidity. These differences due to

muon pseudorapidity propagate to the calculation of dimuon quantities such as the invari-

ant mass. We therefore perform the analysis separately in two pseudorapidity categories to

better characterize the data. The categories are events with two muons in the CMS barrel

region and events with at least one muon in a CMS endcap. In all that follows below, the
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barrel-barrel pseudorapidity analysis category is referred to as BB and the barrel-endcap

and endcap-endcap pseudorapidity category is referred to as BE+EE. (We use this nomen-

clature for the BE+EE category to make it clear that while one muon is required to be in

the endcap, the other can be in either of the barrel or endcap region.) We use the |η| = 1.2

boundary between the CMS barrel muon detectors and endcap muon detectors to separate

our analysis categories. Each input for the calculation of the cross section ratio is studied for

the two analysis categories separately and later combined during the statistical computation.

We also present merged histograms and for the inclusive pseudorapidity category.

In Section 5.2, we discuss the data set used in the analysis. The triggers that we use to

collect data and the event selections that we use to obtain the set of dimuons for the search

are described in Section 5.3. In Section 5.4, we describe our methods for estimating the SM

backgrounds. Then, in Section 5.5, we show comparisons of data and SM simulation pre-

diction. We describe the highest-mass events in Section 5.6. In Section 5.7, we describe the

procedure to compute the relevant quantities for the Z peak normalization. In Section 5.8,

we define the signal and background models, the likelihood function, and the parameter of

interest. We also discuss the methods to calculate the results. In Section 5.9, we present

the results of the search. Investigations of Z ′/Z/γ∗ → µ+µ− interference to complement the

resonant search are presented in Section 5.10. We conclude in Section 5.11.

5.2 CMS data sets considered and data certification

In this search, we use a data set of pp collisions at a center-of-mass energy of 13 TeV

collected by the CMS detector during the 2018 LHC running. As mentioned in Chapter 3,

the collected event data are first processed in real-time by hardware-based triggers and are

later fully reconstructed for analysis use by CMS offline software. This analysis uses data that

has been reprocessed using the best available detector alignment, alignment uncertainties,

and calibrations to reconstruct physics objects for the 2018 data-taking year.

The data used are studied and certified according to the CMS Data Quality Management
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CMS Data Set Name CMS Run Range

/SingleMuon/Run2018A-17Sep2018-v2/MINIAOD 315252–316995

/SingleMuon/Run2018B-17Sep2018-v1/MINIAOD 317080–319310

/SingleMuon/Run2018C-17Sep2018-v1/MINIAOD 319337–320065

/SingleMuon/Run2018D-22Jan2019-v2/MINIAOD 320673–325175

Table 5.1: CMS data sets used in this analysis and their corresponding run number ranges.

(DQM) group. The DQM group receives information from each corresponding subdetector

group about whether that subdetector was fully operational and about the quality of the

data collected for each individual data-taking period. For example, data can be certified as

bad if a subdetector is turned off or if the data-taking conditions are problematic. In addition

to detector-level information, the reconstruction quality of the offline physics objects are also

monitored and used to certify data as good. This analysis uses a set of data-taking periods

that are optimized for muon physics. That is, only the CMS subdetectors, conditions,

and reconstruction quality necessary to reconstruct muon candidates are considered when

declaring data good or bad to use. The integrated luminosity of the data declared good for

muon physics in 2018 was 61.3 fb−1 with an uncertainty of 2.5% [40]. For the entirety of Run

2 the integrated luminosity of the muon physics data is 139.7 fb−1, with 36.3 fb−1 collected

in 2016 with an uncertainty of 2.5% [42] and 42.1 fb−1 collected in 2017 with an uncertainty

of 2.3% [43].

We consider the set of events that were triggered by a single muon trigger. (For com-

putational purposes in addition to other considerations, CMS splits the full data set into

smaller data sets according to the primary triggers that collected the data.) These data sets

are reported in Table 5.1 along with their specific CMS run number ranges. Each entry in

the table represents a specific data-taking “era” where the data collected were collected and

processed under similar conditions.
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5.3 Trigger and event selection

5.3.1 Trigger

We require that events be selected by at least one of three different High Level Trigger (HLT)

paths, all of which trigger events based on muon pT. The main trigger path that we use

is the lowest pT unprescaled path, which has a pT threshold of 50 GeV. The CMS Muon

Physics Object group measures the efficiency of these triggers in data and simulation using

a sample of dimuon decays from Z candidates.
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Figure 5.1: Ratio of the number of dimuon events that pass the primary trigger or any of

the backup triggers to the number of dimuon events that pass only the primary trigger. The

technical name of the main analysis trigger is Mu50 and names of the two backup triggers

are OldMu100 and TkMu100. The legend describes the logic of the numerator of each point.

The red points are the relative gain in number of events due to using all three triggers. The

green and blue points are the relative gain due to adding only one of the backup triggers.

In 2018, the CMS HLT group responsible for developing, commissioning, and maintaining

muon triggers updated the algorithm to identify muon tracks. Among the improvements
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made was an additional requirement on the track fit χ2 of the HLT muon track candidates.

For muons at high pT, this becomes problematic, as these muons can have a systematically

large track fit χ2 because of high-energy muon interactions with the detector material, which

can corrupt hits used in the muon candidate track fit due to the subsequent electromagnetic

showers. Therefore, we also consider events triggered by two additional backup triggers that

do not have the aforementioned track fit χ2 requirement. One trigger uses the algorithm

previously used during the 2016 and 2017 data-taking periods and has a pT threshold of

100 GeV; the other trigger uses only tracks reconstructed with the inner tracker and has a

pT threshold 100 GeV. The gain in efficiency as measured in DY simulation with these two

back-up triggers on dimuon events—where we have two chances to trigger the event—was

found to be less than 1% for both the BB and BE+EE categories. By including these backup

triggers, we recover 192 events with mµ+µ− > 120 GeV in the data; with the highest mass

event recovered at a mass of 810 GeV. Figure 5.1 shows the ratio of the number events that

we recover with various combinations backup and main analysis triggers to the number of

events that pass only the main analysis trigger. The red points are the relative gain in the

number of events as a function of dimuon mass by using all three triggers. We gain an

additional 0.4% of events in data after summing the additional events over the entire mass

spectrum.

5.3.2 Event selection

To obtain a collection of events with clean and well-measured dimuon candidates, we select

events that satisfy the following criteria:

The primary vertex (PV) is required to have at least four associated tracks reconstructed

in the tracker and to be located within the nominal pp interaction region in CMS, |r| < 2 cm

and |z| < 24 cm. These selections on the PV reject events triggered by cosmic muons in

empty LHC bunch-crossings and also rejects events triggered by accelerator induced muons

traveling parallel to the beamline.

Muons at high energy (> 200 GeV) are reconstructed using the dedicated TeV-refit al-
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gorithms described Chapter 4.3 to account for radiative effects due to interactions with the

detector material [20].

Muon candidates are considered with the following criteria:

• The muon has pT > 53 GeV,

– This pT threshold is chosen to be above the minimum HLT threshold used, 50 GeV.

• The muon has |η| < 2.4.

– This ensures that the muon is within the detector acceptance.

We refer to the combination of muon pT and muon η selections as the acceptance.

The muon candidate track fits must pass the following selections optimized for high

efficiency at high pT:

• The muon must be identified as a “Tracker muon” as described in Chapter 4.3.

• The muon must be identified as a “Global muon” as described in Chapter 4.3.

• The tracker track must have at least 5 tracker layers used for measurement

– A minimum number of measurements from the inner tracker helps to ensure a

good pT measurement as well as suppresses muons from decays in flight.

• The tracker track must have least 1 valid hit from the pixel detector.

– A valid hit from the pixel detector suppresses muons from decays in flight.

• The TuneP or the Global tracks must have at least 1 valid hit from the muon system

used in the track fit.

– A valid hit from the muon system suppresses hadronic punch-through and muons

from decays in flight.
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• The impact parameter of the tracker track with respect to the PV must be less than

0.2 cm, |dXY | < 0.2 cm.

– Tracks that are required to be close to the PV suppress contributions from cosmic

ray muons, muons from decays in flight, and tracks from additional interactions

in the event.

• The longitudinal distance of the tracker track with respect to the PV must be less than

0.5 cm, |dz| < 0.5 cm.

– Tracks that are required to be close to the PV suppress contributions from cosmic

ray muons, muons from decays in flight, and tracks from additional interactions

in the event.

• The tracker track must be matched to at least two muon stations.

– Two matched stations in the track fit suppresses muons from hadronic punch

through and accidental track-to-segment matches. Additional care for muon

tracks with only one matched station accounts is considered for cases when muon

passes through a gap in the detector. To recover inefficiencies caused by these gaps

between detector subsystems we impose a looser criterion if the track candidate

does not have at least two matched muon stations. If the tracker track has only

one matched station, then at least one of the following must also be satisfied: the

tracker track must be matched to a station that is not the first station, matched

to at last two RPC layers, or has less than two expected matched stations based

on the extrapolation of the tracker track.

• The relative track fit pT uncertainty σpT/pT must be less than 30%

– This selection rejects grossly mismeasured tracks by requiring that the uncertainty

σpT from the internal fit of the muon track candidate does not exceed a fraction of

the muon’s pT. For muons at high pT, this selection is potentially dangerous as the

uncertainty from the track fit grows roughly linearly as a function of muon energy
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due to hit position resolution. However, in this analysis, we do not encounter

muons with enough energy for this selection to be problematic. Nonetheless, this

selection criteria is always checked for these reasons. See the discussion about

Fig. 4.2 in Section 4.5 for further details.

• The scalar sum of pT over all tracker tracks—excluding the muon tracker track itself—

within a cone of ∆R =
√

(∆η)2 + (∆φ)2 = 0.3 around the muon tracker track must

be less than 10% of the muon Tracker track pT.

– Isolation suppresses muons originating from jets and heavy flavor decays. Track

candidates used in the isolation sum in the numerator must have a longitudinal

distance less than 0.2 cm with respect to the PV associated to the muon track,

|dz| < 0.2 cm.

No additional selection is made on the χ2 of any of the muon track fits. As mentioned

above, muons with very high energy have a larger probability to leave an electromagnetic

shower in a muon detector, which can degrade the fit quality as a result. For a similar

reason, no CMS calorimetry information is used in identifying high-pT muons either, as muon

showering due to bremsstrahlung can leave electromagnetic deposits in CMS calorimeters in

the region adjacent to the muon track. This can then bias isolation quantities and cause

high energy muons to self-veto.

We construct dimuon candidates and compute the kinematics of the dimuon system by

performing a fit to a common vertex of the muon track candidates. This common vertex

fit functions as a check that the two muons originate from the same primary vertex and as

a guard against misassociating tracks from multiple pp interactions in an event. We then

impose an additional set of selections on dimuon candidates:

• The muon pairs must have opposite sign.

– For a muon with pT = 1 TeV the charge misassignment rate is known to be roughly

5 × 10−5 in the barrel region and 8 × 10−4 in the endcap region. See above in

Section 4.5 for more discussion on the charge misassignment probability.
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• At least one muon is matched to a HLT candidate that passed at least one of our set

of triggers within a cone of ∆R = 0.2.

• The dimuon common vertex fit χ2 divided by the number of degrees of freedom (dof)

must be less than 20.

– This selection ensures that the muon pair originates from the same PV and not

from separate primary interactions in the event.

• The three-dimensional angle between the two muons’ momenta must be less than

π − 0.02 rad.

– This selection suppresses high-energy cosmic muons that traverse the detector

through the interaction region and are therefore nearly back-to-back.

If multiple dimuon candidates pass the entire selection in an event, then the pair with an

invariant mass within 20 GeV of the Z-boson is selected. Otherwise, if no dimuon candidates

are within this window, then the dimuon with the highest pT sum is selected. In the 2016

iteration of the analysis, the pair with the highest pT sum is selected. This new method has

the advantage of reducing background with a Z candidate, such as those arising from the

WZ and ZZ processes.

5.4 Background estimation

The primary background to the search for Z ′ resonances is Drell-Yan (DY) decay to dimuons,

pp→ Z/γ∗ → µ+µ−. Dimuons from DY at invariant masses above the Z boson resonance are

a steeply, but smoothly falling distribution. These dimuons are an irreducible background

to dimuons from a Z ′ decay; that is, their detector signatures are identical.

The next largest background contribution of prompt muons comes from tt production.

The tt contribution is also a non-resonant and smoothly falling as dimuon mass increases.

Other sources of prompt dimuons listed in order of their relative contribution at high masses
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are: diboson production WW , WZ, and ZZ; single-top tW− and tW+ production; and

Drell-Yan decay to tau pairs that then decay to muons. Among these, the DY, WZ, and ZZ

backgrounds provide contributions to both the high-mass continuum and the Z resonance,

as all of these processes can contain an on-shell Z.

Sources of dimuon pairs not associated with vector boson decay or with muons not coming

from a primary vertex are the so-called non-prompt backgrounds or jet backgrounds, which

we refer to as the jet background in all that follows. The jet background include muons from

prompt heavy flavor decay (predominantly b-jet decay), hadrons reaching the inner CMS

muons stations that are misidentified as muons, and hadronic decay-in-flight to muons. The

dominant sources of these types of muons are processes associated with jet activity from

QCD multi-jet processes and W +jets. The jet background source of dimuon production is

a negligible contribution at high-mass but contributes to the background composition at low

dimuon mass and at the Z resonance.

In this analysis, we use the SM background simulation for two purposes. The first is to

determine the background shape to be used in the statistical analysis. For this purpose, the

absolute prediction from simulation is unnecessary as the normalization is determined locally

in the fit to the data at each test mass during the statistical procedure. The second purpose

is to compare data to simulation. For this purpose, both the shape of the background and the

absolute prediction are necessary. In the discussion that follows in this section, we describe

how we determine both the shape and the absolute normalization for each simulated SM

background process.

The DY, tt, and single-top backgrounds are simulated with the powheg next-to-leading

order (NLO) event generator [44] with parton showering and hadronization performed by

the pythia 8.2 program [45]. We use separate simulations for each decay mode of the WW ,

WZ, and ZZ background processes, which are generated with either the powheg generator

mentioned above or the MadGraph NLO event generator [46]. All simulations considered

are generated with the NNPDF3.1 next-to-next-to-leading order (NNLO) parton distribution

functions (PDFs) [47] and the CP5 underlying-event (UE) tune [48]. Table 5.2 summarizes
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the SM background simulations used. The first column gives the physical process and specific

decay channel generated and the second column gives the Monte Carlo (MC) generator. The

detector response is simulated with the Geant4 [49] package. For the jet background, we

do not use simulation. Instead we estimate the jet background with a data driven technique

described below.

For the tt and WW simulations, we use the simulations generated and reconstructed

for the 2017 data-taking year as 2018 versions were not ready in time for this document.

We expect the behavior of reconstruction for 2017 and 2018 simulations to be similar for

these two background processes as important conditions, such as detector alignment, were

sufficiently similar and have a negligible effect on these backgrounds.

Process Generator (order)

Z/γ∗ → µ+µ− powheg (NLO)

tt→ bb``νν powheg (NLO)

WW → ``νν powheg (NLO)

WZ → ```ν powheg (NLO)

WZ → llqq MadGraph (NLO)

ZZ → ```` powheg (NLO)

ZZ → ``νν powheg (NLO)

ZZ → ``qq MadGraph (NLO)

tW− powheg (NLO)

tW+ powheg (NLO)

Z/γ∗ → τ+τ− MadGraph (NLO)

Table 5.2: Summary of simulated background samples used in this analysis. The first column

gives the physics process and specific decay channel generated and the second column gives

the MC generator used.

An additional source of background dimuons are events that come from cosmic muons

that traverse the detector near the interaction point. If these cosmic muons are also co-
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incident with a collision, then the event can be triggered and then reconstructed as an

opposite-sign dimuon. Dimuons from these events tend to be back-to-back in space. After

we apply the selection on the three-dimensional angle described in Section 5.3, the cosmic

muon background becomes negligible.

5.4.1 Drell-Yan background

5.4.1.1 Parton distribution functions considerations

As mentioned above, the DY simulation used for the analysis of 2018 (and also 2017) data

was generated with the NNPDF3.1 NNLO PDF set and the CP5 UE tune. In the process of

comparing the DY simulation to data collected in 2017 and 2018, we discovered numerous

issues that were not present in the previous analysis of 2016 data and 2016 simulation. For

the analysis of 2016 data, the DY simulation was generated with the NNPDF3.0 NLO PDF

set [50] and the CUETP8M1 UE tune [51]. The CUETP8M1 tune is also referred to as the

“Monash” tune. For brevity in the text that follows, we refer to the combination of the

NNPDF3.1 NNLO PDF set and CP5 tune as “3.1-CP5” and the combination of NNPDF3.0

NLO PDF set and CUETP8M1 tune as “3.0-Monash”. We have performed investigations

into the 3.1-CP5 simulations for both high-mass (mµ+µ− > 120 GeV) and at the Z-peak

(60–120 GeV) to both understand the issues related to 3.1-CP5 and also characterize the

differences between 3.0-Monash and 3.1-CP5.

At high-mass we found that:

• The DY cross section predictions eventually become negative at extremely high masses

(mµ+µ− > 6 TeV);

• The parton luminosity uncertainty becomes greater than 200% at 5 TeV;

• The Z-rapidity distribution for high-mass events has an unphysical drop near dimuon

rapidity y = 0.

From the above list, Fig. 5.2 shows that for generated dimuons with mass greater than
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Figure 5.2: Histogram comparing the generated dimuon rapidity distributions for (red) 2016

3.0-Monash simulation, (purple) 2017 3.1-CP5 simulation, and (blue) 2018 3.1-CP5 simu-

lation. The lower panel in the plot displays the ratio of the 3.1-CP5 simulations to the

3.0-Monash simulation.

5 TeV, fewer are generated with a rapidity near zero. This occurs because at high-mass, the

DY process is dominated by the γ∗ intermediate state, where u–u annihilation becomes the

dominant production process. 3.1-CP5 predicts a drop in the xu(x,Q) structure function at

high Bjorken x values, which reduces the available phase space for dimuons with rapidity

close to zero to be produced at masses above 5 TeV.

Investigations into 3.1-CP5 at the Z-peak normalization region (60 < mµ+µ− < 120 GeV)

also showed issues:
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• 3.1-CP5 predicts a 10% higher yield of Z-peak events for the same acceptance.

• 3.1-CP5 predicts an excess of events at low dimuon pT.

Figure 5.3 compares the (left) acceptance and (right) yield of dimuons within acceptance

in the DY simulations described. The acceptance is defined as both muons within |η| < 2.4

and generator-level muon pT > 30 GeV. The 3.1-CP5 simulation predicts an approximately

10% higher yield, despite both the 3.0-Monash and 3.1-CP5 showing similar acceptance

fractions.

For the above features discovered in the simulation, it is currently unknown which are

specifically caused by the NNPDF3.1 NNLO PDF set or by the CP5 UE tune relative to the

3.0-Monash baseline. Thus, for these reasons, we have decided to re-weight the high mass

(mµ+µ− > 120 GeV) 3.1-CP5 DY simulation to the distributions found in the 3.0-Monash

DY simulation by applying a dimuon mass-dependent ratio of 3.0-Monash to 3.1-CP5. For

the Z-peak, we have decided to re-weight these events according to the ratio of the leading

generated muon pT in 3.0-Monash to 3.1-CP5. Although it seems natural to choose to

re-weight the Z-peak simulation by a Z-boson quantity, such as the Z-pT, we chose to re-

weight by leading generated muon pT as it achieves the same result and does not introduce

any additional acceptance corrections. For high and low mass, we calculate the re-weighting

ratios separately for each analysis pseudorapidity category.

Figure 5.4 shows the ratio of 3.0-Monash to 3.1-CP5 for both 2017 and 2018 3.1-CP5 DY

simulation in each analysis pseudorapidity category. For dimuon masses less than 1 TeV, the

ratio is less than one, but for masses greater than 1 TeV the ratio is greater than one. As

mass increases further, the ratio at 6 TeV is greater than 2. These ratios are parametrized

with a 5th order polynomial, which are shown in the figure with a solid curve.

Figure 5.5 shows histograms comparing the leading muon reconstructed pT spectrum for

Z-peak data for 3.0-Monash and 3.1-CP5 and are compared with the 2018 Z-peak data. We

correct the simulation predictions at the Z-peak by applying a re-weighting to the 3.1-CP5

DY simulation directly from histograms we obtain of the ratios of 3.0-Monash to 3.1-CP5.
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Figure 5.3: Comparison of normalization region DY simulation (top) acceptance fraction

and (right) total event yield within acceptance as a function of dimuon invariant mass for

the (black) 2016 3.0-Monash DY, (orange) 2017 3.1-CP5 DY, and (blue) 2018 3.1-CP5 DY.

The 2016, 2017, and 2018 DY simulations are denoted 80X, 94X, and 102X respectively in

the plot legends.
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Figure 5.4: Ratio of predictions from 3.0-Monash DY simulation to 3.1-CP5 DY simulation

for (blue) 2017 and (red) 2018 versus dimuon mass. Plotted is (top) inclusive category,

(middle) BB category, and (bottom) BE+EE category acceptance categories. The solid

curves in each plot represent a 5th order polynomial fit to the points.
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Figure 5.5: Comparison of the number of events from (red) 3.0-Monash DY simulation and

3.1-CP5 DY simulation in (purple) 2017 and (blue) 2018 with (black points) 2018 data

versus leading muon pT. Plotted is (left) barrel muons and (right) endcap muons. The

simulations here are normalized by their cross sections and according to the integrated

luminosity measured in 2018. The lower panel is a ratio of 2017 DY simulation, 2018 DY

simulation, and 2018 data to 2016 DY simulation.

62



Further investigations into the NNPDF PDF sets, as well as the corresponding UE tune

used with it, are on-going within the CMS collaboration, and with the NNPDF authors, to

determine why the simulations produced with the 3.1-CP5 PDF set and UE tune do not

behave as expected.

5.4.1.2 QCD NNLO, electroweak NLO, and photon-induced background cor-

rections

In addition to the PDF choice, the DY spectrum is sensitive to other theoretical consider-

ations. Here, we give a brief outline of the studies on effects on the DY continuum due to

theory as discussed in Refs. [52, 53]. Considerations in these references include PDF uncer-

tainties, PDF choice, strong coupling constant αs dependence, QCD effects up to NNLO,

renormalization factorization dependence, EWK effects up to NLO, and pure QED NLO

effects.

The NLO cross sections obtained from powheg are corrected to NNLO in perturbative

QCD, as well as corrected to include missing EWK effects at NLO, using a dilepton invariant

mass dependent correction factor obtained using the fewz 3.1.b2 program [54]. The mass

dependent correction factor is also referred to as a “k-factor”. The k-factor we use is derived

as the ratio of the fewz and 3.0-Monash DY simulation predictions. More clearly, we apply

the k-factor after we rescale the DY simulation to the 3.0-Monash prediction described above.

We also account for pure QED effects, such as those that are due to the process known

as the photon-induced (PI) background. The PI background arises from the photon com-

ponent to the proton PDFs where both of the incoming protons emit a virtual γ∗ that

interact and produce a dilepton pair via a t or u channel process [52]. Figure 5.6 dis-

plays example Feynman diagrams of the PI production. The k-factor mentioned above uses

the LUXqed plus PDF4LHC15 PDF set [56], which combines the QCD PDFs based on the

PDF4LHC [57] recommendations with the photon PDFs [53] to account for the PI back-

ground. At 2 TeV, the PI background is approximately 5% of the DY background [52].

Among these corrections, uncertainties like the intrinsic PDF uncertainty and the choice
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Figure 5.6: Feynman diagrams depicting the photon-induced production of dilepton pairs

from pp collisions. Shown is are examples of the t-channel process with (left) both protons

intact in the final state, (middle) one proton intact in the final state, and (right) neither

proton intact in the final state. The figure is taken from Ref. [55].

of the PDF are the most important effects to consider in the high-mass DY continuum.

Others, like those due to the strong coupling constant and the photon induced background,

are comparatively small. The total uncertainty attributed to the PDF is approximately 6%

at 4 TeV.

5.4.2 tt̄ Background

The largest source of dimuon events not coming from DY is from leptonic decays of top

quarks, where both W decay to a muon and a neutrino; tt→ WWbb→ µµννbb. As stated

above, this background is estimated with simulation and is generated in separate bins of

dilepton mass to improve the statistical precision at high mass. For the 2017 and 2018

analyses, the differences in the detector calibrations used for the simulation are small and

have minimal impact on this background. Therefore, because we do not have simulations

for the analysis of 2018 data, we use the 2017 simulation for the analysis of 2017 and 2018

data.

Like the DY simulation, the tt simulation is generated with NNPDF3.1 NNLO PDF set

and the CP5 tune. We therefore perform similar checks on the comparison of the shape

and rate of 3.0-Monash and 3.1-CP5 simulations. Figure 5.7 shows the ratio of the number
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of events predicted by 3.0-Monash to 3.1-CP5. For each analysis pseudorapidity category,

the ratio starts at unity for low mass and then decreases as mass increases. The ratios are

similar for each analysis category, so we use the combined acceptance category to rescale all

tt events simulated with 3.1-CP5. We parametrize the points with a third order polynomial.

At a mµ+µ− = 3 TeV, the fitted ratio in the inclusive category is approximately 0.45.

Figure 5.7: Ratio of tt simulation generated with 3.0-Monash to 3.1-CP5 for the 2017 sim-

ulation. Plotted is the ratio for the inclusive pseudorapidity category. The vertical lines

denote the boundary between the tt simulations described in Table 5.2. The blue curves are

third order polynomial fits to the points.

The predicted tt production cross sections are calculated to NNLO in perturbative QCD

with the Top++2.0 program [58], which includes soft-gluon resummation to next-to-next-

to-leading-log (NNLL), and assumes a top-quark mass mt = 172.5 GeV. An overall 6%

uncertainty comes from the independent variation of the factorization and renormalization

scales and variations in the PDF and strong coupling constant.
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5.4.3 Other sources of prompt muons

For the WW → µµνν background, we simulate events with W bosons that decay leptonically

and are binned in dilepton mass to improve the statistical precision at high mass. For this

background, as the differences between detector conditions and reconstruction have minimal

impact and we do not have dedicated 2018 simulations, we again use the same simulation

used in the 2017 analysis. This simulation was also generated with 3.1-CP5 but was found

to be consistent with the 3.0-Monash versions of the simulation, so we do not apply any

rescaling to this simulation.

The WZ → µµµν, WZ → µµνν, ZZ → µµ``, and ZZ → µµνν backgrounds we use

simulations that are also generated with powheg at NLO, where ` denotes either µ or e.

For the WZ → µµqq and ZZ → µµqq backgrounds, we use simulations generated with

MadGraph (NLO) [46].

The remaining source of prompt dimuons coming from single-top backgrounds, tW →

``ννb, are also estimated with simulation. The single top cross sections are computed up to

NNLL accuracy [59].

5.4.4 Jet and QCD background

There is also a source of background dimuons coming from W+jets and QCD events where an

object is misidentified as a muon candidate passing our selection. The leading contribution

to this background comes from heavy flavor decay, typically where a b-jet decays to a muon.

Pions or kaons decaying in flight to a muon or when a charged hadron (such as a pion)

“punches through” the inner CMS calorimeters to the muon system and leaves a signature

similar to that of a muon are also sources of background muons considered in this section.

Unlike the other backgrounds considered in this analysis, we do not use simulation to

estimate the prompt muon misidentification background. This is because of the low number

of events in available QCD and W+jets simulations that pass our selections. Instead we use

a data-driven technique, colloquially referred to as the “fake rate method”. This estimation
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is performed by others in CMS for our analysis, so we only briefly describe the method here

and quote the results in figures and tables to follow.

The central idea is to create a control region by loosening specific selection criteria that

creates a data set of muon candidates that is both enriched in muons from jets or muons that

do originate from a PV candidates and also orthogonal to the set of dimuons that pass the

full analysis selection. The rate at which these muons mimic a prompt muon (rate denoted

by fR) is defined as the ratio of the number of muons in this region that pass the analysis

selections to the total number of muon candidates as a function of muon pT. Contamination

from EWK processes evaluated by simulation and subtracted from both the numerator and

denominator. We then parametrize the fR by fitting the ratio to an arbitrary functional

form that fits the data.

We use the single muon fR to estimate both the single and double jet background dimuon

contributions. For the single jet dimuon contribution, we use a control region where one muon

candidate passes the full selection and the other passes a looser preselection but fails the full

selection and weight these events by a factor of fR/(1− fR) to extrapolate from the control

region to our signal region. For the double jet dimuon contribution we use a control region

where both muons fail the full selection but pass the looser preselection and weight these

events by a factor of fR1/(1−fR1)×fR2/(1−fR2), where the 1 and 2 denote that separate fR

are used according to the pT for each muon. The sum of these two contributions constitute

the full jet and QCD background. The uncertainty on this background is taken to be 100%

based on the measurement on fR at high mass. However, it has a negligible effect on the

result as its contribution to the overall event yield is approximately 1–3%.

5.4.5 Z-peak ratio of data and simulation

As stated above, the primary measurement of this analysis is the ratio of the measured Z ′

cross section to the Z-peak cross section, where the Z-peak cross section is measured in the

region of 60 < mµ+µ− < 120 GeV. We therefore normalize the simulation to the number of

observed Z-peak events in data. The details of the procedure to count Z-peak events are
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Before NNPDF re-weight

Year (NNPDF PDF set) All BB BE+EE

2016 (3.0) 0.9727± 0.0041 0.9842± 0.0057 0.9610± 0.0058

2017 (3.1) 0.9474± 0.0048 0.9500± 0.0067 0.9448± 0.0068

2018 (3.1) 0.9185± 0.0036 0.9254± 0.0051 0.9115± 0.0052

After NNPDF re-weight

Year (NNPDF PDF set) All BB BE+EE

2016 (3.0) 0.9727± 0.0041 0.9842± 0.0057 0.9610± 0.0058

2017 (3.0) 1.0282± 0.0052 1.0286± 0.0073 1.0278± 0.0068

2018 (3.0) 1.0062± 0.0040 1.0124± 0.0062 1.0017± 0.0052

Table 5.3: Ratios of Z-peak data to simulation for data taken in 2016, 2017, and 2018. The

upper part of the table has ratios for the unscaled 3.1-CP5 simulation in 2017 and 2018

simulation and the lower part of the table has ratios for the scaled 2017 and 2018 simulation.

The 2016 ratio of data to simulation are identical in the upper and lower parts of the table.

Uncertainties are statistical only.

described in Section 5.7 and we only quote the results of that section here.

Here, we apply the ratio of the observed data to the simulation prediction from the Z-

peak in the simulation predictions at high mass. By doing this we achieve two things. First,

we remove uncertainties in the yield calculations that are common to both high mass and the

Z-peak. This leaves us to consider only the uncertainties that vary in mass. This also scales

the simulation prediction to the amount of data we measure at the Z-peak. Second, the

ratio corrects the simulation for differences in reconstruction that exist between the Z-peak

and high-mass. Therefore, we do not apply any additional efficiency scale factors (ratios of

efficiencies in data to simulation) to the simulation.

Table 5.3 gives the Z-peak ratio of data to simulation in each analysis pseudorapidity

category for each data-taking year in Run 2 separately. Ratios for both before and after

applying the 3.0-Monash re-weighting are provided. After applying the re-weighting to 3.0-
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Monash, the overall ratio of data to simulation becomes close to 1.0.

5.5 Comparison of data to simulation

In this section, we compare distributions of data and simulations described in the previous

section, as a check on our understanding of the data, the detector, and the simulation. In

addition, we perform checks on the efficiencies of individual selection criteria on dimuon

events for the selection criteria described in Section 5.3. For all of the simulations shown

here, we apply all of the relevant corrections as discussed in Section 5.4. Specifically, we

apply corrections for the PDF set, for QCD NNLO, for EWK NLO, and for QED NLO

effects. Unless otherwise stated, we present the sum of all the SM backgrounds.

As a check on the performance of individual selection criteria, we study their “N-1”

efficiencies. To compute the N-1 efficiency we take the ratio of the number of events that

pass the full selection criteria to the number of events that pass all but a single selection

criteria. The selection criteria are explained in Section 5.3. In Fig. 5.8 and Fig. 5.9, we

show comparisons the efficiencies for data and simulation for a selection of the N-1 selection

efficiencies as a function of dimuon mass for events in the inclusive pseudorapidity category.

For these studies we use approximately 99% of the full 2018 data set. We do not expect the

missing 1% to significantly change the figures. Figure 5.8 shows N-1 efficiencies in simulation

and data for muon and dimuon kinematic variables as a function of dimuon mass. Shown

are the efficiencies for muon relative tracker isolation, relative muon track fit uncertainty,

cosmic dimuon back-to-back selections, and dimuon vertex χ2/dof probability. Figure 5.9

shows efficiencies for variables related to muon tracking as a function of dimuon mass. Shown

are the efficiencies for valid pixel hits, valid tracker layers, valid muon hits, and matched

muon stations. The N-1 efficiencies in data and simulation agree at a satisfactory level, which

indicates that our understanding of our data set as well as the detector, offline reconstruction,

and the simulation are all under control.

We also inspect distributions of low-level muon and dimuon kinematic quantities. Fig-
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Figure 5.8: N-1 efficiencies for various selections in our muon and dimuon identification.

Shown are the efficiencies as a function of dimuon mass on a logarithmic horizontal axis after

removing (top left) relative tracker isolation, (top right) relative muon track fit uncertainty,

(bottom left) back-to-back cosmic muon rejection, and (bottom right) dimuon vertex χ2/dof

selections.
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Figure 5.9: N-1 efficiencies for various muon track selections. Shown are the efficiencies as a

function of dimuon mass on a logarithmic horizontal axis after removing the (top left) valid

pixel hits, (top right) valid tracker layers, (bottom left) valid muon hits, and (bottom right)

matched muon stations selections.
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Figure 5.10: Comparison of data and simulation for events with mµ+µ− > 120 GeV and in the

inclusive pseudorapidity category. Shown are muon kinematic quantities: (top left) muon

pT, (top right) muon η, (bottom left) muon φ, and (bottom right) relative tracker isolation.
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Figure 5.11: Comparison of data and simulation for events with mµ+µ− > 120 GeV and in

the inclusive pseudorapidity category. Shown are dimuon kinematic quantities: (top left)

dimuon pT, (top right) dimuon rapidity, (bottom left) dimuon pT balance between the two

muons, and (bottom right) cosine of the three-dimensional angle between the two muons.
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ure 5.10 shows comparisons of data and simulation for the muon kinematic variables for

events in the inclusive pseudorapidity category and mµ+µ− > 120 GeV: (top left) pT, (top

right) η, (bottom left) φ, and (bottom right) relative tracker isolation. Figure 5.11 shows

dimuon kinematic quantities for events in the inclusive pseudorapidity category and mµ+µ− >

120 GeV: (top left) pT, (top right) rapidity, (bottom left) lepton pT balance, and (bottom

right) cosine of the three-dimensional angle between the two muons.

mµ+µ− range Observed Total Z/γ∗ → µ+µ− tt + other Jets

[GeV] yield background backgrounds

120–400 432117 463000±26700 370000±21000 92300±8300 1400±1400

400–600 10625 11500±696 7390±430 4020±360 85±85

600–900 2479 2470±148 1840±110 600±54 27±27

900–1300 445 463±28.1 381±23 76.2±6.8 5.8±5.8

1300–1800 77 84.5±5.36 74.8±4.6 8.13±0.76 1.6±1.6

> 1800 21 19.2±1.54 17±1.1 1.16±0.12 0.98±0.98

Table 5.4: The number of dimuon events for 2018 in the inclusive category for selected dimuon

mass ranges. The total background is the sum of all simulated SM processes considered. The

yields from SM simulation are normalized to the expected cross section, the number of events

generated, the NNPDF and NNLO correction factors, and normalized to the observed yield

using the number of events in the mass window 60–120 GeV, acquired using a prescaled

low threshold trigger. Uncertainties include both statistical and systematic components,

summed in quadrature.

Finally, we show comparisons of data and simulation for the dimuon invariant mass dis-

tributions. Figure 5.12 displays the invariant mass in the inclusive pseudorapidity category

on a logarithmic horizontal axis for both the (top) differential and (bottom) cumulative

distributions. The cumulative distribution is constructed by setting each mass bin value

equal to the sum of the number of events with an invariant mass equal to or greater than

the mass value of the bin. Figure 5.13 displays the same distributions as Fig. 5.12 but on

a linear horizontal axis with 25 GeV bin widths. Figures 5.14 and 5.15 show both log and
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Figure 5.12: The observed opposite-sign dimuon invariant mass spectrum overlaid on the

SM background prediction from simulation. Shown are the (top) differential and (bottom)

cumulative distribution, both on a logarithmic horizontal axis. Each plot in the figure has

a lower panel showing the ratio of data to simulation. Uncertainties in the data points are

statistical only. The uncertainty band in the ratio plot includes the statistical and systematic

uncertainties, summed in quadrature.
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Figure 5.13: The observed opposite-sign dimuon invariant mass spectrum overlaid on the

SM background prediction from simulation. Shown are the (top) differential and (bottom)

cumulative distribution, both on a linear horizontal axis. Each plot in the figure has a

lower panel showing the ratio of data to simulation. Uncertainties in the data points are

statistical only. The uncertainty band in the ratio plot includes the statistical and systematic

uncertainties, summed in quadrature.
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Figure 5.14: The observed opposite-sign dimuon invariant mass spectrum for the BB pseu-

dorapidity category overlaid on the SM background prediction from simulation. Shown in

the figures are the same data but with (top left) log and (bottom left) linear horizontal axes

and for the cumulative distribution with (top right) log and (bottom right) linear horizontal

axes. Each plot in the figure has a lower panel showing the ratio of data to simulation.

The uncertainty band in the ratio plot includes the statistical and systematic uncertainties,

summed in quadrature.
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Figure 5.15: The observed opposite-sign dimuon invariant mass spectrum for the BE+EE

pseudorapidity category overlaid on the SM background prediction from simulation. Shown

in the figures are the same data but with (top left) log and (bottom left) linear horizontal

axes and for the cumulative distribution with (top right) log and (bottom right) linear

horizontal axes. Each plot in the figure has a lower panel showing the ratio data to simulation.

The uncertainty band in the ratio plot includes the statistical and systematic uncertainties,

summed in quadrature.
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mµ+µ− range Observed Total Z/γ∗ → µ+µ− tt + other Jets

[GeV] yield background backgrounds

120–400 181423 195000±11300 150000±8500 44100±3900 670±670

400–600 3324 3650±219 2500±150 1120±100 25±25

600–900 759 797±47.3 652±39 138±12 7.1±7.1

900–1300 176 169±10.2 150±9 16.9±1.5 2.0±2.0

1300–1800 29 36.2±2.35 33.3±2.1 2.1±0.21 0.8±0.8

> 1800 9 8.91±0.563 8.59±0.55 0.296±0.036 0.0±0.0

Table 5.5: The number of dimuon events for 2018 in the BB category for selected dimuon

mass ranges. The total background is the sum of all simulated SM processes considered.

The yields from SM simulation are normalized to the expected cross section, the number of

events generated, the NNPDF and NNLO correction factors, and normalized to the observed

yield using the number of events in the mass window 60–120 GeV, acquired using a prescaled

low threshold trigger. Uncertainties include both statistical and systematic components,

summed in quadrature.

linear differential and cumulative mass distributions for the BB and BE+EE pseudorapidity

categories. In each plot in the figures described above, the lower panel is the ratio of the

observed data over the simulation prediction. The uncertainty bands in the ratio plots rep-

resent the systematic uncertainties in the background yields, which come from the dimuon

mass scale, trigger efficiency, acceptance times reconstruction efficiency, Z-peak normaliza-

tion, DY PDFs, the non-DY background cross sections, and jet background yield uncertainty.

Overall, the agreement between data and simulation is consistent with the SM expectation

and no sign of BSM physics is evident.

Tables 5.4, 5.5, and 5.6 report the yields in various mµ+µ−ranges for the 2018 data-taking

for both data and simulation. The quoted uncertainties in the yield tables are computed in

the same way as described above for the invariant mass plots.

In addition to the figures above, we also present a version of the invariant mass spec-
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Figure 5.16: The observed opposite-sign dimuon invariant mass spectrum for the 2018 data

set in the inclusive pseudorapidity category overlaid on the SM background prediction from

simulation on a logarithmic horizontal axis. Shown in the figures are the Z-peak normal-

ization region (NR) and the high-mass search region (SR). The NR data are collected with

a lower threshold prescaled trigger as described in the text. The lower panel in the plot

shows the ratio of data to simulation. The uncertainty band in the ratio plot includes the

statistical and systematic uncertainties, summed in quadrature.
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Figure 5.17: The observed opposite-sign dimuon invariant mass spectrum for the full Run 2

data set in the inclusive pseudorapidity category overlaid on the SM background prediction

from simulation on a logarithmic horizontal axis. Shown in the figures are the Z-peak

normalization region (NR) and the high-mass search region (SR). The NR data are collected

with a lower threshold prescaled trigger as described in the text. The lower panel in the plot

shows the ratio of data to simulation. The uncertainty band in the ratio plot includes the

statistical and systematic uncertainties, summed in quadrature.
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mµ+µ− range Observed Total Z/γ∗ → µ+µ− tt + other Jets

[GeV] yield background backgrounds

120–400 250694 270000±15500 221000±13000 48300±4300 690±690

400–600 7301 7860±479 4910±280 2890±260 60±60

600–900 1720 1670±101 1190±71 460±41 20±20

900–1300 269 295±17.9 232±14 59.2±5.3 3.8±3.8

1300–1800 48 48.4±3.02 41.6±2.6 6.01±0.56 0.76±0.76

> 1800 12 10.3±1.16 8.48±0.54 0.864±0.08 0.98±0.98

Table 5.6: The number of dimuon events for 2018 in the BE+EE category for selected dimuon

mass ranges. The total background is the sum of all simulated SM processes considered. The

yields from SM simulation are normalized to the expected cross section, the number of events

generated, the NNPDF and NNLO correction factors, and normalized to the observed yield

using the number of events in the mass window 60–120 GeV, acquired using a prescaled

low threshold trigger. Uncertainties include both statistical and systematic components,

summed in quadrature.

trum that combines the NR and SR regions onto one figure for the inclusive pseudorapidity

category. Figure 5.16 displays NR and SR invariant mass spectra for the 2018 data and SM

prediction. Figure 5.17 displays the combination of the 2016, 2017, and 2018 data sets and

is the version presented in the CMS Physics Analysis Summary EXO-19-019 [41]. As stated

above, the NR is the Z-peak region of 60–120 GeV and the high-mass SR as invariant masses

above 120 GeV. The NR data are collected with a lower threshold prescaled trigger and the

total NR simulation prediction is colored grey. In Section 5.7 we show the NR data and

simulation prediction again as separate histograms. The high-mass SR data and simulation

are in the same format as the above histograms.
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mµ+µ− range Observed Total Z/γ∗ → µ+µ− tt + other Jets

[GeV] yield background backgrounds

120–400 977714 1050000±60400 836000±47000 210000±19000 3100±3100

400–600 24041 26100±1580 16700±970 9120±820 210±210

600–900 5501 5610±339 4170±250 1370±120 74±74

900–1300 996 1050±65.5 863±52 169±15 20±20

1300–1800 183 195±13.6 169±10 19.9±1.8 6.7±6.7

> 1800 42 44.3±3.53 38.7±2.5 3.27±0.31 2.2±2.2

Table 5.7: The number of dimuon events for Run2 in the inclusive category for selected

dimuon mass ranges. The total background is the sum of all simulated SM processes con-

sidered. The yields from SM simulation are normalized to the expected cross section, the

number of events generated, the NNPDF and NNLO correction factors, and normalized to

the observed yield using the number of events in the mass window 60–120 GeV, acquired us-

ing a prescaled low threshold trigger. Uncertainties include both statistical and systematic

components, summed in quadrature.

5.6 High-mass event scrutiny

In this section, we present studies on the of the highest-mass dimuon events collected in 2018.

We scrutinize our highest mass events as a check to ensure that our reconstruction behaves

well and to search for any unexpected features in the data. Table 5.10 provides some of

the kinematic properties of the dimuons with mass larger than 2 TeV. We investigate many

quantities of these events, but here we report on the dimuon mass, rapidity, and pT. We also

include the muon quantities; pT, the TeV refit algorithm selected by the TuneP algorithm,

and the η and φ.

Figure 5.18 is a collection of event displays for the highest mass event. The event has

a mass of 3343 GeV. Both muons pass through the endcap chambers and do not leave any

electromagnetic showers.

Figure 5.19 is a collection of event displays for the second-highest mass event. This event
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mµ+µ− range Observed Total Z/γ∗ → µ+µ− tt + other Jets

[GeV] yield background backgrounds

120–400 412198 439000±25400 338000±19000 99900±8900 1200±1200

400–600 7539 8260±494 5690±330 2520±230 51±51

600–900 1735 1820±108 1480±88 313±28 21±21

900–1300 373 383±23.9 340±21 36.1±3.2 7.1±7.1

1300–1800 74 83±5.83 75.1±4.6 4.94±0.48 2.9±2.9

> 1800 15 21.6±1.63 19.6±1.3 0.954±0.098 0.92±0.92

Table 5.8: The number of dimuon events for Run2 in the BB category for selected dimuon

mass ranges. The total background is the sum of all simulated SM processes considered.

The yields from SM simulation are normalized to the expected cross section, the number of

events generated, the NNPDF and NNLO correction factors, and normalized to the observed

yield using the number of events in the mass window 60–120 GeV, acquired using a prescaled

low threshold trigger. Uncertainties include both statistical and systematic components,

summed in quadrature.

has a mass of 3071 GeV with one muon in the barrel and one in the endcap. Both muons

appear to leave electromagnetic showers, which is evident by the extra reconstructed hits in

the muon chambers (the extra red lines).

Figure 5.20 is a collection of event displays for the ninth-highest dimuon mass event, which

is a potential high-mass tt candidate. The event has two clean muons that are located in the

barrel and the endcap and has a mass of 2354 GeV. There are also two jet candidates that

are both identified as potential b-jet candidates according to a dedicated b-jet identification

algorithm developed by CMS. The event also has a missing transverse energy of 53 GeV.

From the last line in Table 5.4 we expect approximately 1 non-DY background event for

mµ+µ− > 1800 GeV.
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Figure 5.18: Event displays of the highest dimuon mass event collected in 2018, having an

invariant mass of 3343 GeV. Shown are (top left) a r − φ view of the detector, (top right) a

r − η view of the detector, and (bottom) a three dimensional view of the detector. The red

curves are the track fits of each muon. Grey boxes label the pT, η, and φ of the muons.

85



Figure 5.19: Event displays of the second-highest dimuon mass event collected in 2018,

having an invariant mass of 3071 GeV. Shown are (top left) a r−φ view of the detector, (top

right) a r − η view of the detector, and (bottom) a three dimensional view of the detector.

The red curves are the track fits of each muon. Grey boxes label the pT, η, and φ of the

muons.
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Figure 5.20: Event displays of the ninth-highest dimuon mass event collected in 2018, having

an invariant mass of 2354 GeV, which is also a potential tt candidate. Shown are (top left)

a ρ− φ view of the detector, (top right) a ρ− η view of the detector, and (bottom) a three

dimensional view of the detector. The red curves are the track fits of each muon. Grey

boxes label the pT, η, and φ of the muons. The yellow cones are the two b-jet candidates in

the event and are also labeled with grey boxes. There is also missing transverse energy of

53 GeV in the event.
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mµ+µ− range Observed Total Z/γ∗ → µ+µ− tt + other Jets

[GeV] yield background backgrounds

120–400 565516 611000±35100 499000±28000 110000±9800 1900±1900

400–600 16502 17800±1090 11000±640 6580±590 160±160

600–900 3766 3790±231 2690±160 1050±94 53±53

900–1300 623 668±41.7 523±32 132±12 13±13

1300–1800 109 112±7.76 93.7±5.8 14.9±1.4 3.8±3.8

> 1800 27 22.8±1.91 19.2±1.2 2.31±0.21 1.3±1.3

Table 5.9: The number of dimuon events for Run2 in the BE+EE category for selected

dimuon mass ranges. The total background is the sum of all simulated SM processes con-

sidered. The yields from SM simulation are normalized to the expected cross section, the

number of events generated, the NNPDF and NNLO correction factors, and normalized to

the observed yield using the number of events in the mass window 60–120 GeV, acquired us-

ing a prescaled low threshold trigger. Uncertainties include both statistical and systematic

components, summed in quadrature.

5.7 Normalization to Z resonance

As described above, the parameter of interest in this search is the ratio Rσ of the Z ′ cross

section times branching fraction to dimuons to the the Z-peak cross section given by the full

equation:

Rσ =
σ(pp→ Z ′ +X → µ+µ− +X)

σ(pp→ Z +X → µ+µ− +X)
=
N(Z ′ → µ+µ−)

N(Z → µ+µ−)
× A(Z → µ+µ−)

A(Z ′ → µ+µ−)
× ε(Z → µ+µ−)

ε(Z ′ → µ+µ−)
(5.2)

where N is the number of events, A is the detector acceptance, and ε is the reconstruction

efficiency.

To count the number of Z-peak events N(Z → µ+µ−) (shortened to N(Z) in the text

that follows) we use the count of reconstructed dimuons within the mass range of 60–120 GeV

and use an identical selection criteria as described above for the high mass search, with one

difference. Since the threshold of the main analysis trigger is more than half of the mass of
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Dimuon quantities µ− quantities µ+ quantities

mµ+µ− y pT pT (η, φ) pT (η, φ)

[ GeV] [ GeV] [ GeV] [ GeV]

3343 ± 172 0.165 81 D, 607 ± 29 (-1.52,-1.79) P, 542 ± 53 (1.96,1.27)

3071 ± 134 0.563 78 D, 1325 ± 89 (1.07, 2.15) D, 1402 ± 78 (0.08, -1.00)

2837 ± 106 -0.007 227 P, 610 ± 33 (-1.49, -2.65) P, 677 ± 35 (1.38, 0.84)

2765 ± 161 -0.393 200 P, 1365 ± 63 (0.02, -0.81) P, 1198 ± 156 (-0.86, 2.24)

2645 ± 113 -0.712 42 D, 1318 ± 83 (-0.86, 2.70) P, 1296 ± 75 (-0.56, -0.47)

2632 ± 105 -0.482 355 D, 1422 ± 80 (-0.18, -1.62) P, 1085 ± 62 (-0.87, 1.43)

2463 ± 343 -0.595 138 D, 312 ± 11 (1.33, 1.49) D, 355 ± 86 (-2.40, -1.25)

2360 ± 111 0.686 120 P, 1013 ± 74 (1.14, 0.73) D, 1133 ± 66 (0.27, -2.42)

2354 ± 198 1.288 293 P, 751 ± 134 (2.34, 1.92) P, 783 ± 40 (0.27, -0.84)

2330 ± 112 0.997 189 P, 1045 ± 59 (0.74, 2.63) P, 1229 ± 96 (1.22, -0.55)

2102 ± 90 -0.118 96 P, 409 ± 26 (-1.68, 0.66) D, 472 ± 27 (1.32, -2.32)

2090 ± 86 0.188 144 P, 594 ± 34 (-1.01, 0.77) P, 474 ± 28 (1.58, -2.52)

2078 ± 75 0.672 72 D, 1003 ± 59 (0.65, -2.49) P, 1075 ± 45 (0.69, 0.65)

2064 ± 74 -0.467 104 D, 994 ± 52 (-0.47, 1.39) P, 1083 ± 53 (-0.47, -1.81)

2044 ± 70 -0.187 94 P, 724 ± 37 (1.10, -1.19) P, 650 ± 30 (-0.81, 2.04)

Table 5.10: List of 15 dimuon candidates with invariant mass above 2 TeV collected in 2018.

Quantities listed in the table include the dimuon quantities; invariant mass, rapidity y, pT,

and muon quantities; pT, η, and φ. Also quoted is the specific TeV refit selected by TuneP

for each muon track; here P is for Picky and D is for DYT.
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Prescale Int. Lumi. Prescaled

Int. Lumi.

148 21.85 0.15

222 438.55 1.98

296 650.41 2.20

385 346.76 0.90

445 3962.37 8.90

500 55871.90 111.74

Total 61291.84 125.87

Table 5.11: List of prescale periods and corresponding unprescaled and prescaled integrated

luminosities in units of pb−1. Due to an error in the tool used to calculate the luminosity

and prescale value, a set of runs and luminosity sections totaling 7 pb−1 (unprescaled) was

excluded from this calculation.

the Z boson, it restricts the potential decay parameter space at the Z resonance. As this

high trigger threshold requires that both muons have an offline pT of at least 53 GeV, the

dimuon candidates are consequently in a very boosted regime and the properties of the muons

and dimuons become different between high- and low-mass. We also become vulnerable to

incorrect modeling of the trigger turn-on threshold. We therefore use a lower-pT threshold

muon trigger and lower offline pT selection to calculate the number of Z candidates for the

ratio. The trigger used to count the Z candidates is an HLT algorithm similar to the trigger

used to obtain the high mass data set, except with a pT threshold of 27 GeV. The trigger is

also prescaled, that is, only one event is kept in some fixed number of triggers that depends

on specific data-taking conditions, such as the instantaneous luminosity. Trigger prescaling

is done to keep the CMS trigger rate at a predefined rate, even at very high instantaneous

luminosities. The offline pT requirement is set at 30 GeV to be above the trigger pT threshold.

The Z acceptance A and reconstruction efficiency ε are computed at the Z-peak using the

the same DY simulations listed in Table 5.2.
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The list of prescales used during 2018 data-taking are reported in Table 5.11 as well as

the corresponding prescaled and unprescaled integrated luminosities of each prescale period.

To compute N(Z) it is necessary to scale the count of dimuons by the prescale found. We

compare three methods to compute N(Z):

• Simple prescale correction

Scale ni, the number of Z candidates counted in each prescale period i, by each indi-

vidual prescale pi and sum over prescale periods. Table 5.12 reports the numbers ni(Z)

for each prescale period i for the full pseudorapidity category and the two categories

used in the analysis; BB and BE+EE.

N(Z) =
∑
i

pini(Z) (5.3)

• Lumi-Ratio Method

Calculate average prescale by taking ratio of luminosities measured by unprescaled

trigger, L50, and prescaled trigger, L27. The subscripts 50 and 27 denote the pT thresh-

olds of the nominal unprescaled muon trigger used for the high mass search and the

prescaled muon trigger used for the Z-peak normalization, respectively. This method

is also mathematically equivalent to computing a harmonic mean of the prescales pi

with a weight equal to the the unprescaled luminosity L50 of each prescale period i.

N(Z) =
L50

L27

∑
i

ni(Z) (5.4)

• Common Prescale Method

Re-prescale data in all prescale periods to a chosen fixed prescale value, pcommon. That

is, we randomly drop events in the data set in all prescale periods (except the chosen

prescale) such that the rate of events kept matches the rate defined by the chosen

prescale. If a prescale exists at a higher value than the chosen prescale, then all of

these events are not considered. For data collected in 2018, we choose pcommon = 500,

which was both the highest prescale value and the prescale that roughly 90% of the
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data was collected at.

N(Z) = pcommon
∑
i

ncommon
i (Z) (5.5)

Prescale All BB BE+EE

148 78 30 48

222 1093 480 611

296 1151 485 666

385 446 181 265

445 4728 1992 2736

500 59646 24935 34711

Total 67142 28105 34711

Table 5.12: Counts of Z candidates in each prescale period for all dimuons and dimuons

within the two analysis pseudorapidity categories.

2016 2017 2018

A(Z) 0.2973 0.3034 0.3043

ε(Z) 0.9132 0.9081 0.9140

A(Z)× ε(Z) 0.2715 0.2755 0.2782

Int. Lumi ( pb−1) 36295 42037 61309

Simple 1900.14 2086.59 1917.04

Lumi-Ratio 1910.50 2087.76 1915.69

Common 1958.07 1979.43 1918.35

Table 5.13: Comparison of the measured Z-peak cross sections for all three data-taking years

of the LHC Run 2 and for each method described above to compute N(Z). Relevant uncer-

tainties to the calculation include a roughly 0.5% statistical uncertainty, a 2.5% luminosity

uncertainty, and a 1% uncertainty on acceptance times trigger and reconstruction efficiency.

Even though the Z-peak cross section itself is not directly used in the analysis, it is

still useful to compute the measured value and compare to theoretical predictions and to
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values obtained in previous data-taking years. Table 5.13 compares the results of the three

prescale correction methods to compute N(Z), the detector acceptance A, the reconstruction

efficiency ε, the integrated luminosities, and also the corresponding Z-peak cross section for

data taken in 2016, 2017, and 2018. The three methods give results that agree with each other

to less than 0.1% in 2018 and agree over each data-taking year to within the approximately

0.5% statistical uncertainty and 2.5% integrated luminosity uncertainty.
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Figure 5.21: Histograms of 2018 Z-peak normalization region data and simulation after

applying the 3.0-Monash scaling. The lower panel displays the ratio of data and simulation.

Shown are dimuons from the inclusive pseudorapidity category.

For the analysis of Run 2 data, we use the Common Prescale method to compute the

Z-peak normalization and cross sections. This method has the advantage of reducing any

prescale-dependence effects that are caused by changes in instantaneous luminosity. It also
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Figure 5.22: Histograms of 2018 Z-peak normalization region data and simulation after

applying the 3.0-Monash scaling. The lower panel displays the ratio of data and simulation.

Shown are dimuons from (top) the BB category and (bottom) the BE+EE dimuons.
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simplifies the statistical uncertainty calculation because it reduces the number of prescales

to one.

Figures 5.21 and 5.22 show the comparison of data and simulation at the Z-peak for the

inclusive, BB, and BE+EE pseudorapidity categories. As discussed above, the Z-peak DY

simulation is re-weighted to 3.0-Monash by leading generated muon pT. These figures show

the same data and simulation as the NR regions in Fig. 5.16 and Fig. 5.17. Table 5.3 gives

the ratio of data to simulation RZ as discussed above in Section 5.4. We do not compute a

data-driven jet background for the Z-peak studies.

5.8 Statistical interpretation

In this section, we describe the formalism used to perform the statistical data analysis. First,

the signal and background probability density functions (pdfs) are defined along with the

relevant inputs to each. Next, we define the likelihood function used. Finally, we define the

parameters of interest for limit-setting and for calculating the significance. We also describe

the method used to perform the computation.

5.8.1 Signal model parametrization

We model the Z ′ signal shape as the convolution of a non-relativistic Breit-Wigner distri-

bution with a double-sided Crystal-Ball distribution [60]. The non-relativistic Breit-Wigner

distribution, defined in Eq. 5.6, models the intrinsic signal shape of the Z ′ resonance with

parameters M ′
Z and Γ′Z describing the resonance mass value and resonance peak width. The

set of widths considered are selected to be broadly applicable to a variety of BSM models

that predict a Z ′ resonance. In this analysis we consider a width of Γ′Z/M
′
Z = 0.6%. These

narrow relative widths together with, as discussed later, the narrow fit window considered

around the Breit-Wigner peak mean that the relativistic and non-relativistic Breit-Wigner

functions are functionally equivalent. Without any relevant loss in precision, we choose to
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use the non-relativistic formulation:

BW(m|MZ′ ,ΓZ′) =
N

(m−MZ′)2 +
(

ΓZ′
2

)2 . (5.6)

The double-sided Crystal-Ball distribution is defined in Eq. 5.7. We referred to this

distribution as “DSCB” in the text and equations that follow. The DSCB is Gaussian distri-

bution at its core, with parameter σ to describe the detector resolution, and µ for the mean.

The tails are modeled as a power-law, with parameters αL, nL, αR, and nR to model the

non-Gaussian tail effects on the reconstructed dimuon mass, like muon bremsstrahlung.

DSCB(m|µ, σ, αL, nL, αR, nR) = N ·



(
nL
αL

)nL ·exp(−α2
L/2)(

nL
αL
−αL−m

)nL , for m < αL

exp
(
− (x−µ)2

2σ2

)
, for − αL ≤ m ≤ αR(

nR
αR

)nR ·exp(−α2
R/2)(

nL
αR
−αR−m

)nR , for αR < m


(5.7)

The full signal pdf is defined in Eq. 5.8:

fsig(mi|M ′
Z ,Γ

′
Z , σ, αL, nL, αR, nR) = BW(m|MZ′ ,ΓZ′)⊗DSCB(m|σ,MZ′ , αL, nL, αR, nR), (5.8)

where the ⊗ symbol denotes the convolution of the two pdfs.

5.8.1.1 Mass resolution parametrization

We estimate the parameters of the DSCB function using the DY simulation described in

Section 5.2. In bins of generated dimuon mass we fit the DSCB function to distributions of

the dimuon mass relative residual,

RRECO-GEN =
mRECO −mGEN

mGEN

, (5.9)

We perform the fit separately for the two analysis pseudorapidity categories, BB and BE+EE.

As described above, the effects muon bremsstrahlung due to the additional material in the

endcap region of the detector make splitting the resolution calculation into pseudorapidity
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categories important, especially at high energy were these effects are more pronounced.

Figure 5.23 displays example relative residuals, RRECO-GEN, for (left) the BB category in a

low mass bin and for (right) the BE+EE category in a high mass bin. These two distributions

together represent a “best case” and a “worst case” scenario of the dimuon mass resolution.

For the “best case” scenario shown the fitted Gaussian sigma represents a relative resolution

of 1.25% and in the “worst case” the fitted sigma represents a relative resolution of 6.73%.
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Figure 5.23: Relative mass residual, (mRECO−mGEN)/mGEN, distributions for dimuons (left)

in the barrel-barrel pseudorapidity category and 120 ≤ mµ+µ− < 200 GeV and (right) in the

barrel-endcap + endcap-endcap pseudorapidity category and 4500 ≤ mµ+µ− < 5500 GeV

with the (blue curve) double-sided Crystal-Ball fits overlaid.

We evaluate the systematic uncertainty on the mass resolution by varying the DSCB fit

windows and the bin widths of the relative residual distributions. We find that the fitted

Gaussian σ (the resolution) changes by approximately 8.5%. We take this value as the

systematic uncertainty. This systematic uncertainty is incorporated as an overall increase in

the size of the uncertainty on the fitted Gaussian σ.

We also validate the mass resolution at the Z-peak by studying the Z-peak resolution as

a function of muon pT in data and simulation. In this method, we compare the residuals of

the reconstructed mass and the resonance mass of the Z boson. Using this method, we find

that the relative resolution measured in data is approximately 15% worse than the resolution

in simulation for the the BE+EE category. The difference is negligible in the BB category.
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The simulated dimuon masses in the BE+EE category of the DY simulation are therefore

“smeared” by an additional 15% of the dimuon mass resolution so to match the resolution

obtained in data. That is, event-by-event we smear the reconstructed dimuon masses by

replacing the reconstructed dimuon mass with a new mass obtained by sampling Gaussian

distribution with mean equal to the the event’s dimuon reconstructed mass and a Gaussian

sigma given by the formula,

σsmear =
√
σ2

data − σ2
MC =

√
(1.15× σMC)2 − σ2

MC = 0.568× σMC . (5.10)

Here, σMC is evaluated according to the resolution parametrization curves defined by Eq. 5.11

before any additional smearing is applied.

We then plot the fitted relative mass resolutions (fitted Gaussian σ) extracted from the

DSCB fits as a function of dimuon mass. For use with the statistical software, we parametrize

the points using a fourth order polynomial given here:

σ(m)

m
= A+B ·m+ C ·m2 +D ·m3 + E ·m4. (5.11)

Figure 5.24 shows the dimuon mass resolution as a function of generated dimuon mass

after applying the systematic uncertainties and additional Gaussian smearing for the (red)

BB category and (green) BE+EE category. As expected, the mass resolution is worse in the

BE+EE category than in the BB category.

5.8.1.2 Mass scale parametrization

The dimuon mass scale is sensitive to effects on the muon pT scale. At high muon pT,

this implies that effects due to detector alignment and radiative losses have impacts on the

calculation of the dimuon mass. To determine the muon pT scale bias at high-pT we use the

GE method described in Section 4.4. This method produces a map of muon track curvature

biases as a function of muon η and φ.

To compute the effect of the muon pT scale bias on the dimuon mass, we perform pseu-

doexperiments where the values for each bin in the GE map are randomly chosen from a
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Figure 5.24: Relative dimuon mass resolution parametrization as a function of mass for

(red) BB dimuons and (green) BE+EE dimuons. The BE+EE curves are those obtained

post-smearing.

Gaussian distribution with mean equal to the measured bias κb and width equal to the un-

certainty on the measured bias δκb. We also constrain the sign of the randomly sampled

bias if both κb + δκb and κb − δκb have the same sign. The map is sampled individually

for each muon and we calculate the dimuon mass with the corrected muon pT values. For

each pseudoexperiment we compute the mass scale uncertainty as the ratio of the corrected

and uncorrected mass distributions as a function of the uncorrected mass. We perform 50

pseudoexperiments and take the mass scale uncertainty as the average scale bias over the in-

dividual pseudoexperiments. At 5 TeV, we observe that the mass scale is +1% and increases

for both BB and BE+EE categories. Below 5 TeV, the mass scale bias is close to zero. We

parametrize the mass scale uncertainty as a fifth-order polynomial.
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5.8.1.3 Signal acceptance and efficiency parametrization

We evaluate the signal acceptance and efficiency by studying DY simulation. The acceptance

for each pseudorapidity category is defined at generator-level as the number of dimuons

that decay within the each category divided by the total number of generated dimuons.

Efficiencies are defined as ability for CMS to trigger, reconstruct, and identify dimuon events.

These efficiencies can be defined with respect to the acceptance, each other, or to the total

number of simulated dimuons.

Figure 5.25 shows some of these curves separately for (left) the inclusive pseudorapidity

category (both muons within detector acceptance, |η| ≤ 2.4), (middle) the BB category (both

muons within the barrel region of the detector, |η| ≤ 1.2, and (right) the BE+EE category (at

least one muon in the endcap region of the detector, defined as 1.2 < |η| ≤ 1.2). In the figure

are curves for (blue) the fraction of generated dimuons within acceptance, (green) the fraction

of dimuons that passed the trigger requirement with respect to dimuons in acceptance, (red)

the fraction of dimuons that were reconstructed and passed the event selection with respect

to the dimuons that triggered and were within acceptance, and finally (black) the combined

fraction of dimuons within acceptance and satisfied the trigger, reconstruction, and selection

requirements with respect to the total number of generated dimuons. The red curve is an

ad-hoc fit to parametrize the total acceptance and efficiency curve (the black points). The

trigger and selection criteria were described in Section 5.3. We use these acceptance and

efficiency parametrizations all spin-1 Z ′ resonance interpretations.

We obtain systematic uncertainties of the dimuon trigger, selection, and reconstruction

efficiencies by considering estimates of the corresponding muon uncertainties based on studies

performed by the group dedicated to studying muon objects in CMS. For both the dimuon

trigger and selection efficiencies, we assign a uniform±1% systematic uncertainty for both the

BB and BE+EE categories. For the dimuon reconstruction efficiency, we assign a one-sided

uniform −1% systematic uncertainty for the BB category and a one-sided mass-dependent

systematic uncertainty for the BE+EE category. For the BE+EE category, the dimuon

reconstruction efficiency uncertainty is found to be −1% and at 2 TeV and −2% at 6 TeV.
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Figure 5.25: Curves for dimuon (blue) acceptance, (green) trigger efficiency, (red) recon-

struction and selection efficiency, and (black) total acceptance plus trigger, reconstruction,

and selection efficiency efficiency fractions for the (left) inclusive pseudorapidity category,

(middle) BB category, and (right) BE+EE category.
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We compute the total systematic uncertainty on the dimuon efficiency by summing these

contributions in quadrature.

5.8.2 Background parametrization

The functional form of the background pdf is a smoothly falling curve chosen to describe

the SM background predictions from simulation. For each analysis category, we fit the

total background prediction with the fit separated into a low-mass region (120 < mµ+µ− <

500 GeV) and a high-mass region (500 < mµ+µ− < 6000 GeV). Equation 5.12 gives the

definition of the functional form.

fbkg(m|α,γ, β, δ) =


mα exp

(
2∑
i=0

γim
i

)
, if m ≤ 500 GeV

mβ exp

(
3∑
i=0

δim
i

)
, if m > 500 GeV

(5.12)

Figures 5.26 and 5.27 show the results of the background pdf fits to Eq. 5.12 for the

simulated SM backgrounds. In Fig. 5.26, we compare how the various corrections we apply to

the simulation affect the background shape fit (see Section 5.4 for full details). In the figures

the black curves are the result of the fit to the nominal simulation without any corrections

applied; the green curves are the fits after re-weighting the DY and tt simulations to the

3.0-Monash predictions; and the purple curves are after the aforementioned 3.0-Monash re-

weighting and also include the QCD NNLO, EWK NLO, and QED NLO corrections to

the DY simulation. Coincidentally, the fits after applying all corrections (purple curves)

are very similar to the uncorrected nominal simulation predictions (the black curves are

underneath purple curves). In Fig. 5.27 we compare the background pdf fits in each analysis

pseudorapidity category after applying all correction factors. The gap in the curves in both

figures between the low and high mass fit functions at 500 GeV are an artifact of the software

used to draw the fitted curves.

We evaluated the robustness of the upper limit on the cross section ratio with respect

to changes in the background shape pdf by transforming the background shape pdf such
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Figure 5.26: (Top row) Comparisons of the background shape fit while successively adding

in the 3.0-Monash and NNLO correction factors described in the text. Shown are the (top)

inclusive pseudorapidity category, (middle) BB category, and (bottom) BE+EE category.
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Figure 5.27: Comparison of fitted background shapes for all three analysis pseudorapidity

categories with all corrections applied.

that there is zero change at the Z-peak and up to a ±50% linear increase/decrease in

the background prediction at 3 TeV. We repeat the limit-setting procedure using these

transformed background pdfs we find that the upper limits stay within ±10% of the nominal

result using the original background pdf at low mass. At high mass, above where there is no

data observed, there is a negligible change to the upper limits by altering the background

shape. For the cases studied, as long as the assumption that the background shape remains

monotonic and decreasing over the region where upper limits are set, the results are negligibly

affected by any changes to the background shape.

5.8.3 Likelihood function

The full pdf that we use is the sum of the signal and background pdfs described above.

Equation 5.13 gives the pdf,

f(m|θsig,θbkg,ν) = µsigfsig(m|θsig,ν) + µbkgfbkg(m|θbkg,ν) (5.13)
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where µsig is the signal event yield, µbkg is the background event yield, and µ is the total

event yield is given by, µ = µsig + µbkg. The vector θsig is the vector of signal model

parameters described above: M ′
Z , Γ′Z , σ, αL, nL, αR, and nR and where θbkg is the vector of

the background model parameters for low mass (150 ≤ mµ+µ− < 500 GeV): γ0, γ1, γ2, and

α and for high mass (mµ+µ− ≥ 500 GeV): δ0, δ1, δ2, δ3, and β. The vector ν is the set of

nuisance parameters.

We use an extended form of the unbinned likelihood using the sum of the signal and

background pdfs;

L(m|θ,ν) =
µNe−µ

N !

N∏
i=1

(
µsig(θ,ν)

µ
fsig(mi|θ,ν) +

µbkg(θ,ν)

µ
fbkg(mi|θ,ν)

)
. (5.14)

The product in the likelihood is taken over all events in the data set m. We use the extended

maximum likelihood (EML) formulation, which contains an explicit factor to estimate the

Poisson mean, µ = µsig+µbkg. In this formulation, the overall normalization of the likelihood

and the shape parameters can be independently varied. For the pdf defined in Eq. 5.13, the

estimates from the standard maximum likelihood and the EML will be identical [61].

The signal yield is a function of the parameter of interest, the ratio of the signal cross

section to that of the Z:

µsig = Rσ
εZ′

εZ
NZ . (5.15)

The calculation of the signal cross section is performed in a mass range of ±6 times the

the signal with, defined as the sum of the intrinsic width and mass resolution, about the

hypothesized Z ′ resonance mass. We choose to fit to the data in a this narrow window for

a few reasons. First, the narrow-window reduces BSM model-dependent effects, like effects

due to Z ′/Z/γ∗ interference or due to the PDFs. Thus, the measured signal cross sections

correspond to the on-shell cross sections of a new resonance, and are therefore considered to

a good approximation to be model-independent. Second, the narrow-window sets the level

of the statistical uncertainty in the local background amplitude, which is chosen to dominate

over the expected systematic uncertainties in the background shape. For cases where there

are fewer than 100 events in the window, we symmetrically expand the window until there
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are at least 100 events. As the mass spectrum at very high invariant masses falls with mass

very rapidly, the events additional events come predominantly from the low mass side of the

fit window as the window is expanded. Thus at high-mass, the minimum number of events

is chosen to correspond a 10% statistical uncertainty in the background event yield, µbkg.

To quantify any excess in the observed data over the SM expectation, we scan over a

range of hypothesized M ′
Z masses with fixed hypothesized value of the width Γ′Z and perform

maximum-likelihood fits to the observed data and compute a significance estimator at each

mass value. We use the following profile likelihood-ratio based significance estimator;

SL =
√
−2 lnλ =

√
−2 ln

(
LB
LS+B

)
, (5.16)

where λ = LB/LS+B is the profile likelihood ratio test statistic, LS+B = L(µ̂sig, ν̂) denotes

the likelihood function defined in Eq. 5.14 with the the profiled nuisance parameters ν̂ for

the maximum-likelihood estimate of the signal yield µ̂sig, and LB = L(µsig = 0, ˆ̂ν) denotes

the same likelihood function but under the background-only hypothesis with the profiled

nuisance parameters ˆ̂ν given the background-only hypothesis [62]. As we perform the scan

over hypothesized mass values to compute the significance, both the mass hypothesis and

the signal width are fixed in the likelihood function LS+B. Thus, as the nuisance parameters

are independently profiled in the fits, LS+B has one additional free parameter compared to

LB: the signal yield µsig. By Wilk’s theorem [63], S2
L approaches a χ2 distribution of one

degree of freedom in the limit of large sample size. Thus, it follows that SL is equivalent to

the Gaussian tail probability in terms of the number of Gaussian standard deviations Z,

Z = SL. (5.17)

Ref. [64] shows that this significance estimator reproduces Gaussian tail probabilities even

in cases with small numbers of events. The corresponding p-value is then the fraction of the

integral for which λ > λobs from the distribution of λ generated from pseudoexperiments

assuming the background-only hypothesis and λobs is the value obtained with the observed

data for each mass hypothesis. The significance Z and the p-value are related by the equation,

Z =
√

2erf−1(1− 2p), (5.18)
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where erf−1 is the inverse error function.

Limits on the cross section defined by Eq. 5.2 are calculated at the 95% confidence

level (CL) with Bayesian techniques known to have good frequentist properties. We use a

positive uniform prior for the signal cross section. We model the the nuisance parameters

for the uncertainties in efficiency, resolution, and mass scale with log-normal priors. The

posterior pdf integration is performed by the Metropolis-Hastings Markov Chain Monte

Carlo technique [65, 66] We also compute and compare to expected limits based on the SM

background-only hypothesis. For the computation of both the significance and the upper

limits on Rσ, we use the statistical framework developed for statistically combining the Higgs

boson searches [67], which is based on the RooStats package [68].

As a technical device for the numerical integration, we choose a log-normal prior pdf

with a width of 40% for the background yield. This prior pdf is a smooth and slowly varying

function designed to ensure that the posterior pdf from the Bayesian calculation is dominated

by the likelihood function. However, during studies of the robustness of our results to various

choices, the 40% width of the log-normal prior on the background yield was found to be too

large at low masses where the the width of the likelihood is much narrower than the width of

this prior. statistical uncertainties. This leads to inefficient sampling of the posterior pdf in

our Bayesian calculation. For this, we have decided to use a log-normal prior with a width

of ±3 times the statistical uncertainty for the background yield prior.

Specific signal model Rσ curves are constructed by dividing the LO cross section, calcu-

lated using the pythia 8.2 program with the NNPDF2.3 (NLO) PDF set [69], by the NNLO

Z boson cross section of 1928 ± 78 pb calculated using the fewz 3.1 program [54]. As the

limits we present correspond to the on-shell cross-section and the pythia event generator

includes off-shell effects, we follow the recommendations in Ref. [70] and calculate the signal

cross sections in a window of ±5%
√
s of the resonance mass. We account for NNLO QCD

effects in the signal model cross section by multiplying by a mass independent k-factor, which

was estimated at a dilepton mass of 4.5 TeV and found to be consistent with unity.

As discussed above, we use a mass window of ±6 times the signal width to compute the
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signal cross section in the observed data. The size of this sideband window is a choice made

that is designed to ensure that the statistical uncertainty is dominant over any systematic

uncertainties on the background pdf shape, such as those due to PDFs, the dimuon mass

resolution, and the dimuon mass scale. However, with the amount of data we collected

in 2018, the statistical uncertainty is no longer the dominant source of uncertainty at low

mass. For example, in the 2018 data at a resonance mass of 400 GeV in the BB category the

statistical uncertainty is approximately 1% while the systematic uncertainty is at the level

of a few percent. Due to this small statistical uncertainty, we do not compute values of the

significance for the low-mass region, M ′
Z < 800 GeV, which requires a more careful treatment

of the systematic uncertainty of the background shape than we have available at this time.

The CMS Z ′ analysis team is currently investigating methods to ensure the uncertainty on

the background shape is properly treated.

5.9 Results

Figure 5.28 displays results computed using the 2018 data set in the dimuon decay channel

(top) the significance scan and (bottom) the limit setting onRσ. The largest local significance

for MZ′ > 1 TeV occurs at MZ′ = 2.7 TeV corresponding to approximately Z = 2.3. The

estimates of the local significance do not account for the so-called “look-elsewhere effect”

(LEE) which takes into account the probability to observe a signal as large or larger than the

one present in the data in the entire search range. We find the LEE-corrected or “global”

significance by performing pseudoexperiments, which are drawn from the background-only

pdf for mµ+µ− > 800 GeV. The global significance is then the fraction of pseudoexperiments

with a significance equal to or greater than the local signifiance found in the data. For 150

pseudoexperiments, we find that 27% result in a significance of Z = 2.3 or higher, which

corresponds to a global significance of Z = 0.6.

Figure 5.29 displays results computed using the full Run 2 data set in the dimuon decay

channel (top) the significance scan and (bottom) the limit setting on Rσ. With the full Run

2 data set the largest local significance is observed at MZ′ = 2.7 TeV in the 2018 data set
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Figure 5.28: Results for the 2018 data set in the dimuon channel. Shown are (top) the

observed local significance and (bottom) 95% CL upper limits on the production cross

section times branching fraction. The results are computed assuming a relative width

ΓZ′/MZ′ = 0.6%. The shaded bands in the bottom plot correspond to the 68% and 95%

quantiles for the expected limits. Theoretical predictions for two benchmark models, Z ′SSM

and Z ′ψ are shown for comparison.
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Figure 5.29: Results for the full Run 2 data set in the dimuon channel. Shown are (top)

the observed local significance and (bottom) 95% CL upper limits on the production cross

section times branching fraction. The results are computed assuming a relative width

ΓZ′/MZ′ = 0.6%. The shaded bands in the bottom plot correspond to the 68% and 95%

quantiles for the expected limits. Theoretical predictions for two benchmark models, Z ′SSM

and Z ′ψ are shown for comparison. The bottom figure is reproduced from Ref. [41].
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shrinks to approximately Z = 1.6.

We also compute the results including the dielectron channel, which we do not discuss

here. Figure 5.30 displays results using the full Run 2 dataset in the combined dimuon and

dielectron decay channels of (top) the significance scan and (bottom) the limit setting on

Rσ. The largest local significance at high mass in the combined dielectron and dimuon Run

2 data set occurs at M ′
Z = 3.4 TeV corresponding to approximately Z = 2.3.

Channel
Z ′SSM Z ′ψ

Obs. [TeV] Exp. [TeV] Obs. [TeV] Exp. [TeV]

µ+µ− 4.89 4.90 4.29 4.30

ee + µ+µ− 5.15 5.14 4.56 4.55

Table 5.14: The observed and expected 95% CL lower limits on the masses of the two

benchmark models, Z ′SSM and Z ′ψ. Shown are the limits for the dimuon channel and the

combination with the dielectron channel. The limits are rounded to the nearest 10 GeV.

This table is reproduced from Ref [41] with the dielectron-only results removed.

The corresponding 95% CL expected and observed lower mass limits for the two bench-

mark models with the Run 2 data sets, Z ′ψ and Z ′SSM , are shown in Table 5.14. For Z ′ψ and

Z ′SSM , the lower mass limits from the combined dielectron and dimuon data sets from Run

2 are 4.56 TeV and 5.15 TeV, respectively.

5.10 Z′ interference studies

Partially inspired by a deficit of high-mass events in the analysis of 2016 data [36] and also

by the lack of a new high-mass dimuon resonance, we look to other methods to discover

signs of a new Z ′ resonance. One such method is to use the Z ′/Z/γ∗ interference structure.

In this method, if a new resonance exists, but is beyond the reach of LHC collisions, then it

is possible that we may observe a continuum deficit or a continuum excess of events in data

compared to the SM background prediction.
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Figure 5.30: Results for the full Run 2 data set in the combined dimuon and dielectron

channel. Shown are (top) the observed local significance and (bottom) 95% CL upper limits

on the production cross section times branching fraction. The results are computed assuming

a relative width ΓZ′/MZ′ = 0.6%. The shaded bands in the bottom plot correspond to the

68% and 95% quantiles for the expected limits. Theoretical predictions for two benchmark

models, Z ′SSM and Z ′ψ are shown for comparison. The bottom figure is reproduced from

Ref. [41].
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In the study outlined in this section, we side-step many of the details necessary for a full

result, and, instead, present a qualitative study of the feasibility of using Z ′/Z/γ∗ interference

as a complementary tool to the resonance search for discovery of BSM physics.

In this study we do not rely on the explicit presence of a resonance in the data, rather, it

involves studying the high-mass dimuon continuum. Thus, many of the assumptions made

in the resonance search described above are not valid. These include, but are not limited

to, a precise knowledge of both the shape and the rate of the SM DY prediction, as well as

from other SM backgrounds. In particular, EWK corrections are important as they can be

different for DY and Z ′. Also, as described in Section 2.2, uncertainties from the PDFs play

an important role in both the DY and Z ′ prediction at high mass.

In general, interference from a Z ′ is highly model dependent as the size of the effect has

dependence on the model-specific couplings to up- and down-type quarks for both left and

right handedness, as well as the mass of the Z ′ resonance. Many models exist on the market

that span much of the parameter space of couplings, but for the purposes of this study we

restrict ourselves to the set of models described in Section 2.3. More discussion can be found

elsewhere [10, 11, 12, 13].

We generate simulations of the full Z ′/Z/γ∗ interference structure for several values

of resonance mass for each model. The generation is done with pythia and we use the

NNPDF3.0 (NLO) PDF set with the CUETP8M1 UE tune. We also generate a DY-only

simulation that is consistent with the Z ′ samples with the full interference.

Figure 5.31 displays a comparison of the mass distribution for a selected set of Z ′ models

with the DY-only prediction for three different resonance masses: (top) 4 TeV, (middle)

6 TeV, and 8 TeV. The bottom panel in each of the plots is the ratio of the full Z ′/Z/γ∗

prediction to Z/γ∗-only prediction. Shown are the Z ′B−L, Z ′Q, Z ′T3L, Z ′SSM , and Z ′ψ (denoted

Z ′SI in the legend in the figure) models decaying to dimuons. To simulate the detector

response, we smear each generated dimuon mass by the resolution obtained in the 2016

analysis. These models represent a set of models that exhibit “large” interference (Z ′Q),

“medium” interference (Z ′B−L, Z ′T3L, and Z ′SSM), and “small” interference (Z ′ψ).
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Figure 5.31: Comparison of a selected set of Z ′ models with full Z ′/Z/γ∗ interference (colored

curves) with the Z/γ∗-only prediction (black curve).
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Among these models, we choose to narrow our focus on finding model that satisfies the

following criteria:

• Destructive interference is visible (i.e. large) in mass range where we observe data,

namely, 1–2 TeV and

• No events are visible from the resonance peak.

The two models that have the largest interference effect are the Z ′Q and Z ′T3L. To estimate the

visibility of the interference effect we study pseudoexperiments generated from each of these

models. For the following pseudodatasets, we generate enough data to be representative of

the amount of data collected in the 2016 and 2017 data-taking years.
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Figure 5.32: Comparison of (black data points) pseudodata generated with (orange curve)

the Z ′T3L model with full interference and (blue curve) the DY-only prediction. Shown is

pseudodata for a (left) 4 TeV resonance and (right) a 7 TeV resonance. The amount of

pseudodata generated is taken to be representative of the amount of data collected in the

2016 and 2017 data taking years. Note the different horizontal axis ranges in the left and

right figures.

Figure 5.32 shows two example pseudoexperiments for the Z ′T3L model. For a 4 TeV

resonance (shown left), the interference effect is approximately 10–25% in the mass range 1–

2 TeV. This would be an observable interference effect, however, the mass is still low enough

such that this model would have been observed in the current observed data. If we raise the
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resonance mass to 7 TeV (shown right), such that the peak is no longer visible in the current

data, then the interference effect becomes negligible. Thus, Z ′T3L is not a good candidate to

study interference with the current data.
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Figure 5.33: Comparison of (black data points) pseudodata generated with (orange curve)

the Z ′Q model with full interference and (blue curve) the DY-only prediction. Shown is

pseudodata for a (left) 6 TeV resonance and (right) a 9 TeV resonance. The amount of

pseudodata generated is taken to be representative of the amount of data collected in the

2016 and 2017 data taking years. Note the different horizontal axis ranges in the left and

right figures.

Figure 5.33 shows two example pseudoexperiments for the Z ′Q model. For a 6 TeV res-

onance (shown left), the interference effect is approximately 15–50% in the mass range 1–

2 TeV. Like the case above, this would be an observable interference effect, however, the

mass is still low enough such that this model would have been observed in the current data.

If we raise the resonance mass to 9 TeV (shown right), then the interference effect changes

to 10–40% in the mass range 1–2 TeV. Unlike any of the cases above, this mass is high

enough such that we would not observe the resonance peak in the current data. For the

9 TeV resonance mass, the highest generated dimuon mass is approximately 3.1 TeV in this

particular pseudoexperiment. Thus, Z ′Q is a good candidate to study interference with the

current data.

Figure 5.34 shows a selection of resonance masses for the Z ′Q model. The lavender curve
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Figure 5.34: Comparison of the Z ′Q model for various resonance masses. Shown is (laven-

der curve) a 6 TeV resonance, (red curve) a 9 TeV resonance, and (green curve) a 12 TeV

resonance.

shows a 6 TeV resonance, which is an example of a model that would have too many peak

events. The red curve shows a 9 TeV resonance, which is an example of a model with the

“optimal” sensitivity, which in this context means that the interference effect is large enough

to be detectable without also observing the resonance peak. The green curve shows a 12 TeV

resonance, which is an example of a model with too little interference.

As mentioned above, PDF sets can play an important role in DY and Z ′ predictions at

high mass. Figure 5.35 (top panel) compares the prediction of the interference structure for

various PDF sets for the Z ′Q model at 9 TeV and (bottom panel) compares the ratios of the

interference structures to the NNPDF3.0 (NLO) prediction. The top plot compares predic-

tions for the NNPDF3.0 (NLO), CT10 (NLO), and CT14 (NLO) PDF sets each generated

with pythia and the CUETP8M1 UE tune. The bottom plot compares predictions for the

same NNPDF3.0 (NLO) PDF set with two versions of the NNPDF3.1 PDF set; an NLO

version produced with the CP3 tune [48] and a special NNLO version with the CP5 tune
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that contains only positive PDF replicas. (The details of the positive-replica only NNPDF3.1

(NNLO) PDF set are unimportant for this study.) Although the absolute prediction due to

the PDFs and the UE tune can be different (not shown), each PDF set predicts a similar

interference structure for a similar model.

We conclude with an eye toward future studies that are possible with the full Run 2

data set, as well as the data that is expected from the high-luminosity upgrade to the LHC.

We have shown that a potential model, Z ′Q, exhibits features that enable future study; it

has a large-enough interference effect for large-enough resonance masses such that it is not

detectable with the current Run 2 data set.

5.11 Summary

In this chapter we present a search for a new high-mass resonance in the dimuon invariant

mass spectrum in proton-proton collisions at
√
s = 13 TeV corresponding to an integrated

luminosity of 61.3 fb−1 taken in 2018. We also present results for the full Run 2 data set

corresponding to an integrated luminosity of 139.7 fb−1, as well as their combination with

the dielectron channel. The observations are consistent with standard model prediction for

all results shown. We set upper limits at the 95% confidence level on the ratio of the cross

section times branching fraction for a new resonance to the cross section times branching

fraction of the standard model Z boson. Corresponding lower mass limits are set for two

benchmark models, the sequential standard model Z ′SSM and the E6 gauge group inspired Z ′ψ

at 5.1 TeV and 4.5 TeV, respectively. We also consider possible future studies complementary

to the resonance search. We discuss studying the Z ′/Z/γ∗ interference structure in the high-

mass continuum as a tool for indirectly observing the presence of a resonance to large in

mass to directly observe at current LHC collision energies.
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APPENDIX A

Study of neutron-induced background hits in CMS

endcap muon detectors

Foreword

The work described in this appendix was performed in full collaboration with fellow UCLA

graduate student Abhigyan Dasgupta under the supervision of our common advisor, Prof.

Robert Cousins. Together the two students wrote a detailed draft internal CMS Detector

Note DN-2017/019, reproduced below. Prof. Cousins also provided editing assistance, par-

ticularly in Section A.5. Abhigyan Dasgupta presented this work in a poster session [71] at

2017 European Physical Society Conference on High-Energy Physics (EPS-HEP), and wrote

a conference note for the Proceedings [72]. Christian Schnaible presented this work in a talk

at the the 2017 American Physical Society Meeting of the Division of Particles & Fields

(APS-DPF) [73].

Abstract of the Appendix

Among the many challenges to be brought by the high luminosities of the HL-LHC is the

impact of increased hit rates in the cathode strip chambers of the CMS endcap muon system.

These chambers are used for all levels of trigger as well as offline reconstruction. Neutrons

induce background hits via nuclear interactions and capture, followed by gamma emission

and (mainly) Compton scatter off electrons that subsequently ionize the chamber gas. This

note describes recent efforts to improve the understanding of such neutron-induced back-
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ground through detailed comparison of CMS pp collision data, Geant4 simulation, and the

response of CMS detectors placed in the CERN high-intensity gamma irradiation facility,

GIF++. Projections for the effect of such neutron-induced background hits on trigger and

reconstruction at the HL-LHC are described.

A.1 Introduction

The high-luminosity upgrade to the CERN LHC (HL-LHC) will bring not only increased

access to discovering new physics but increased background rates in CMS muon chambers

[15, 74]. This note focuses on the study of neutron-induced background hits in CMS endcap

cathode strip chambers (CSCs) due to their large active volume and forward placement

in CMS [75, 76]. Neutrons induce hits in CSCs by producing photons, via either nuclear

scattering or capture. These photons produce or scatter electrons, via Compton scattering,

the photoelectric effect, or pair production; this ionization can either corrupt hits from

desirable tracks in the event, or add extra background hits. This note describes efforts

to quantify and characterize the effects of this neutron-induced ionization through analysis

of Monte Carlo (MC) simulation of neutrons in CMS, as well as of CMS proton-proton

(pp) collision data. The results are tied to analyses of muon test beam data at the CERN

Gamma Irradiation Facility (GIF++), which allows us to study the effects of high background

radiation on CSC performance and project the effects of neutron-induced background at the

HL-LHC.

In minimum-bias pp collisions, forward hadronic interactions liberate neutrons from CMS

calorimeters, shielding, and various other detector structures. These neutrons can carry sev-

eral GeV or more of kinetic energy, propagating throughout the experimental cavern, detector

materials, and shielding. They lose kinetic energy through many scattering interactions over

the course of several milliseconds, and if not captured sooner, are eventually cooled to ther-

mal equilibrium with the cavern environment, carrying kinetic energies of around 0.025 eV

(300 K). There are three main processes by which neutrons lead to photons: inelastic scat-

tering, resonant capture on nuclei, and thermal capture on nuclei [77].
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Neutrons with several MeV of kinetic energy may scatter inelastically with detector and

shielding material, producing one or more photons. In addition to undergoing inelastic

scattering, neutrons may be captured by various nuclei, including iron, copper, and free

hydrogen, resulting in excited isotopes of the original capturing nuclei with energies typically

a few MeV greater than that of their ground states. The excited isotopes reach their ground

states by emitting one or more photons. Resonant capture occurs when the kinetic energy

of a neutron (typically of order keV) is such that the sum of the total neutron and target

nucleus energies matches the total energy of a discrete excited state of the final-state isotope.

For example, 56Fe has a resonant neutron capture cross section at a neutron kinetic energy of

1.1 keV [77]. Thermal capture occurs when neutrons have reached sub-eV thermal energies,

in a regime where the cross section for capture increases with decreasing neutron velocity.

Throughout this note, any reference to neutron capture refers to both thermal and resonant

neutron capture unless otherwise specified.

The photons produced from inelastic scattering and nuclear capture are typically of order

MeV in energy. Once produced, the photons can propagate inside the gas volume of a CMS

muon chamber where they predominantly scatter off electrons, but also produce electrons

via pair production and the photoelectric effect. These scattered electrons can ionize the

chamber gas and subsequently leave background hits.

Such hits contribute to aging of muon chambers as well as increased background rates.

This note focuses on the effect that these increased background rates have on muon triggering

and offline measurement and reconstruction of muons.

The identification of neutron-induced hits in CMS data is complicated by the fact that

data from a CSC is read out only if the CSC trigger electronics identify a potential muon

track (trigger primitive) in that CSC [78, 79, 80]. A muon leading to a trigger primitive can

induce other hits in the CSC via e.g. bremsstrahlung or delta rays, or be accompanied by

other charged particles from a jet in which the muon is embedded. Precision measurements

of the ionization charge are read out through the main CMS data acquisition (DAQ) system

only for a small fraction of the area of the CSC that is near the triggering muon, and are
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particularly vulnerable to hits from these extra particles. Thus, for most of the studies in

this paper, we use instead the diagnostic information for the whole chamber that is passed

to the DAQ by the trigger electronics (the so-called ”trigger path”). These trigger path data

are much less precise than the high-precision charge data read out by the main DAQ [81], but

since they include information from the entire chamber, they allow us to look for neutron-

induced hits in areas of the chamber that are further away from the triggering muon. With

various additional selection criteria, sufficient samples of neutron-induced hits are obtained

for detailed studies of rates in CMS, for comparison to simulated CMS data and GIF++

data.

Section A.2 is a brief overview of cathode strip chambers and the on-chamber trigger

electronics in the CMS detector. Section A.3 describes Geant4 simulation of pp collisions,

including neutron-induced hits. Section A.4 describes the selections we use to isolate a

sample of neutron-induced hits in CMS data. Section A.5 describes the procedure by which

we normalize our neutron-induced hits counts into hit rates. Sections A.6 and A.7 describe

studies of GIF++ data and CMS data from which we predict the effect of increased radiation

in HL-LHC-like conditions.

A.2 Cathode Strip Chambers in the CMS Detector

A.2.1 Cathode Strip Chambers and Trigger Electronics

The CSC system in the endcap muon detection system of CMS [79] contains 540 chambers

in the endcaps. Each endcap has 4 stations numbered from 1 to 4, and each station contains

two or three rings of chambers. A chamber is uniquely specified by a string of the form

ME±S/R/C, where ± refers to either the + or − endcap, S is the station number, R is the

ring number, and C is the chamber number, e.g. ME+1/1/36. Part of this notation may be

omitted when referring to groups of chambers; for example, we refer to ME1/1 or ME2/1

chambers, i.e. chambers in the innermost ring of the first or second stations, respectively, in

either endcap.
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Figure A.1: Diagram and principle of operation of a CSC endcap muon chamber in CMS
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The chambers in each station are arranged within a circle perpendicular to the z axis of

CMS, with the narrow end of their trapezoidal shapes closer to the beam line. Figure A.1

contains a diagram illustrating the principle of operation of a CSC. Each CSC is a multi-wire

proportional chamber consisting of 6 layers, with each layer lying in an r-φ plane of CMS.

Each layer contains an ionization gas layer consisting of 50% CO2, 40% Ar, and 10% CF4

in between a plane of copper cathode strips and a plane of anode wires. The strips extend

from the narrow end to the wide end, along the r direction, at constant z and φ coordinates;

the wires extend parallel to the narrow and wide ends, approximately along the φ direction,

at constant z and approximately constant r coordinates. The wires are spaced 2.5–3.5 mm

apart, arranged in groups of 5–16 mm (wire groups, or WG), and kept at a high voltage of

2900–3600 V with respect to the cathode strips.

A muon ionizes the gas, and the resulting electrons drift towards the wires, causing an

avalanche of charge that induces an opposite charge on the cathode strips. The notable

feature of a CSC is excellent position resolution in the φ direction achieved by precision

cathode charge readout and interpolation. A comparator network provides half-strip hit

position resolution at hardware trigger level. Cathode comparator hits give the layer and

half-strip position and anode wire group hits give the layer and wire group number. A

general digitized detector hit – a cathode strip hit or a wire group hit – is referred to as a

digi, and therefore the strip (or half-strip) number or wire group number may also generally

be referred to as a digi number. A digi may refer to a hit at trigger level or at offline level

[78, 81, 80].

As illustrated in Fig. A.2, the anode wire group hits and comparator half-strip hits are

transmitted to circuits that perform low-level local pattern recognition on the hits in the six

layers of a chamber. Candidate tracks from charged particles are identified separately in the

cathode strips and anode wires and then combined. Anode local charged tracks (ALCTs)

are formed by ALCT boards, which receive data for each plane from anode front end boards

(AFEBs). Cathode local charged tracks (CLCTs) are formed in two steps within the trigger

motherboard (TMB) from data transmitted by cathode front end boards (CFEBs). First,
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Figure A.2: Diagram of the CSC electronics system in CMS
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a set of loose requirements, for example on the number of layers hit, are applied to the

CFEB data. These are known as the pre-trigger, and a candidate track that passes these

requirements is called a pre-CLCT. Then, a set of tighter requirements are applied, and a

pre-CLCT that passes these requirements becomes a CLCT. The TMB also receives ALCTs

from the ALCT boards and combines coincidences of ALCTs and CLCTs to create local

charged tracks (LCTs). The CSC firmware has programmable requirements for the various

pattern recognition steps, e.g. for the number of layers hit, the spatial distribution of the hits,

the temporal distribution of the hits, and the time window for coincidence of the ALCTs

and CLCTs.

These trigger data, referred to as trigger primitives, are transmitted to the endcap muon

trigger system and also inserted into the DAQ stream via the DAQ motherboard (DMB).

For offline use, the DMB also reads out the high-precision analog-to-digital converter (ADC)

charge measurement for each cathode strip when the CSC trigger electronics receive and

accept a signal from the CMS Level-1 trigger. However, these ADC charge measurement

data are read only from CFEBs for which a pre-CLCT was formed, which constitute only a

fraction of a chamber. As noted above, muon-induced background hits make these data of

limited use in our current studies of neutron-induced hits.

When the TMB reads out data, both early and late detector hits with respect to the

triggering muon are inserted into the DAQ stream. Hit times with respect to the muon

are binned into 16 readout time bins of 25 ns each, with the muon usually inducing hits

in time bins 7 or 8. The chamber electronics can thus read out detector hits that occur

approximately 200 ns (8 time bins) before and after the muon hits.

A.3 Geant4 MC Simulation for Neutron Studies

A.3.1 Geant4 MC Simulation Setup

To better understand the basic nuclear interactions that may result in background hits in

CSCs, we turn to simulation. We used the Geant4 simulation package to privately simulate
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minimum-bias proton-proton (pp) collision events [82, 49, 83, 84]. To study neutron back-

ground effectively, a few specific modifications to the default CMS simulation configurations

were necessary [85].

• To accommodate the long lifetimes of the neutrons under study, we extended the

tracking time of all particles to 10 s.

• To accommodate the low energies of the neutrons under study, we removed any particle

energy thresholds where they existed.

• To properly model low-energy neutrons, we enabled a feature in the Geant4 thermal

neutron scattering routine that models nuclei at room temperature. The standard

Geant4 routine models the temperature of the nuclei in the detector at 0 K and as

a result artificially cools neutrons down to well below thermal energies. Figure A.3

displays histograms of the kinetic energy of neutrons just before their capture on a

nucleus, before and after the new feature was enabled. The dashed line is at 0.025 eV;

without the feature enabled, the low energy peak of captured neutrons is well below

thermal energies, whereas with it enabled, the low energy peak is at thermal energies.

• To retain all simulated electronics signals in simulated CSCs, we assigned simulated

hits produced after times longer than 200 ns a time of 200 ns in the CSC digitization

simulation module. This is to ensure that all hits from a single simulated pp collision

are retained, rather than just the hits that occur within the simulated detectors’ limited

time readout window of 400 ns.

Two versions of Geant4 neutron interaction packages are compared:

• HP: “High Precision” package that parametrizes existing experimental nuclear data

for neutron interaction cross sections

• XS: intended for CPU optimization, derived from HP by approximating detailed pa-

rameterizations in HP with averages

128



Energy [GeV]

16−10 15−10 14−10 13−10 12−10 11−10 10−10 9−10 8−10 7−10 6−10 5−10 4−10 3−10 2−10 1−10 1 10

C
ou

nt
s

0

50

100

150

200

250

300

Captured Neutron KE : XS (Thermal Scattering OFF)CMS Simulation Preliminary

Energy [GeV]

16−10 15−10 14−10 13−10 12−10 11−10 10−10 9−10 8−10 7−10 6−10 5−10 4−10 3−10 2−10 1−10 1 10

C
ou

nt
s

0

20

40

60

80

100

120

140

160

180

200

Captured Neutron KE : HP (Thermal Scattering ON)CMS Simulation Preliminary

Figure A.3: Histogram of neutron kinetic energy just before nuclear capture, (top) before

and (bottom) after enabling thermal treatment of detector nuclei. The dashed line indicates

0.025 eV. Before enabling the new feature, the low energy peak of captured neutrons is several

orders of magnitude below thermal energies; after enabling the feature, the low energy peak

is at thermal energies. Also visible are the resonant capture peaks on, for example, 56Fe, in

the keV range.
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A.3.2 Results from MC Simulation

In examining these simulated events, we find that each pp collision can lead to three broad

categories of neutron-induced hits:

• Hits on the time scale of 100 ns after the pp collision, induced by “fast” neutrons whose

energies have degraded over time to a few MeV and higher. The neutrons interact

inelastically with nuclei, giving some ionization from protons or nuclear fragments, but

primarily resulting in nuclear de-excitation photons that give rise to ionizing electrons,

primarily from Compton scattering.

• Hits on the time scale of severalµs after the pp collision, induced by neutrons whose

energies have degraded over time to a few keV of energy. The neutrons are resonantly

captured on various types of nuclei, also resulting in nuclear de-excitation photons that

give rise to ionizing electrons.

• Hits on the time scale of several ms or longer after the pp collision, induced by thermal

neutrons whose energies have degraded over time to be at thermal equilibrium with

the experimental cavern. The neutrons are captured on nuclei, also resulting in nuclear

de-excitation photons that give rise to ionizing electrons.

Figure A.4 displays plots of the final energy of simulated neutrons vs. the time (since

the pp collision) of the corresponding simulated detector hits (SimHits) in CSCs. The final

energy of the neutron refers to the energy of the neutron at the moment it gives rise to the

photon that eventually gives rise to the electron that produced the SimHit. Visible on the

top plot are the three populations of hits as mentioned above: two groups of red dots that are

hits induced by neutron captures; and blue dots that are hits induced by neutron inelastic

scatters. The bottom plot in Fig. A.4 shows the same quantities for all neutron-related

SimHits, including the photon-induced hits as well as hits from ions (green) and protons

(magenta).
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Figure A.4: Final energy of simulated neutron vs. the time since pp collision of simulated

detector hit, for hits in CSCs. Hits are induced by electrons that are produced from photons

that are produced from neutron capture or from neutron inelastic scattering. Red dots

indicate simulated hits induced by neutron captures, and blue dots indicate simulated hits

induced by neutron inelastic scatters. The top plot shows hits from photons only, coming

from inelastic scattering and nuclear capture; the bottom plot shows all neutron-related hits,

including those induced by protons and nuclear fragments, shown in magenta and green dots,

respectively.
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Figure A.5: r-z view of CMS cavern showing the locations of the specific neutron captures

that led to SimHits in the CSCs.

Since the time scales from when the neutrons are created to when neutron capture induces

hits are much longer than time scales of LHC bunch train gaps [15], hits occur in chambers

uniformly at all times during an LHC fill. In simulation, we distinguish hits from neutron

capture in CSCs from hits from prompt and fast neutrons by selecting the simulated hits

that occur after a sufficiently long time after the pp collision.

Figure A.5 is an r-z view of the CMS cavern showing the location of neutron captures

that lead to SimHits in the CSCs, each dot colored according to the capturing nucleus.

Neutrons are mainly captured on 56Fe (red), 63Cu (green), and free hydrogen (blue) within

the CMS endcap muon system, CMS calorimeters, and LHC shielding.

Of additional interest are the processes by which photons produce the electrons that

result in SimHits. Fig. A.6 is a histogram of the simulated photon energy emitted by nu-

clear de-excitations from both inelastic scattering and neutron capture that lead to SimHits,

stacked by the specific production or scattering process that created the electron responsible.

Photons that lead to SimHits predominantly have energies in the hundreds of keV to several
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Figure A.6: Stacked histogram of the final energy of simulated photons at the time they

produce simulated electrons that lead to simulated detector hits. The photons are categorized

by the process by which the electrons are created or scattered. The most common process

by which electrons that eventually lead to simulated hits are formed is Compton scattering.
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MeV, and the most common process that leads to SimHits is Compton scattering.

A.4 Selection and Isolation of Neutron-Induced Hits in CMS Data

To obtain a sample of events in pp collision data suitable for studying the neutron back-

ground, we first select events with Z boson candidates decaying to two opposite sign muons

from the SingleMuon dataset from Run 2016H, corresponding to approximately 9 fb−1 of

integrated luminosity. Events are chosen with at least two muons of opposite sign where the

muon leading in pT is required to have pT > 30 GeV, and the subleading muon is required to

have pT > 20 GeV. In addition, muon candidate tracks are required to have at least one hit

in the pixel detector, hits in at least six silicon-strip tracker layers, and matched segments in

two or more muon stations. To suppress non-prompt muons, the sum of the pT of charged

tracks within a cone of ∆R = 0.3 around the muon is required to be less than 10% of the

muon pT. Also, the muon is required to have a transverse impact parameter of less than

2 mm and a longitudinal distance of less than 5 mm with respect to the primary vertex. The

Z boson dimuon candidates are selected within an invariant mass window of 60–120 GeV.

This provides us with a sample of prompt muons with reduced hadronic activity near the

muon candidate. Finally, at least one of the muons is required to have passed through at

least one CSC, by requiring that an LCT in at least one CSC was matched to the muon

candidate track.

We then look for evidence of neutron-induced hits in cathode comparator half-strip hits

and anode wire group hits in the data of each CSC thus selected. To reduce potential muon-

induced contamination of our selection of candidate neutron-induced hits, we require that

there be exactly one LCT occurring in a one-sixteenth corner of a chamber and consider

only comparator half-strip or wire group hits occurring in the opposite half of the chamber

from the LCT. Figure A.7 displays an example diagram of a CSC with a muon (indicated by

the black arrow) passing through a chamber corner (shaded in red) and the corresponding

opposite half of the chamber (shaded in blue) where we look for hits. This ensures that any

potential muon-induced background is at least a quarter chamber spatially separated from
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µ

Figure A.7: Opposite half selection for neutron-induced hits in CSCs

the region of the chamber in which we search for candidate neutron-induced hits.

As a precise clarification of what is meant by a one-sixteenth corner and an opposite half,

an example definition of a chamber corner area is the overlap region between wire groups 1

through NWG/4 and comparator half-strips 1 through NHS/4, where NWG and NHS are the

total number of anode wire groups and comparator half-strips in a chamber, respectively.

The corresponding area for the opposite half of the chamber in which we search for candidate

neutron-induced wire group hits is the area defined by wire groups NWG/2 through NWG,

and similarly for candidate neutron-induced comparator half-strip hits is the area defined

by NHS/2 through NHS. All four definitions of a chamber corner and their corresponding

opposite halves are considered and used in this analysis.

Since the rate of trigger muons varies over the CSC system, the number of times we look

in each half-chamber varies for each half-chamber in the CSCs and with each event, and the

hit rates vary with luminosity. We introduce some rather tedious bookkeeping to compute

rates in the next section, with an indicator function used to specify when we look.
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Figure A.8: Histogram of bunch crossing number in a particular CMS data taking period

during LHC proton-proton collisions in 2016, showing the gaps of various sizes in the LHC

bunch structure.
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The LHC proton beam has 3564 bunch places, with a bunch spacing of 25 ns. Not

every bunch place has protons in it; rather, consecutive bunches of protons occur in trains,

separated by gaps [15]. Proton-proton collisions occur in CMS when bunches of protons cross,

called bunch crossings (BX). Figure A.8 is a histogram of the LHC bunch place numbers

that are filled with pp collisions taken during a high statistics run, displaying the LHC bunch

structure. In this run, trains with protons are exactly 48 bunches long and the trains are

separated by bunch gaps of 8 to 35 bunch places, with the final train followed by the LHC

abort gap of approximately 200 bunch places.

In each event read out by the CMS DAQ, anode wire hits are read out from CSCs in

16 time bins of 25 ns. As mentioned in Section 2, hits in time with the muon occur in the

middle of the readout window in time bin 8; time bins before time bin 8 then correspond to

earlier bunch places. Hits from these early-time time bins where the readout was triggered

by a muon from pp collisions in the first BX after a gap correspond to times within the

gap. That is, these hits occur during bunch places without any pp collisions. Thus, they

must arise from pp collisions from before the start of the gap (apart from the rare cosmic or

noise hit), and we attribute them to be neutron-induced hits from long-surviving neutrons,

i.e. from neutron capture. Events with muons that are triggered in the first few BXs after

a gap can also be used to identify neutron-induced hits as long as the early-time time bins

are early enough to occur within the gap.

Similarly, events with muons that are triggered at the end of a bunch train have late-time

time bins that correspond to times within the beginning of the next bunch gap. As the LHC

bunch trains often have 48 consecutive BX with collisions between gaps, for convenience we

consider only bunch trains that are exactly 48 BX long and that occur after gaps of at least

35 bunch places.

Figure A.9 is a 2D histogram of the CSC anode wire hits (intensity given by color code)

as a function of the number of bunch crossings after a gap on the y axis and the digi readout

time bin on the x axis. Both BX and time bins are 25 ns wide. Time bin 8 is in-time with

the muon that triggered readout of the chamber.
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The region bounded by the lower left red outlined triangle contains early readout time

hits in early bunch places, i.e. hits recorded near the end of an LHC bunch gap. This triangle

contains neutron capture induced hits with negligible contribution from cosmic muons. The

excess hits in readout time bin 0 contain hits from the previous bunch crossing due to

the length of electronic pulses and are therefore not considered. We use the time windows

selected within the lower left triangle as the final step in isolating neutron capture induced

hits.

The central red outlined rectangle is a region delineating early readout time hits in bunch

places contained completely within a bunch train. Hits from these bunch crossings contain,

in addition to neutron capture induced hits, hits induced by fast neutrons and hits in time

with pp collisions from other bunch crossings occurring in out-of-time readout time bins. The

upper right red outlined triangle is a region delineating hits in late bunch places, i.e. hits

recorded at the beginning of an LHC bunch gap. Hits from these bunch crossings contain not

only neutron capture induced hits, but also hits induced by fast neutrons (neutrons which

have not yet lost enough energy to be captured) that occur within a few bunch crossings of

a pp collision. Table A.1 summarizes the time windows for each of the three regions outlined

in Fig. A.9.

In summary, we select neutron capture induced hits in CMS data using the following

criteria:

• Triggering muons must be from Z →µµ candidates in SingleMuon Run 2016H

• Exactly one LCT must be in a one-sixteenth corner of a chamber

• Digis must be in the opposite half of the chamber from the LCT

• Digis must be found at early times in events occurring in the first few bunch places in

a train of size exactly 48 bunch places, after a bunch gap of at least 35 bunch places
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Figure A.9: 2D histogram of number of anode wire hits from CSCs in the inner ring of

the first station (ME1/1) of the CMS endcap muon system. The histogram is plotted as a

function of the chamber readout time bin, and of number of bunch crossings (BX) after an

LHC bunch gap of at least 35 BX in bunch trains that are exactly 48 BX in length. Hits in

readout time bin 0 are contaminated with an artifact of anode wire readout electronics and

are therefore not considered.
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Region BX After Gap Readout Time Bins

b T (b) NT (b)

Lower left triangle

(neutron capture only)

1 1–5 5

2 1–4 4

3 1–3 3

4 1–2 2

5 1 1

Total 2D bins in region 15

Central rectangle (neutron capture,

fast neutrons, and hits from pp

collisions)

12–40 1–5 5

Total 2D bins in region 145

Upper right triangle

(neutron capture and fast neutrons)

46 15 1

47 14–15 2

48 13–15 3

Total 2D bins in region 6

Table A.1: Enumeration of time windows used for each region in Fig. A.9, listed by digi

readout time bins and bunch places after the gap.
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A.5 Results and Comparison of CMS Data with MC Simulation

A.5.1 Computation of Neutron-Induced Hit Rates

With the selection of neutron-induced hits in CMS data as well as the understanding gained

from neutron simulation at CMS, we examine the local r and φ distributions of neutron-

induced hits within a given chamber type, as well as the neutron-induced hit rate for a

given chamber as a function of instantaneous luminosity [86, 42]. Directly comparing CMS

data and MC simulation requires careful normalization of the digi counts. This section

describes how the samples of neutron-induced hits obtained using the procedures discussed

in Section A.4 are normalized, and various neutron-induced hit rates are defined.

As discussed in Section A.4, neutron captures typically occur many bunch places after the

pp collisions that created the neutrons, so that, to a good approximation, neutron-induced

hits uniformly populate all bunch places in the LHC. Observation of early-time neutron-

induced hits during a particular triggering bunch crossing necessarily implies contributions

from many pp collisions in many previous bunch crossings at CMS. In the steady state of

approximately constant instantaneous luminosity, we can associate the aggregate number of

all neutron-induced hits to the aggregate number of all pp collisions, even though the pp

collisions are not uniformly spaced in time at CMS, having significant gaps between bunch

trains. This association is the basis for all our rate calculations.

Since we connect rates of neutron-induced hits to approximately constant instantaneous

luminosity, it is convenient to use the instantaneous luminosity as measured over a “lumi

section,” a time interval of data taking at CMS of about 23 s. We consider any changes in

instantaneous luminosity within a lumi section to be negligible. We further consider edge

effects from neutrons created during one lumi section but detected during another to be

negligible. (The effects on the two ends of the a lumi section tend to cancel in any case.)

As further discussed in Section A.4, the neutron-induced hits that we observe are a

random sample of the steady stream of hits, where the number of samples varies from half-

chamber to half-chamber within CMS and with each event, according to the selection criteria
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described. Thus, in order to normalize our neutron-induced hit rates, we keep track of the

number of times we look for hits in each half chamber as well as the steady state rate of pp

collisions at the times we look.

The bookkeeping accounts for each 2D bin in Fig. A.9, each readout time bin and bunch

place after the gap. The details are described in the next sections; here we define some

variables to be used.

Each ring specifies a different chamber type, represented by c. These chamber types

contain different numbers and sizes of wire groups and half-strips; we let d (for digi) represent

a particular wire group or half-strip within a given chamber type. The counts also vary with

the particular bunch place b after a gap and the particular readout time bin τ in which we

look.

A.5.1.1 Computation of Neutron Hit Rate in CMS Data

To determine the neutron-induced hit rate in CMS data, we count the number of selected

digis found in particular bunch places after a gap and particular time bins in one of the red

outlined regions in Fig. A.9. These regions consist of a set B of bunch places after a gap,

and a set T (b) of time bins for each particular bunch place b ∈ B after a gap. Table A.1

enumerates each of the bunch places after a gap considered in each region, consisting of a

bunch place set B, the set of time bins T (b) for each bunch place, and the total number of

time bins NT (b) for each bunch place. For all b not in the table, T (b) is the empty set.

We process our data as a series of DAQ events, as described in Section A.4. In the

following, “event” refers to a DAQ event, which corresponds to a trigger at a particular

bunch crossing leading to a complete readout of the detector. The event data of course

contains hits from many pp collisions, including (in the out-of-time time bins) hits from pp

collisions in other bunch crossings.

We formalize our notation for counting the number of neutron-induced digis in a some-

what tedious manner in order to help with the bookkeeping that follows for keeping track of
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the associated pp collisions.

Let NCMS
events be the number of events in the data set used; we let the index i run over the

events considered, so that i = 1, . . . , NCMS
events.

Let b(i) be the number of the bunch place after a gap for event i.

Then T (b(i)) is the set of time bins examined in event i, either the bins listed in Table A.1

for the region under study, or the empty set. (For example, if the region under study is the

“Lower left triangle”, then T (b(i)) is the empty set for b(i) > 5.)

A chamber type c represents multiple chambers in a ring; let cj represent the jth chamber

in chamber type c, and let Nc represent the total number of chambers of type c, so that

j = 1, . . . , Nc.

Let Ilook(i, cj, d) denote an indicator function representing whether or not we looked in

wire group or half-strip d of chamber j of chamber type c in event i. That is, Ilook(i, cj, d) is

1 whenever d is in a half chamber in which we looked in event i, and 0 otherwise.

Let Ihits(i, cj, d, τ) denote an indicator function representing whether or not a hit is present

in time bin τ of wire group or half-strip d in chamber j of chamber type c in event i. That

is, Ihits(i, cj, d, τ) is 1 whenever a hit was found, and 0 otherwise.

The product of the two indicator functions is 1 whenever we look for hits and find them.

For each event i, we sum the product of the indicator functions over the time bins examined

for event i, then over chambers of type c, and then further sum over events.

We thus obtain NCMS
hits (c, d), the number of digis found in the data set in the examined

time bins of chamber type c and wire group or half-strip d:

NCMS
hits (c, d) =

NCMS
events∑
i=1

Nc∑
j=1

∑
τ∈T (b(i))

Ilook(i, cj, d)× Ihits(i, cj, d, τ). (A.1)

As is evident, this sums over all chambers of type c. One may divide by Nc to get the average

number of hits in one chamber of type c.

We also formalize our notation for counting the number of pp collisions to be associated
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with the hits found. This is complicated by the varying luminosity (or equivalently, varying

pileup and/or fraction of LHC filled with bunches).

Given the association between the steady state number of pp collisions and the steady

state number of hits, the number of pp collisions associated with event i is given by the

mean number of pp collisions during the time interval in which we look. The time interval

in which we look in one time bin τ is the that of a time bin in the CSC readout, namely

25 ns. This is also the length in time of a bunch place in the LHC. Thus the associated

number of pp collisions in event i is given by the mean number of pp collisions per bunch

place, averaged over all bunch places at CMS (including empty bunch places), when event i

was acquired. The latter is a product of two quantities: the mean number of pp collisions per

bunch crossing Pi (also referred to as pileup) for event i, as reported by the CMS lumi group;

and the fraction of filled bunch places (bunch places that have bunch crossings), which we

call ffill, and which is approximately 0.62 for the data used in this analysis.

We let NCMS
pp (c, d) be the total number of associated pp collisions in the data set at wire

group or half strip d in chamber type c. It is the number of associated pp collisions, summed

over all events:

NCMS
pp (c, d) =

NCMS
events∑
i=1

Nc∑
j=1

∑
τ∈T (b(i))

Ilook(i, cj, d)× Pi × ffill (A.2)

As in Eq. A.1, this sums over all chambers of type c, and one may divide by Nc to get the

average for one chamber of type c.

The sum over τ in Eq. A.2 counts the same pp collisions more than once in an event i; this

is because we may look in more than one time bin, and the goal is to have a normalization

for each time bin, and hence for hits found.

Dividing Eq. A.1 by Eq.A.2, we obtain the number of hits per pp collision per wire group

or half-strip d in chamber type c:

hits per pp per d =
NCMS

hits (c, d)

NCMS
pp (c, d)

. (A.3)

To convert Eq. A.3 to a per area quantity, we divide by the area subtended by each wire
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group or half-strip d in a chamber type c, denoted Adigi(c, d). The neutron background hit

rate per pp collision per area at CMS is given by

hits per pp per area at d =
1

Adigi(c, d)

NCMS
hits (c, d)

NCMS
pp (c, d)

(A.4)

The average neutron background hit rate per area for the entire chamber type c is ob-

tained by summing Eq. A.3 over the set of possible wire groups and half-strips in a chamber

type, denoted D(c), and dividing by the chamber area ACSC(c):

hits per pp per area, avg over c =
1

ACSC(c)

∑
d∈D(c)

NCMS
hits (c, d)

NCMS
pp (c, d)

(A.5)

To convert Eqs. A.4 and A.5 to per time quantities, we choose a reference luminosity L0

and multiply by the mean pp collision rate per time at that luminosity, NCMS
pp /t. That is,

hits per pp per area per time at d =
1

Adigi(c, d)

NCMS
hits (c, d)

NCMS
pp (c, d)

NCMS
pp

t

∣∣∣∣∣
L0

(A.6)

and similarly for the number of hits in the entire chamber,

hits per pp per area per time, avg over c =
1

ACSC(c)

∑
d∈D(c)

NCMS
hits (c, d)

NCMS
pp (c, d)

NCMS
pp

t

∣∣∣∣∣
L0

(A.7)

We obtain the mean pp collision rate, NCMS
pp /t, via two related methods. In the first

method, we multiply the measured pp interaction cross section and the instantaneous lumi-

nosity:

NCMS
pp

t

∣∣∣∣∣
L0

= σpp L0 (A.8)

In the second method, we multiply the mean pileup P0 at a reference luminosity L0 by

the fill fraction ffill, and divide by 25 ns, the bunch spacing interval.
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NCMS
pp

t

∣∣∣∣∣
L0

=
ffill P0

25 ns

109 ns

s
. (A.9)

Both methods for measuring NCMS
pp /t should give the same answer if we use the same

cross section as used by the CMS BRIL group when computing pileup numbers. We favor

the second method of because it uses only quantities which are directly provided by the by

CMS BRIL.

In either case, the pp collision rate can in principle be scaled to other luminosities:

NCMS
pp

t

∣∣∣∣∣
L

=
NCMS
pp

t

∣∣∣∣∣
L0

L
L0

. (A.10)

Consistency checks are shown in Figs. A.10 and A.11.

Figure A.10 is a plot of the measured NCMS
pp /t vs. instantaneous luminosity via the second

method described above. In the plot, each black dot in the plot represents a single luminosity

section and the slope of this line corresponds to the pp interaction cross section, σpp. From

Fig. A.10 we read off the pp collision rate at any instantaneous luminosity. At the reference

luminosity 1034 cm−2 s−1, NCMS
pp /t ≈ 7× 108 pp/s.

Figure A.11 shows a plot of instantaneous luminosity vs. mean pileup. Each dot in the

plot represents a single luminosity section and is color coded according to the ffill for that

data taking period. Approximately 95% of the data collected corresponds to ffill = 0.62.

As a check that the two methods for calculating NCMS
pp /t are equivalent, lines are drawn

according to the ffill of various data taking conditions and the measured pp interaction cross

section [87, 88].

A.5.1.2 Computation of Neutron Hit Rate in CMS as a Function of Luminosity

The above hit rates per pp collision are independent of luminosity, and the per time rates

are with respect to a reference luminosity. In this section we check the implicit assumption

of linearity of rates with luminosity. We count the number of neutron hits, binned by the
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Figure A.10: Plot of NCMS
pp /t vs. instantaneous luminosity. Each dot denotes single luminos-

ity section.
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Figure A.11: Plot of instantaneous luminosity vs. mean pileup. Each dot denotes single

luminosity section and the color denotes the fraction of filled bunches, ffill, during which

that data were collected.
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luminosity of the event in which the triggering muon occurred, and normalize to the number

of times we look, binned by luminosity.

At the risk of confusion, we let L refer to a luminosity bin centered on L , and let

Ilumi(i,L) denote an indicator function representing whether or not event i occurred with a

luminosity within luminosity bin L. Then the computation of hit rates within lumi bins is

the same as in Eq. A.1, with the addition of an indicator function to specify the lumi bin.

We thus obtain NCMS
hits (c, d,L) the number of digis found in the data set in the examined

time bins of chamber type c and wire group or half-strip d, in lumi bin L:

NCMS
hits (c, d,L) =

NCMS
events∑
i=1

Nc∑
j=1

∑
τ∈T (b(i))

Ilook(i, cj, d)× Ihits(i, cj, d, τ)× Ilumi(i,L). (A.11)

The normalization for each lumi bin, NCMS
looks (c, d,L), is the sum of the number of times

we looked in the lumi bin as in Eq. A.2, without the factors counting pp collisions:

NCMS
looks (c, d,L) =

NCMS
events∑
i=1

Nc∑
j=1

∑
τ∈T (b(i))

Ilook(i, cj, d)× Ilumi(i,L). (A.12)

Then we can define rates similar to those defined in Eqs. A.3–A.5 that are functions of

luminosity:

hits per pp per d =
NCMS

hits

NCMS
looks

(c, d,L) (A.13)

hits per pp per area at d =
1

Adigi(c, d)

NCMS
hits

NCMS
looks

(c, d,L) (A.14)

hits per pp per area, avg over c =
1

ACSC(c)

∑
d∈D(c)

NCMS
hits

NCMS
looks

(c, d,L) (A.15)

To convert Eqs. A.14 and A.15 to per time quantities, we observe that each time we look

corresponds to a 25 ns time interval readout time bin, and also one bunch space. Therefore,

the neutron hit rate in chamber type c as a function of luminosity is simply Eq. A.15

multiplied by the conversion from time bin to ns:
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hits per pp per area per time, avg over c =
1

ACSC(c)

∑
d∈D(c)

NCMS
hits

NCMS
looks

(c, d,L)
time bin

25 ns

109 ns

s

(A.16)

A.5.1.3 Computation of Neutron Hit Rate in MC Simulation

In MC simulation, we identify the neutron capture induced hits in each simulated event by

the long time that is recorded since the pp collision of the event. In the rest of this section,

when we refer to hits or digis, we refer to those with late enough times to be identified as

being induced by neutron capture.

There is no need for a selection process as described for the CMS data (with LCTs in

a corner, etc). All digis in all chambers in all simulated events are examined. We again

invoke the approximation described in Sec. A.5 that we can associate the aggregate number

of all neutron-induced hits to the aggregate number of all pp collisions, even though the pp

collisions are not uniformly spaced in time at CMS. Thus we need not be concerned with

recording the hit-by-hit time bin of simulated hits, but rather work with totals and averages.

At CMS, this steady-state number of neutron-induced hits per pp collision at CMS,

measured in one time bin (25 ns), is the sum of hits induced by neutrons originating from all

previous pp collisions. A key point is that it is not necessary to attempt such a sum, which

would be awkward computationally. Rather, we note that this sum is equal to the sum of

all simulated neutron-induced hits (in all future time bins) coming from a single simulated

pp collision.

Let NMC
events be the number of simulated events considered.

Let NMC
hits (c, d) be the total number of hits in NMC

events at wire group or half-strip d (for digi)

in chamber type c. In analogy with Eq.A.1, we can write, using all hits in all times bins,

NMC
hits (c, d) =

NMC
events∑
i=1

Nc∑
j=1

∑
all τ

1 (A.17)
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As with data, this sums over all chambers of type c. One may divide by Nc to get the average

number of hits in one chamber of type c.

We let NMC
pp (c) be the normalization to pp collisions for this hit total. (We suppress the

argument d since unlike data, all wire groups and half strips are examined in every event.)

While one MC event corresponds to a single simulated pp collision, the sum over Nc chambers

in Eq. A.17 means that a factor of Nc is needed to consistently normalize, i.e.,

NMC
pp (c) = NMC

events Nc (A.18)

Then the number of hits per pp collision at d is then

hits per pp per d, MC =
NMC

hits (c, d)

NMC
pp (c)

(A.19)

As in data, we convert NMC
hits (c, d)/NMC

pp (c) to a per area quantity by dividing by Adigi(c, d).

The neutron hit rate per pp collision in MC simulation is thus given by:

hits per pp per area at d, MC =
1

Adigi(c, d)

NMC
hits (c, d)

NMC
pp (c)

(A.20)

and similarly for the number of simulated hits in the entire chamber,

hits per pp per area, avg over c, MC =
1

ACSC(c)

1

NMC
pp (c)

∑
d∈D(c)

NMC
hits (c, d) (A.21)

Finally, we convert Eq. A.20 and A.21 to per time quantities by choosing a reference

luminosity L0 and multiplying by the pp collision rate per time at that luminosity, NMC
pp /t:

hits per pp per area per time at d, MC =
1

Adigi(c, d)

NMC
hits (c, d)

NMC
pp (c)

NMC
pp

t
(A.22)

and

hits per pp per area per time, avg over c, MC =
1

ACSC(c)

1

NMC
pp (c)

∑
d∈D(c)

NMC
hits (c, d)

NMC
pp

t

(A.23)
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A.5.2 Results

Figures A.12 and A.13 display plots of neutron-induced wire group hit rate without nor-

malizing to pp collisions (as in Eq. A.16) vs. luminosity, for hits that occur at the end of

LHC bunch gaps (lower left triangle from Fig. A.9) and hits that occur during CMS pp

collisions (rectangle in Fig. A.9), for ME1/1 and ME2/1 chambers, respectively. We plot the

hit rate that is not normalized to pp collisions, a quantity that is a function of luminosity,

in order to see any potential linear dependence of hits vs. luminosity. Indeed, these plots

show a relationship that is linear to the eye and intercepts the origin. This suggests that

we have succeeded in isolating neutron capture induced hits, because contamination from

muon-induced background would result in a positive offset on the y axis. Fluctuations in

the data points are presumably due to changes in data taking conditions; however, the size

of the χ2/dof from the fit suggest that there are some systematic uncertainties that are not

understood.

Figures A.14 and A.15 display histograms of the neutron-induced wire group hit rate for

CMS data and MC, Eq.s A.6 and A.22, as a function of wire group number, in ME1/1 and

ME2/1 chambers, respectively. We plot the hit rates that have been multiplied by NMC
pp /t

for a reference luminosity of 1034 cm−2 s−1 so as to compare data and MC, as in Eqs. A.6

and A.22. Rates normalized to area and time for both MC simulation and CMS data are

shown, for both the XS and HP cross section libraries. The agreement is good to a factor

of 2, depending on chamber type. The agreement in the HP plot of ME2/1 is anomalously

good, presumably by chance.

In preliminary results in 2017 for the neutron induced hit rates, we incorrectly normalized

the number of hits we counted with respect to the number of pp collisions in CMS data.

Specifically in Eq. A.2, we omitted the fill factor, which changes the result for data by about

a factor of 0.62 with respect to MC simulation. In addition, the way we expressed the rates

per time was ambiguous and confusing; we trust that the current methodology is more clear.
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Figure A.12: Plot of hits per time per area as a function of luminosity as calculated in

Eq. A.16 for ME1/1 chambers, (top) for hits that occur at the end of LHC gaps (candidate

neutron capture induced hits) and (bottom) for hits that occur during pp collisions. The

red line is a linear fit constrained to go through the origin and fit over the central region of

luminosity.
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Figure A.13: Plot of hits per time per area as a function of luminosity as calculated in

Eq. A.16 for ME2/1 chambers, (top) for hits that occur at the end of LHC gaps (candidate

neutron capture induced hits) and (bottom) for hits that occur during pp collisions. The

red line is a linear fit constrained to go through the origin and fit over the central region of

luminosity.
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Figure A.14: Histogram of neutron capture induced anode wire hits per time per area for

CMS data (as calculated in Eq. A.6) and for MC simulation (as calculated in Eq. A.22) for

ME1/1 chambers for a reference luminosity of 1034 cm−2 s−1. CMS data are compared to

results from Geant4 (top) XS and (bottom) HP neutron interaction cross section libraries

in CMS MC simulation of minimum-bias proton-proton collisions at 13 TeV.
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Figure A.15: Histogram of neutron capture induced anode wire hits per time per area for

CMS data (as calculated in Eq. A.6) and for MC simulation (as calculated in Eq. A.22) for

ME2/1 chambers for a reference luminosity of 1034 cm−2 s−1. CMS data are compared to

results from Geant4 (top) XS and (bottom) HP neutron interaction cross section libraries

in CMS MC simulation of minimum-bias proton-proton collisions at 13 TeV.
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A.5.3 Neutron Hit Patterns

A neutron-induced electron that leaves hits in more than one strip or layer is potentially

more disruptive to reconstruction than one that leaves a single isolated hit. It is of interest

to see if the MC simulation reproduces digi patterns of single, double, and triple hits found

in CMS data. From the selected neutron digis, we consider contiguous clusters of at most

3 half-strips × 3 layers, i.e. φ-z patterns, and study patterns for both CMS data and MC

simulation.

Figure A.16 displays histograms of the neutron-induced hit φ-z pattern distribution for

CMS data and MC simulation. The x axis bin labels each show a representation of the

half-strip vs. layer pattern; the horizontal direction in each is half-strips, and the vertical

direction in each is layers. The sections of plots are colored by the number of hits in each

pattern; on the far left in green is the only 1-hit pattern, followed by all possible 2-hit

patterns in blue, and finally all possible 3-hit patterns in orange. The shaded histogram bins

indicate patterns that have comparators on adjacent half-strips on the same layer. Since

trigger electronics only report comparator hits on adjacent half-strips if they are in different

time bins, the occupancy of these patterns should be suppressed compared to patterns to

which they are otherwise geometrically similar. Comparing the shaded histogram bins in

Fig. A.16 to the unshaded histogram bins suggests that this is indeed the case.

The distribution of neutron-induced hit patterns is overwhelmingly single, isolated hits.

Both the occupancy of each pattern type and the relative ratio between singles, doubles,

and triples, as well as to each other, show rough agreement between CMS data and MC

simulation.
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Figure A.16: Distribution of candidate neutron capture induced patterns in (top) 2016 CMS

data and (bottom) CMS simulation. The patterns shown here are 1, 2, and 3-hit clusters

only. For each red 3×3 pattern, the horizontal direction represents cathode half-strips and

the vertical direction represents a layer in the CSC. The red boxes in a pattern indicate

the presence of a candidate neutron capture induced hit in a cathode half-strip and layer.

The shaded histogram bins correspond to patterns that are suppressed by CSC firmware

electronics.

A.6 Muon Test Beam Studies at GIF++

A.6.1 The GIF++ Experimental Setup

The CERN Gamma Irradiation Facility (GIF++) is located on the CERN Prévessin site

in the H4 beam line extracted from the Super Proton Synchrotron (SPS) [89]. The SPS

delivers a beam of 400 GeV protons on a fixed target, providing a charged particle beam
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of hadrons decaying to a beam primarily consisting of muons with a broad momentum

spectrum around 100 GeV. The facility includes a 13.9 TBq 137Cs gamma ray irradiation

source emitting primarily 662 keV photons with the means to attenuate the source over a

large range. Two CSCs (one ME1/1 and one ME2/1) are placed within the facility. This

setup is used for studying aging, gas gain, high-luminosity conditions, etc., in preparation

for the HL-LHC.

Level-1 Trigger Accepts (L1As) from muons, triggering chamber readout, can be produced

in one of two ways. The first way is by self-trigger, where L1As are produced by chamber

electronics forming Local Charged Tracks (LCTs) using coarsely correlated anode wire and

cathode strip hits. Variables under control in the experimental setup include the chamber

anode high voltage, the gamma ray source intensity (via attenuating filters, allowing a range

of intensities from fully open to nearly closed as well as completely off), and the firmware of

the controlling electronics, which defines various settings such as hit multiplicity thresholds.

The second way to produce L1As is by external trigger, where L1As are produced by the triple

coincidence of three scintillators in the beam: one upstream of the source, one downstream

of the source, and one that is mounted in the path of the beam just in front of the chambers.

The GIF++ data used in this note are externally triggered data taken during a muon test

beam over a large range of GIF++ source intensities with CMS-like firmware parameters,

and with a set of high voltages intended to equalize gas gain across all layers.

A.6.2 LCT Efficiency and RecHit Displacement at GIF++

To measure the LCT efficiency, we begin by counting the fraction f of L1As that have at

least one LCT within the area shadowed by the middle scintillator mounted in front of the

chambers. Due to issues of precisely defining the shadow and dealing with events with more

than one muon, we do not attempt to define an absolute efficiency. Instead, we define a

relative efficiency dividing the value of f taken at higher source intensities by the value

of f with the GIF++ source off, denoted foff. We estimate the scintillator area boundary

empirically using a position scatter plot of LCTs, and count those LCTs whose layer 3
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Figure A.17: Plot of LCT efficiency divided by the efficiency at minimum HV current (irra-

diation source turned off), for the (top) ME1/1 and (bottom) ME2/1 chambers at GIF++.

LCT efficiency is defined as the number of LCTs created within a scintillator shadow, di-

vided by the number of scintillator triggers received. As the source intensity is increased

(chamber anode HV current is increased), the LCT efficiency drops. The gray line indicates

an approximate equivalent HV current corresponding to design HL-LHC luminosity.
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half-strip and wire group number fall within this boundary. Figure A.17 displays plots of

the LCT relative efficiency, f/foff, as a function of chamber anode HV current induced by

increasing the GIF++ source intensity for the ME1/1 and ME2/1 chambers at GIF++. As

the gamma source intensity is increased, the number of photon-induced noise hits increases,

and the number of LCTs constructed decreases.

One possible cause for the loss of signal muon LCTs is the corruption of muon hits induced

by background. To understand the characteristics of hit corruption, we examine CSC event

displays such as in Fig. A.18. These event displays show wire group hits, comparator half-

strip hits, and strip ADC counts with the layer on the vertical axis and the digi number on

the horizontal axis. The color for the wire groups and comparators indicates the digi time

bin, while the color for the strip ADC counts indicates the ADC counts. The comparator

hit plot has an overlay in black rectangular outline of the LCT pattern that was used to

identify the LCT.

This particular event display illustrates a way that a photon-induced hit may cause loss

of LCTs, and consequently, loss of offline reconstructed segments. The display shows a

muon triggering readout and forming a 4-hit LCT, whose comparator pattern can be seen in

half-strips 9–13. The strip ADC counts show a large energy deposit that we attribute to a

photon-induced hit in strips 3–4 in layer 3. The corresponding comparator hit in half-strip 7

is shifted away from what would have been its correct position in approximately half-strip 11.

This results in what would have been a 5-hit LCT deteriorating to a 4-hit LCT. This ability

of photon hits to displace hits can in this way cause loss of LCTs as well as deterioration of

their quality.

Figure A.19 is a display of the corresponding offline reconstructed hits (RecHits) [90],

along with an overlay of the muon segment constructed from them. The RecHits that con-

tributed to the segment are shown in red. The shifted comparator hit and the photon energy

deposit resulted in a RecHit that was displaced to the left, resulting in its exclusion from

the segment. This directly results in a deterioration of segment reconstruction resolution.

Figure A.20 displays stacked plots of the fraction of reconstructed muon segments spa-
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Figure A.18: Display of an event collected during a muon test beam at the CERN Gamma

Irradiation Facility (GIF++) with a CSC from ME2/1, showing digitized detector responses:

anode wire (r coordinate) responses (wire group hits), cathode half-strip (φ coordinate)

responses (comparator half-strip hits), and cathode strip analog-to-digital-converter (ADC)

counts proportional to deposited charge. Each display is organized by the gas gap layer

and the strip or wire number in which the response occurred. The quantity A represents

the attenuating factor applied to the 13.9 TBq 137Cs gamma irradiation source and I is the

chamber anode wire HV current. This display illustrates a mechanism by which a photon

hit can displace a muon hit; the large amount of deposited charge seen at the left edge of

the ADC counts resulted in a corresponding shifted comparator hit.
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Figure A.19: Display of the same event as Fig. A.18, showing offline reconstructed detector

responses (RecHits), projected along the anode wire axis and the cathode strip axis (black

dots). Blue lines indicate the offline reconstructed muon segment created by a straight-line

fit to the red highlighted RecHits. This display illustrates a mechanism by which a photon

hit can displace a muon hit; the reconstructed hit in layer 3 was displaced and subsequently

excluded from the segment fit.
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Figure A.20: Stacked plot of fraction of offline reconstructed muon segments, categorized by

the number of reconstructed hits used to form them, vs. chamber anode HV current, for the

(top) ME1/1 and (bottom) ME2/1 at GIF++. As the source intensity is increased (chamber

anode HV current is increased), the fraction of good quality 6 hit segments decreases, while

the fraction of lower quality 3 hit segments increases. The white line indicates an approximate

equivalent HV current corresponding to design HL-LHC luminosity.
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tially closest to muon LCTs within the scintillator acceptance area, categorized by the num-

ber of hits used to form that segment, as a function of chamber anode HV current for the

ME1/1 and ME2/1 chambers at GIF++. The plot shows that the fraction of high quality

segments formed with 6 hits decreases as the source intensity is increased, while the fraction

of lower quality segments formed by 3 hits increases. This confirms that LCT loss can be

caused by a loss of hits, and demonstrates the mechanism by which neutron-induced hits

can potentially disrupt CSC detector performance.

A.7 Charge per Hit Studies at GIF++ and in CMS Data and

Simulation

As discussed in Section A.6, the GIF++ facility allows us to study the performance of

CSC online and offline reconstruction under conditions that potentially correspond to the

radiation environment expected at the HL-LHC. To investigate the correspondence between

GIF++ source intensity and LHC instantaneous luminosity, we examine the CSC anode HV

current as measured by an ammeter in the CSC HV power supply (HVPS) of both CSCs at

GIF++ and for similar chamber types at CMS.

Differences in radiation environments produced from the GIF++ source and from LHC

pp collisions necessitate understanding the validity of using anode HV current for the corre-

spondence between GIF++ and CMS. As noted in Section A.6 above, GIF++ photons are

emitted with a maximum energy of 662 keV by the 137Cs source, and the resulting ionizing

electrons are primarily from Compton scattering and the photoelectric effect. In contrast,

photons originating from the neutron background in CMS can carry up to several MeV in

energy and thus, in addition to more energetic electrons from Compton scattering and the

photoelectric effect, ionizing electrons and positrons can arise from pair production. Because

of these differences and to explore any others, we measure the charge/hit of background hits

that are expected to be the dominant source of charge in the anode HV current by measuring

the ratio of the anode HV current to the anode wire group hits/s in both CMS data and
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GIF++ data.

A.7.1 Computation of charge/hit from CMS data

A.7.1.1 ME1/1

To calculate charge/hit in ME1/1 chambers using CMS data, we take the ratio of the mea-

sured HV current ( charge/s) and the anode wire group hits/s. Each of the measured HV

current and anode wire group hits/s are calculated at a fixed reference luminosity intended

to be representative of a typical measured values of the HV current and hits/s. We choose

1034 cm−2 s−1 as the reference luminosity.

We use anode HV current data collected by the HVPS and stored in an external database

during LHC fills to calculate the HV current at the reference luminosity, which we refer

to as the reference HV current. We read the HV current data offline from the database

and correlate each HV current measurement by time to the corresponding measured LHC

luminosity. In ME1/1 chambers, each layer constitutes an HV channel. We retrieve the

HV current measurements for all ME1/1 HV channels, for all LHC fills during data taking

period Run 2016H. We then study plots of anode HV current vs. luminosity and attempt to

calculate the reference HV current by performing a two-parameter linear fit to the data and

reading off the value of the fit at 1034 cm−2 s−1.

However, since the HVPSs for the ME1/1 chambers at CMS are known to measure

a non-zero offset of HV current at zero luminosity, some adjustment of the HV current

is necessary. In addition, in some ME1/1 HV channels, the HVPS can produce very noisy

measurements of the anode HV current, resulting in data that are inconsistent with a straight

line fit. Figure A.21 displays three plots of anode HV current vs. luminosity. The top plot

is an example of a well-behaved ME1/1 channel that does not have an offset in the vertical

intercept, so that we can use it to calculate the reference HV current. The middle plot is an

example of ME1/1 channels that have a large offset of 0.46µA that needs to be corrected

when calculating the reference HV current. The bottom plot is an example of a noisy HV
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Figure A.21: Plot of anode HV current vs. LHC luminosity with a two-parameter linear

fit for (top) a well-behaved ME1/1 channel, (middle) an ME1/1 channel with a large fitted

offset, and (bottom) a noisy ME1/1 channel.
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channel where the HVPS reads out hundreds of values of the HV current within a short

period of time where the measured values oscillate between two values separated by 0.6µA

and is not consistent with the model of a straight line fit.

To avoid problems such as large offsets and many oscillating values, we scanned through

all 432 ME1/1 HV channels in LHC fill 5394. We selected what we thought were the best

channels, similar in appearance to the top plot in Fig. A.21, based on fit χ2, number of

degrees of freedom, and our own judgment. We applied this list of 157 (out of 432 possible)

selected channels for use in all other LHC fills considered. We considered a total of 23 fills

in this study.

Figure A.22 is a histogram of reference HV current values at the reference luminosity

from hand-selected channels with the offset required to be less than ±0.1µA. To obtain

one characteristic HV current value for each fill, we take the average of the plus and minus
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endcaps. Then to combine the measurements over all fills, we take the average of the HV

currents in each fill during Run 2016H, with each fill weighted by its integrated luminosity.

The averaged HV current is then multiplied by 6 because each CSC chamber has six HV

channels (one per chamber layer) which operate independently. The resulting total ME1/1

chamber HV current is

IME1/1 = 11.3µA (A.24)

at the reference luminosity.

To obtain the reference rate of anode wire group hits, we start by calculating the values

of the hits/s at the reference luminosity 1034 cm−2 s−1 from the slopes of one-parameter linear

fit to plots of hits/s vs. luminosity in Fig. A.23. The top plot in Fig. A.23 is the ME1/1

wire group hits/s vs. LHC luminosity (from Eq. A.7 but without the 1/ACSC factor) for wire

group hits that occur in LHC bunch gaps (lower left triangle from Fig. A.9); the bottom

plot is the same but for wire group hits that occur during pp collisions (middle rectangle

from Fig. A.9). The reference rate of anode wire group hits/s is sum of the hit rates of hits

occurring in LHC gaps, HLHC gap, and during LHC bunch trains, Hpp-coll, weighted by the

LHC bunch fill fraction, ffill = 0.62,:

HWG-ME1/1 = ffill Hpp-coll + (1− ffill) HLHC gap

= 0.62 10.1× 106 hits/s + 0.32 2.5× 105 hits/s

= 7.2× 106 hits/s.

(A.25)

The charge/hit is then calculated by dividing the anode HV current by the anode wire

group hits/s:

charge/hit = IME1/1/HWG-ME1/1 = (11.3µA)/(7.2× 106 hits/s) = 1570 fC/hit. (A.26)
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Figure A.23: Plot of ME1/1 wire group NCMS
hits /t vs. LHC luminosity with a one-parameter

linear fit for hits that occur (top) during LHC bunch gaps and (bottom) during pp collisions.
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Figure A.24: Plot of current vs. luminosity for ME+2/1/04 layer 5 for HV Segment (top) 1,

(middle) 2, and (bottom) 3, with a two-parameter linear fit. The least count of approximately

0.1µA is most evident in HV segment 3.
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A.7.1.2 ME2/1

ME2/1 chambers each have 18 independent HV channels. Each of a chamber’s six layers is

divided into three HV segments: one HV segment, through which passes the highest current,

is close to the beam line; one HV segment, through which passes a lower current, is in the

center of the chamber; and one HV segment, through which passes the lowest current, is at

the end of the chamber furthest from the beam line. Figure A.24 displays plots of the anode

HV current vs. luminosity for a representative example of ME2/1 chambers, ME+2/1/04

Layer 5, for all three HV segments.

We start by calculating the rate of wire group hits in ME2/1 for the full chamber in

the same way as ME1/1. Figure A.25 displays plots of the rate of ME2/1 wire group hits

second for hits occurring at the end of LHC bunch gaps and during pp collisions with a

one-parameter linear fit through the origin. The slopes are again used as the reference hit

rate and are combined according to Eq. A.25. This gives an estimate of the hit rate in hits/s

for ME2/1, denoted as HWG-ME2/1.

We then count the number of hits that occur within each HV segment. This number

divided by the total number of hits in the chamber is the fraction of hits fME2/1-s that occur

in each HV segment, where s =1, 2, or 3 for each HV segment. The boundaries of HV

segments are visible in Fig. A.26 as dips in the occupancy plot at wire groups 45 and 81. HV

segment 1 is taken as wire group numbers 1–45, HV segment 2 as 46–81, and HV segment

3 as 82–112. Table A.2 reports the hit fractions calculated from Fig. A.26. The rate of wire

group hits in each HV segment at the reference luminosity is then obtained by multiplying

the hit fraction for each HV segment to the full ME2/1 rate of wire group hits,

HWG-ME2/1-s = fME2/1-s HWG-ME2/1. (A.27)

These hit rates are also reported in Table A.2.

The next step we take is to convert the luminosity values of all points in Fig. A.24 to
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Figure A.25: Plot of ME2/1 wire group NCMS
hits /t vs. LHC luminosity for hits that occur (top)

during LHC bunch gaps and (bottom) during pp collisions, with a one-parameter linear fit.
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Figure A.26: Plot of anode wire group NCMS
hits (d)/t that occur during pp collisions in ME2/1.

HV segment 1 is wire group numbers 1–45, HV segment 2 is wire group numbers 46–81, and

HV segment 3 is wire group numbers 82–112.

fME2/1-s HWG-ME2/1-s [hits/s]

ME2/1 - 6.3×106

ME2/1 S1 0.63 3.9×106

ME2/1 S2 0.25 1.5×106

ME2/1 S3 0.12 0.8×106

Table A.2: Values of wire group hit fraction and hit rate in each ME2/1 HV segment
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equivalent hits/s. To do this, we multiply the luminosity value of each point, denoted L, by

the hits/s at 1034 cm−2 s−1, HWG-ME2/1-s, in each HV segment.

hits/s = L ×HWG-ME2/1-s (A.28)

This transformation from luminosity to equivalent hits/s gives us the HV current as a

function of hits/s in each ME2/1 segment individually. Figure A.27 displays example HV

current vs. hits/s for ME+2/1/04 Layer 5 and Layer 6.

At CMS, the non-ME1/1 chambers use a different HVPS system than the ME1/1 cham-

bers. When the non-ME1/1 HVPS were commissioned in CMS, each HV channel in the

non-ME1/1 chambers was independently calibrated from each other. As a check of this,

we study plots of current vs. luminosity and we verify that it is not necessary to correct

for fitted offsets when computing the fitted reference current values. However, we observe

that for some non-ME1/1 chambers, there are layer-by-layer differences in current in a given

chamber and given LHC fill at the same hit rate. Figure A.27 displays example HV current

vs. hits/s plots for ME+2/1/04 Layer 5 and Layer 6. The top plot (Layer 5) shows that

when different HV segments in the same chamber have similar hits/s, they do have similar

HV currents. However, for some channels, a noticeable jump is observed in the HV current

at similar hits/s, as in the bottom plot (Layer 6). This discrepancy might be caused by

some amount of miscalibration of the HVPS conversion of ADC to µA. To avoid channels

with possible miscalibration, we scan through plots of HV current vs. hits/s for all layers

of ME2/1 chambers and search for subjectively defined smooth transitions in HV current

and hits/s between each segment.

We then calculate charge/hit by dividing the y axis value (HV current) by the x axis

value (hits/s) of each data point in the HV current vs. hits/s plots for all three HV segments

in each selected chamber layer. Each charge/hit value is collected into a histogram for each

LHC fill during run period H of 2016. One entry in this histogram is a single data point

from plots of HV current vs. hits/s in chamber layers that pass our selection. Figure A.28

is an example of the charge/hit histogram of selected chamber layers for each HV segment
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Figure A.27: Plot of HV current vs. hits/s for a ME2/1 layer (top) with smooth transitions

in current and hits/s between HV segments and (bottom) Plot of HV current vs. hits/s for a

ME2/1 layer with a jump in HV current and hits/s between HV segments 1 and 2. Segment

1 is in blue, segment 2 is in green, and segment 3 is in red.
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Figure A.28: Histogram of values of charge/hit in fC in ME2/1 for LHC Fill 5394.
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for LHC Fill 5394. (Fill 5394 was used to determine the selection of good ME2/1 layers.)

HV segment 1 is the blue histogram, HV segment 2 is the green histogram, and HV segment

3 is the red histogram. HV segment 3 is bi-modal because at very low HV current (less

than approximately 0.6µA) the HV current ADC least count of approximately 0.1µA is the

dominant source of uncertainty which causes measured values of the HV current to fluctuate

between the two closest least count values.

To obtain a charge/hit value in each fill and HV segment, we use the mean of each of

the charge/hit histogram. Then finally, just as the HV current measurements in ME1/1

were combined, the charge/hit for each HV segment in each LHC fill is averaged with a

weighting according to the integrated luminosity of each fill considered. For HV segment 3

this procedure gives a 4% larger charge/hit than by computing the ratio of the HV current

averaged over fills and the hits/s from Table A.2.

A.7.2 Computation of charge/hit from GIF++ data

At GIF++, the charge/hit for background hits is obtained by measuring the anode HV

current and the rate of early time anode wire groups hits in externally triggered data at

each source attenuation. Figure A.29 displays plots of the measured anode HV current as

a function of the total number of anode wire group hits that occur in readout time bins

1–5 for the ME1/1 and ME2/1 chambers at GIF++ respectively. Each dot represents a

single source attenuation, where the lowest source intensity yields the lowest HV current

and lowest background hits/s, and increasing the source intensity also increases the HV

current and anode wire hits/s roughly linearly. The slopes of the fitted lines represent the

measured charge/hit of each CSC. For ME2/1, only the first 8 points are used to calculate

the slope, because at higher source intensities, the high HV currents passing through the

internal resistance result in a non-negligible drop in the HV at the anode wire.
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Figure A.29: Plot of anode HV current vs. hits/s at GIF++ for (top left) ME1/1 and ME2/1

HV segment (top right) 1, (bottom left) 2, and (bottom right) 3.

179



Charge/Wire Hit [fC]
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

C
ou

nt
s/

50
 fC

0

20

40

60

80

100

120
Mean: 1417 fC

CMS Internal Charge per WireHit, ME1/1

Charge/Wire Hit [fC]
0 500 1000 1500 2000 2500 3000 3500 4000 4500 5000

C
ou

nt
s/

50
 fC

0

100

200

300

400

500
Mean: 1358 fC

CMS Internal Charge per WireHit, non-ME1/1

Figure A.30: In simulation of CMS data, histogram of the avalanche charge per simulated

wire hit for (top) ME1/1 and (bottom) non-ME1/1 chambers
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[fC/hit] CMS GIF++ MC

ME1/1 1570 3780 1360

ME2/1 S1 3451 4010 1420*

ME2/1 S2 3274 3720

ME2/1 S3 3166 3890

Table A.3: Values of charge/hit in ME1/1 and each HV segment of ME2/1 in units of fC/hit.

All non-ME1/1 chamber charge/hit were observed to be similar. Therefore, the charge/hit

was measured by averaging all non-ME1/1 chambers; the * in the ME2/1 MC charge/hit

measurements indicates this.

A.7.3 Computation of charge/hit from CMS simulation

In the HP neutron simulation as described above, each simulated wire hit can be associated

to a quantity of simulated avalanche charge produced from the gas ionization. Figure A.30

displays histograms of the simulated avalanche charges for ME1/1 and non-ME1/1 simulated

wire hit. We take the mean of these histograms of total avalanche charge per simulated wire

hit as a measure of charge/hit in MC simulation for neutron-induced hits.

A.7.4 Comparison of charge/hit

Table A.3 is the collection of all charge/hit calculations in units of fC/hit for ME1/1 and

ME2/1 for CMS data, GIF++ data, and CMS simulation.

To summarize the results:

• ME1/1 charge/hit at GIF++ is roughly a factor of 2.5 higher than at CMS

• ME1/1 MC charge/hit matches ME1/1 charge/hit at CMS within 15%

• ME2/1 charge/hit is a factor of 2–3 higher than ME1/1 charge/hit at CMS

• ME2/1 charge/hit at GIF++ is 20–30% higher at GIF++ than at CMS

• ME2/1 MC charge/hit is roughly 2–2.5 lower than ME2/1 charge/hit at CMS
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These results are important for reconstruction studies, where the total hits/s is the

strongest indicator of trigger and software performance. This means that at equal hits/s

for CSCs at GIF++ and CMS (effects on muon reconstruction are roughly the same), the

HV current will differ by the same amount as charge/hit. So, when using HV current for cor-

respondence between GIF++ source intensities and ME1/1, these results at face value imply

that at an equal hits/s the chamber at GIF++ will have a factor of 2.5 larger HV current than

chambers in CMS. Similarly, for the ME2/1 chamber correspondence, the ME2/1 at GIF++

will have a 20–30% larger HV current than the chambers in CMS assuming an equal hits/s

(depending on HV segment). However, further understanding of possible mis-calibration of

HV current ADC to µA conversion is necessary in the calculation of ME2/1 charge/hit.
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Reference [85] contains brief a history of the measurement of the neutron background in

CMS with links to previous work done dating back to 1994.
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