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## CHAPTER 1

## Introduction

We consider tilings on the integer lattice, where tiles are finitely many closed unit squares glued together along edges. A tiling is a collection of translated copies of tiles that are pairwise disjoint in their interior. The tiled region is the union of the tiles in the tiling.

### 1.1 Tiling simply connected regions with rectangles

Tiling finite regions in the plane with a pair of horizontal and vertical bars is NP-complete [BNRR95, as long as one bar has length at least 3. On the other hand, for any pair of two rectangles, there is a quadratic time algorithm (in the area of the region) for deciding the tileability of simply connected regions by these two rectangles [Rém05]. This is in sharp contrast to the fact that even tileability by bars of length 3 is NP-complete for regions which have holes, and may suggest that simple connectivity plays a crucial role in the complexity of finite tilings.

One very natural question to ask is whether the quadratic time algorithm for simply connected regions extends to the case for more rectangles. In Chapter 2, we construct a finite set $\mathbf{R}$ of rectangles such that tileability of simply connected regions with $\mathbf{R}$ is NP-complete. We perform this construction in two steps. First, we create a set of tiles whose corresponding tileability question for simply connected regions is NP-complete (Lemma 2.3.2). This is done using a reduction from a variant of the boolean satisfiability problem known as Cubic Monotone 1-In-3 SAT. We then prove a general reduction lemma (Lemma 2.3.3) that creates a set $\mathbf{R}$ of rectangles from a set $\mathbf{T}$ of tiles and provide a corresponding transformation
of the regions so that tileability of the given region by $\mathbf{T}$ is equivalent to the tileability of the transformed region with $\mathbf{R}$. Combining the two results, we get a set of at most $10^{6}$ rectangular tiles whose tileability problem for simply connected regions is NP-complete (Theorem 2.1.1). Along the way, we also show that the associated counting problem is \#P-complete (Theorem 2.1.2).

Chapter 2 consists of material in PY11 and the sketch of (iii) $\Rightarrow$ (ii) in the proof of Lemma 2.3.1, which is taken from the appendix of Yan12].

After PY11 was written, the bound of $10^{6}$ is subsequently reduced to 117 by a series of ideas that build on top of each other. The first is a simplification of the tiles based on a suggestion by Günter Rote, which reduces the number to at most 20808. The second is inspired by a question from Alex Fink and improves the general bound in the reduction lemma. This leads to a set of at most 353 rectangles such that the corresponding tileability problem for simply connected regions is NP-complete. Finally, some ad-hoc optimizations lead to the promised bound of 117 rectangles. These improvements are detailed in Chapter 3 and have not appeared elsewhere.

### 1.2 The complexity of generalized domino tilings

As mentioned above, for tilings by a horizontal and a vertical bar in the plane, tileability is known to be NP-complete in general, except when both bars have length two ("dominoes"). Tiling by dominoes is a matching problem and thus can be solved in polynomial time. While computing the number of matchings is classically \#P-complete Val79b, the number of domino tilings in the plane can be computed in polynomial time (see e.g. [Ken04, LP09]).

In Chapter 4, we consider two higher-dimensional analogues of these problems. One way to think of a domino is a pair of adjacent hypercubes. Tiling with these dominoes, even in higher dimensions, correspond to matching problems, and thus can still be solved in polynomial time. However, the counting problem is \#P-complete and remains so even when considering only contractible regions (Theorem 4.1.4).

We also consider slabs, halves of hypercubes of side length 2 , which are also dominoes in the plane. For this generalization, we are able to prove both NP-completeness and \#Pcompleteness for tiling by slabs. Similarly, these results hold for contractible regions alone as well.

The proofs involve embedding the problem of counting perfect matchings in cubic bipartite graphs (which is \#P-complete) and 1-IN-3 SAT (which is NP-complete and \#Pcomplete) as higher-dimensional domino and slab tilings, respectively. We then modify the regions constructed in these reductions to obtain contractibility without introducing new tilings. One of the goals is to show that even though simply connected regions are much simpler to tile in the plane, as seen in the examples mentioned above, simple connectivity (and even contractibility) do not play major roles in tilings of higher dimensions. Indeed, methods such as augmentation (see Subsection 4.8.5) are readily available.

Chapter 4 is a copy of PY12.

### 1.3 Rectangular tileability and complementary tileability are undecidable

Considering decidability for infinite problems is as natural as computational complexity for finite problems. One such question is whether a given set of tiles can tile some rectangular region. Even though the tiling is finite, the size of the smallest such witness might grow without bound. Indeed, it is shown in Chapter 5 that this is the case, and the existence of a tileable rectangle is undecidable. This is proved by embedding the undecidable Post Correspondence Problem. Moreover, the result holds even if the number of tiles is bounded to be at most 19. The problem is decidable if we are limited to a single tile (with translated copies). However, it is unknown what happens for a single tile and its isometric copies.

Another way to obtain undecidability is to tile infinite regions. It is known that tileability of the infinite plane is undecidable with the set of tiles as the input [Ber66]. One could reverse
the question by fixing the set of tiles while varying the infinite region. To phrase the infinite region as a finite input, one could consider tiling of cofinite regions or tiling infinite regions with periodic boundaries. These are considered in sections 5.4 and 5.5 , respectively, and are indeed undecidable.

Tileability of a finite region is a finite problem, and signed tileability is well understood by algebraic methods (see [Pak00]). Therefore it may be of interest that augmentability of finite regions, an intermediate concept between tileability and signed tileability, is undecidable. This is demonstrated in Section 5.6.

The material in Chapter 5 appears in Yan12] with minor additions as promised in the paper. In particular, the proofs of Lemma 5.5.1 and Theorem 5.5.2 have been expanded, and the theorem and its proof in Subsection 5.7.7 are newly added.

### 1.4 Turing machines, cellular automata, and related conjectures

Proofs in Chapter 5 frequently call upon the emulation of Turing machines by tiles. This classical technique is outlined in Chapter 6, followed by an application to demonstrate the (computational) power of tiles from a philosophical standpoint.

In the same vein, emulation of cellular automata by tiles is described in Chapter 7. A more involved construction shows that tiles can be emulated by cellular automata as well. By using a suitably strong form of universality of cellular automata, the number of rectangles needed in Chapter 2 can be decreased. Indeed, some corollaries of open conjectures regarding cellular automata are sketched. In particular, if a specific cellular automaton is shown to be (intrinsically) universal, then the number of rectangles needed in Theorem 2.1.1 is reduced to 51 .

Finally, in Chapter 8, two number theoretic conjectures are stated. If solved, these would lead to more improvements on the number of rectangles. In particular, if the claims are proved, the bound for the number of rectangles is further reduced to 8. That is, one
would obtain a set of 8 rectangles such that the corresponding tileability of simply connected regions is NP-complete.

Except for the paragraph before Lemma 6.1.1, which is adapted from the appendix of [Yan12], the remainder of Chapters 6, 7, and 8 are newly written.

## CHAPTER 2

## Tiling simply connected regions with rectangles

In BNRR95], it was shown that tiling of general regions with two rectangles is NP-complete, except for a few trivial special cases. In a different direction, Rémila Rém05 showed that for simply connected regions by two rectangles, the tileability can be solved in quadratic time (in the area). We prove that there is a finite set of at most $10^{6}$ rectangles for which the tileability problem of simply connected regions is NP-complete, closing the gap between positive and negative results in the field. We also prove that counting such rectangular tilings is \#P-complete, a first result of this kind.

### 2.1 Introduction

The study of finite tilings is a classical subject of interest in both theoretical and recreational literature Gol65, GS87. In the tileability problem, a finite set of tiles $\mathbf{T}$ is fixed, and a region is an input. This problem is known to be polynomial in some cases, and NP-complete in others (see [Pak03]). Over the years, the hardness results were successively simplified (in statement, not in proof), with both sets of tiles and the regions becoming more restrictive. This chapter is a new step in this direction.

In [BNRR95], it was shown that tiling of general regions with two bars is NP-complete, except for the case of dominoes. In a different direction, Rémila Rém05] (building on the ideas in KK92, Thu90]), showed that for simply connected regions and two rectangles, the tileability can be solved in quadratic time (in the area). The following theorem closes the gap between these polynomial and NP-complete results.

Theorem 2.1.1 (Main Theorem) There exists a finite set $\mathbf{R}$ of at most $10^{6}$ rectangular tiles, such that the tileability problem of simply connected regions with $\mathbf{R}$ is NP-complete.

Our proof of the Main Theorem is split into two parts. In the first part, we use the language of Wang tiles to reduce the Cubic Monotone 1-in-3 SAT problem, known to be NP-complete, to the T-tileability of simply connected regions with Wang tiles. In the second part, we reduce Wang tileability to tileability with rectangular tiles. Both our reductions are parsimonious and are used to prove that counting the number of tilings of simply connected regions is also hard, via reduction from 2SAT.

Theorem 2.1.2 There exists a finite set $\mathbf{R}$ of at most $10^{6}$ rectangular tiles, such that counting the number of tilings of simply connected regions with $\mathbf{R}$ is \#P-complete.

Although \#P-completeness is known for tilings of general regions with right tromino and square tetromino MR01, nothing was known for tilings with rectangles. We refer to Section 2.7 for the history of the problem, references, and further remarks.

### 2.2 Definitions and basic results

### 2.2.1 Polyomino tiles

Consider the integer lattice $\mathbb{Z}^{2}$ as a union of closed unit squares with pairwise disjoint interiors. A region is a finite union of such unit squares such that the interior is connected. A (polyomino) tile is a finite simply connected region.

A tileset $\mathbf{T}$ is a collection of tiles. Given a region $\Gamma$ and a tileset $\mathbf{T}$, a $\mathbf{T}$-tiling of $\Gamma$ is a union of translated copies of tiles from $\mathbf{T}$ with pairwise disjoint interiors covering $\Gamma$. If a region admits a $\mathbf{T}$-tiling then it is $\mathbf{T}$-tileable. We may simply say tiling and tileable when $\mathbf{T}$ is understood. Consider the following decision problems regarding tileability:

## Simply Connected Tileability

Instance: Simply connected region $\Gamma$, finite tileset $\mathbf{T}$.
Decide: Whether $\Gamma$ is T-tileable?

## Simply Connected T-Tileability

Instance: Simply connected region $\Gamma$.
Decide: Whether $\Gamma$ is T-tileable?
An input region can be given by the (finite) union of the squares it contain. The following is one of the early NP-completeness results [GJ79].

Theorem 2.2.1 If both region $\Gamma$ and tileset $\mathbf{T}$ are part of the input, Simply Connected Tileability is NP-complete in the plane.

For the rest of the chapter, we will focus on finding a fixed $\mathbf{T}$ such that Simply Connected T-Tileability is NP-complete. The following result is an extension of Theorem 2.2.1.

Theorem 2.2.2 There exists a set $\mathbf{T}$ of 23 tiles, such that Simply Connected TTileability is NP-complete.

The proof follows an explicit construction of Wang tiles (see below). While we do not use Theorem 2.2.2, it is of independent interest, and the intermediate results in its proof provide a key step towards the proof of the Main Theorem. The history behind this theorem and its potential generalizations is outlined in Subsection 2.7.1.

### 2.2.2 Wang tiles

The edges of a polyomino tile are the unit-length edges on the boundary. Given a set of colors and a polyomino tile $\tau$, a generalized Wang tile is an assignment of colors to the edges of $\tau$. A generalized Wang tile of a unit square is also called a Wang square. The region $\Gamma$ we are trying to tile will also have specified colors on its boundary. A region is (Wang) tileable
if there is a tiling where incident edges have the same color, including on the boundary of the region (see Figure 2.1). If a tileset consists of (generalized) Wang tiles, tileability always mean Wang tileability.


Figure 2.1: A colored region (left) and a Wang tiling (right). Colored edges are drawn as triangles for visibility.

### 2.2.3 Relational Wang tiles

Let us consider a more general setting. A set of relational Wang tiles is a collection W of squares and the following data. The vertical (respectively horizontal) Wang relation $V_{\mathbf{W}}\left(\tau, \tau^{\prime}\right)$ (respectively $\left.H_{\mathbf{W}}\left(\tau, \tau^{\prime}\right)\right)$ specify that $\tau^{\prime} \in \mathbf{W}$ is allowed to be placed immediately below (respectively to the right of) $\tau \in \mathbf{W}$. We suppress the subscripts when it can be understood from context. The boundary tiles of a region $\Gamma$ is a map from the exterior edges of $\Gamma$ to the tiles $\mathbf{W}$. By abuse of language, we define the notion of tiling in this context: a W-tiling of a region $\Gamma$ is a map $\pi: \Gamma \rightarrow W$ such that tiles placed next to each other satisfy the Wang relations. Whenever a tile is adjacent to an exterior edge, we check the Wang relations as if the boundary tile corresponding to the edge is on the other side of the edge.

### 2.2.4 Complexity

Throughout the chapter we consider many tiling problems that are NP-complete. All these problems are trivially in NP. Indeed, given a description of a tiling, one could simply check if it is in fact a tiling. To prove NP-hardness, we reduce a known NP-complete problem to the problem in question. We refer to GJ79, Pap94 for definitions and details.

We will embed Cubic Monotone 1-In-3 SAT as a tiling problem. Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ be a set of boolean variables. A (monotone 1-in-3) clause $C$ is a set of three variables. A (cubic monotone 1-in-3) expression $E$ is a finite collection $\mathcal{C}$ of monotone 1-in-3 clauses, where each variable $x_{i} \in X$ occurs three times. We say such $E$ is (1-in-3) satisfiable if there is an assignment of boolean values $\{0,1\}$ to the variables $x_{i} \in X$ such that each clause in $E$ contains precisely one variable receiving 1 (and thus two variables receiving 0 ).

Cubic Monotone 1-in-3 SAT
Instance: Set $X$ of variables, cubic monotone expression $E$.
Decide: Whether $E$ is 1-in-3 satisfiable?
The following result was shown by Gonzalez in the language of exact covers:
Theorem 2.2.3 (Gon85) Cubic Monotone 1-In-3 SAT is NP-complete ${ }^{1}$

We will reduce Cubic Monotone 1-In-3 SAT to a tiling problem Simply Connected T-Tileability for some fixed $\mathbf{T}$.

### 2.2.5 Counting problems

Throughout the chapter we consider natural counting problems corresponding to the decision problems. For example, instead of asking whether satisfying assignments exist, we ask how many satisfying assignments there are. Similarly, for tileability, we count the number of tilings. If in the proof of NP-completeness, the corresponding reductions give a bijection between the sets of solutions, we call such reduction parsimonious.

Parsimonious reductions have the additional benefit of proving counting results using the same reduction. The class \#P consists of the counting problems associated with decisions problems in NP. A counting problem is \#P-complete if it is in \#P and every \#P question

[^0]can be reduced to it. Thus, if there is a parsimonious reduction from problem $Q_{1}$ to $Q_{2}$, then if $Q_{1}$ is \#P-complete, then so is $Q_{2}$. We refer to Val79b] (see also Pap94) for definitions and details on \#P complexity class.

One main goal is to reduce Cubic Monotone 1-in-3 SAT to a tiling problem Simply Connected T-Tileability for some fixed $\mathbf{T}$. This reduction will turn out to be parsimonious, hence the number of satisfying assignments of a given instance of the satisfiability problem can be calculated by counting the number of tilings of the transformed instance.

However, it is not known whether the associated counting problem \#Cubic Monotone 1-IN-3 SAT is \#P-complete. To get the \#P-completeness result in Theorem 2.1.2, we will modify the reduction to use 2 SAT instead, whose associated counting problem \#2SAT is \#P-complete.

### 2.3 Reduction lemmas

### 2.3.1 Basic reductions

In this section we consider five classes of Tileability problems. Let $\mathcal{T}$ be a collection of tiles and $\mathcal{R}$ be a collection of regions. A decision problem in ( $\mathcal{T}, \mathcal{R})$-Tileability consists of a fixed tileset $\mathbf{T} \subset \mathcal{T}$, receives some $\Gamma \in \mathcal{R}$ as input, and outputs whether $\Gamma$ is $\mathbf{T}$-tileable.

We say $(\mathcal{T}, \mathcal{R})$-Tileability is linear time reducible to $\left(\mathcal{T}^{\prime}, \mathcal{R}^{\prime}\right)$-Tileability if for any finite tileset $\mathbf{T} \subset \mathcal{T}$, there exists a finite tileset $\mathbf{T}^{\prime} \subset \mathcal{T}^{\prime}$ and a reduction map $f: \mathcal{R} \rightarrow \mathcal{R}^{\prime}$ that is computable in linear time (in the complexity of $\Gamma \in \mathcal{R}$ ), such that $\Gamma \in \mathcal{R}$ is $\mathbf{T}$ tileable if and only if $f(\Gamma)$ is $\mathbf{T}^{\prime}$-tileable $\int^{2}$ If, moreover, that ( $\left.\mathcal{T}^{\prime}, \mathcal{R}^{\prime}\right)$-Tileability is linear time reducible to $(\mathcal{T}, \mathcal{R})$-Tileability, then they are linear time equivalent. Note that the transformation of the tilesets need not be efficient nor bijective.

For instance, if $\mathcal{T}$ is the collection of all rectangular tiles and $\mathcal{R}$ consists of simply connected regions, then $(\mathcal{T}, \mathcal{R})$-Tileability is a class of problems regarding tiling simply

[^1]connected regions with rectangular tiles. To simplify the notation, we drop the prefix in $(\mathcal{T}, \mathcal{R})$-Tileability when the sets $\mathcal{T}$ and $\mathcal{R}$ are understood.

Lemma 2.3.1 (Tileability Equivalence Lemma) The following classes of Simply Connected Tileability problems are linear time equivalent:
(i) Tileability with a fixed set of rectangular tiles.
(ii) Tileability with a fixed set of polyomino tiles.
(iii) Tileability with a fixed set of generalized Wang tiles.
(iv) Tileability with a fixed set of Wang squares.
(v) Tileability with a fixed set of relational Wang tiles.

Moreover, the size of the tileset can be preserved in the reductions between (ii) and (iii).

Proof. The reductions $(\mathrm{i}) \Rightarrow(\mathrm{ii}) \Leftrightarrow(\mathrm{iii}) \Rightarrow(\mathrm{iv}) \Rightarrow(\mathrm{v})$ are elementary and given below. The reduction $(\mathrm{v}) \Rightarrow(\mathrm{i})$ is stated separately as Lemma 2.3 .3 and proved in the next section.

We may consider a rectangular tile as a polyomino tile, which in turn is a monochromatic generalized Wang tile. Therefore the reductions $(\mathrm{i}) \Rightarrow(\mathrm{ii}) \Rightarrow$ (iii) are immediate, where each reduction map is simply the identity.
$($ iii $) \Rightarrow$ (iv). Given a set of generalized Wang tiles, color each interior edge with a new color not used anywhere else, and consider each square as a separate Wang square (see Figure 2.2). These tiles are forced to reassemble themselves as the original generalized Wang tiles. The reduction map is again the identity.


Figure 2.2: From generalized Wang tiles to Wang squares.
$(\mathrm{iv}) \Rightarrow(\mathrm{v})$. It is obvious how to define the Wang relations to mimic the colored Wang tiles without increasing the number of tiles. To encode the boundary conditions, we may need to introduce less than $4 \chi$ tiles, where $\chi$ is the number of colors permitted on the boundary. Indeed, to specify a color $c$ on the top boundary, we need to choose an (arbitrary) tile whose bottom color is $c$. If no such tile exists, we must add a new tile to do so. If we do not involve the new tile in any Wang relations in the other directions, then it will never be used in the actual tiling, and thus will not affect tileability. We do the same for the other three directions.

The final reduction $(\mathrm{v}) \Rightarrow(\mathrm{i})$ is more difficult and is the content of Lemma 2.3 .3 and proved in a later section.

To preserve the number of tiles in $(\mathrm{iii}) \Rightarrow$ (ii), scale the generalized Wang tile and replace each colored edge by an appropriate rectilinear zig-zag curve to encode the matching rules.

An explicit construction can be found in Gol70. We reproduce it here since we do need to investigate some construction more closely in Chapter 5. The corner zig-zags are made slightly more complicated than the original for clarity.


Figure 2.3: Geometric encoding of a Wang square as a polyomino.

Suppose there are $m$ edge colors used, and let $r>1+\log _{2} m$. The dashed lines in Figure 2.3 are of length $r$. Each edge color corresponds to a binary number with at most
$r$ digits. These digits are used to modify the dashed line segments. A digit 0 makes no modification, while a digit 1 adds a square outward in the corresponding position on the bottom and right, and removes a square inward along the top and left.

The zig-zags on the corners force these tiles to align in a (dilated) square lattice grid. Note that even if rotations and reflections are allowed, the corner zig-zags moreover force all the tiles to have the same orientation. Thus we could in fact allow all isometries when tiling by polyominoes. This fact is used in the proof of Corollary 5.3.4. When these polyominoes are adjacent, the series of one-square modifications on the touching boundaries enforce the color matching rules. This construction clearly works for tiling finite or cofinite regions instead of the plane as well.

### 2.3.2 Two main reductions

Lemma 2.3.2 (First Reduction Lemma) There exists a set $\mathbf{T}$ of at most 23 generalized Wang tiles with total area 133 and using 9 colors such that Simply Connected TTileability is NP-complete. Moreover, this will be achieved by a parsimonious reduction from Cubic Monotone 1-in-3 SAT.

Lemma 2.3.3 (Second Reduction Lemma) For a set $\mathbf{W}$ of at most $k$ Wang squares with $c$ (boundary) colors, there exists a set $\mathbf{R}$ of at most $8(k+4 c)^{2}$ rectangular tiles with the following property. Given a simply connected colored region $\Gamma$, there is a simply connected region $\Gamma^{\prime}$ such that $\Gamma$ is $\mathbf{W}$-tileable if and only if $\Gamma^{\prime}$ is $\mathbf{R}$-tileable. Moreover, this reduction is parsimonious and can be computed in linear time.

We may transform the set of 23 generalized Wang tiles afforded by Lemma 2.3.2, according to the procedure outlined in $(\mathrm{iii}) \Rightarrow$ (ii) of Lemma 2.3.1, in order to obtain Theorem 2.2.2 using 23 polyomino tiles. Similarly, using the transformation of Lemma 2.3.3, we conclude the result for rectangular tiles in Theorem 2.1.1 (see Subsection 2.6.1). Theorem 2.1.2 can be shown by modifying the proof of Lemma 2.3 .2 to achieve a parsimonious reduction from, say, 2SAT, whose associated counting problem is \#P-complete (see Subsection 2.6.2).

### 2.4 Proof of the First Reduction Lemma (Lemma 2.3.2)

### 2.4.1 General setup

The goal of this section is to construct a set of generalized Wang tiles that could be used to solve Cubic Monotone 1-in-3 SAT. Each expression will be encoded as a colored rectangular boundary. Tiles corresponding to variables and clauses will appear on the left and right sides of the region, respectively. The variable tiles will "transmit" its state ( 0 or 1 ) through "wires" to the clause tiles; each clause tile will "check" if precisely one out of three signals it receives is 1 . The path of the transmissions will be regulated by placing "crossover tiles" that allow signals to crossover at specific locations. The positioning of such tiles will be enforced by using a combination of "control tiles" that follow instructions encoded on the boundary. Empty spaces will be filled by "filler tiles."

### 2.4.2 Tileset T

Let $\mathbf{T}$ be a tileset with the 7 small tiles shown in Figure 2.4 and the 3 big tiles in Figure 2.5 . Some horizontal edges are colored by their labels; all unlabeled edges are colored by 0 , which is omitted in the figures for clarity, but acts as any other ordinary color.


Figure 2.4: Tiles in tileset T.


Figure 2.5: More tiles in $\mathbf{T}$.

### 2.4.3 Tileset $\mathrm{T}^{\prime}$

Recall that the vertical edges of our tiles in $\mathbf{T}$ are all colored with 0 . Form $\mathbf{T}^{\prime}$ by recoloring the vertical edges of tiles in $\mathbf{T}$ as follows. Given each small tile $\tau \in \mathbf{T}$ in Figure 2.4, we introduce a variant by coloring all its vertical edges with 1 . The color of the vertical edges is called the parity of $\tau$. Include both this variant and the original in $\mathbf{T}^{\prime}$.

Given a rectangular array of these tiles, the parities are consistent across each row and are independent across the columns. Intuitively, these tiles act as wires that can transmit data (parity of the tile) horizontally across the region.

We continue defining $\mathbf{T}^{\prime}$. We add three new versions of the crossover tile $X$ as in Figure 2.6a. Intuitively, this allows the data transmissions to crossover. We also add a variant of the variable tile $V$, as in Figure 2.6b, where all the right vertical edges are colored with 1. The parity of the variable tile corresponds to the truth value assigned to that variable. Finally, we replace the clause tile $C$ by the three shown in Figure 2.6c, where each tile has one out of three pairs of left vertical edges colored with 1 . Thus $\mathbf{T}^{\prime}$ consists of 23 tiles.

We will place the variable tiles on the left and the clause tiles on the right. It remains to send the data from the variables to the correct clauses. We achieve this by specifying boundary colors to force crossover tiles to appear at the desired locations.

(a) crossover tile $X$

(b) variable tile

(c) clause tile

Figure 2.6: Variations of tiles in $\mathbf{T}$.

### 2.4.4 Reduction construction

Our goal is to embed the decision problem Cubic Monotone 1-In-3 SAT as a tiling problem. Given a cubic monotone 1-in-3 SAT expression $E$ with variables $X=\left\{x_{1}, \ldots, x_{n}\right\}$ and clauses $\mathcal{C}=\left\{C_{1}, \ldots, C_{n}\right\}$, consider it as a permutation $\sigma=\sigma_{E} \in S_{3 n}$ in the symmetric group on $3 n$ letters as follows. Think of $\sigma$ as a bijection from the ordered multiset $X^{\prime}=\left\{x_{1}, x_{1}, x_{1}, x_{2}, \ldots, x_{n}\right\}$ to the ordered multiset $\mathcal{C}^{\prime}=\left\{C_{1}, C_{1}, C_{1}, C_{2}, \ldots, C_{n}\right\}$, where each variable and each clause is listed three times. For each $x_{i} \in C_{j}$, we have $\sigma\left(x_{i}\right)=C_{j}$ once. Now identify each multiset with $[3 n]=\{1,2, \ldots, 3 n\}$ to get $\sigma$ as a permutation in $S_{3 n}$. Let $s_{i}=(i, i+1)$ be an adjacent transposition for $i \in[3 n-1]$. Write $\sigma=s_{i_{1}} s_{i_{2}} \ldots s_{i_{d}}$ as a product of adjacent transpositions, with $d=O\left(n^{2}\right) \cdot{ }^{3}$

Let $c_{k}$ be the color sequence $01(02)^{k-1} 63$. Define a rectangular region $\Gamma=\Gamma_{E}$ as follows. The height of $\Gamma$ is $6 n$ and the vertical edges are colored with 0 . The width is the length of the color sequence $7 c_{i_{1}} c_{i_{2}} \ldots c_{i_{d}} 07$, which is used as the top boundary. The bottom boundary is $7(08)^{t} 07$ with the same length as the top boundary. The following result demonstrates the ability to place the crossover tile $X$ at arbitrary depth of a large rectangular region.

[^2]
## Sublemma 2.4.1 The region $\Gamma$ admits a unique T-tiling.

Proof. The left and right sides are forced to be filled with variable and clause tiles, respectively. Now consider the section in between.

For $k \geq 1$ and $\ell \geq 0$, consider a row of tiles $L W^{k} S^{\ell} R$ (meaning an $L$ tile followed by a $W$ tiles $k$ times, an $S$ tile $\ell$ times, and ending with an $R$ tile). The bottom color sequence is $01(02)^{k}(62)^{\ell} 63$. One easily checks that the unique way to tile the next row is with $L W^{k-1} S^{\ell+1} R$.

If $k=0$, we get the case where we have a row $L S^{\ell} R$ with bottom color sequence $01(62)^{\ell} 63$. The unique way to tile the next row is with $X B^{\ell} K$.

The section below will be filled by filler tiles $F$. Thus every section below $c_{i}$ is filled uniquely, with the crossover tile $X$ occupying rows $i$ and $i+1$ in the first column.

The above proof is illustrated with two examples in the next subsection.

Corollary 2.4.2 The expression $E$ is satisfiable if and only if $\Gamma_{E}$ is $\mathbf{T}^{\prime}$-tileable. Moreover, the reduction is parsimonious, that is, the number of tilings of $\Gamma_{E}$ is the number of satisfying assignments for $E$.

The corollary follows immediately from the construction given above, and concludes the proof of Lemma 2.3.2.

### 2.4.5 Examples of the tiling construction

In Figure 2.7 we show how to place a crossover tile in a special case, corresponding to expression $\{(x, y, x),(x, y, y)\}$. We illustrate the crossings with a wiring diagram and then give a complete Wang tiling. In Figure 2.8 below we give a bigger example of the wiring diagram and the unique Wang tiling, corresponding to expression $\{(x, y, x),(x, y, z),(y, z, z)\}$.

(a) Wiring diagram

(b) Unique tiling

Figure 2.7: A small example of how to place crossover tiles.

### 2.5 Proof of the Second Reduction Lemma (Lemma 2.3.3)

### 2.5.1 Basics

In this section, we provide a further connection between Wang tiles and rectangular tiles (by making a reduction from the latter to the former). Recall that by Lemma 2.3.1, we can replace generalized Wang tiles with relational Wang tiles.

Without loss of generality, we may assume that the Wang relations are irreflexive, that is, there is no tile $\tau$ such that $H(\tau, \tau)$ or $V(\tau, \tau)$. Indeed, suppose $\mathbf{W}$ is a set of Wang tiles. Let $\mathbf{W}^{\prime}=\left\{\tau_{i}: i \in\{0,1\}, \tau \in \mathbf{W}\right\}$ be a doubled set of tiles. Define its horizontal Wang relation as follows. For $\tau, \tau^{\prime} \in \mathbf{W}$ and $i, j \in\{0,1\}$, let $H_{\mathbf{W}^{\prime}}\left(\tau_{i}, \tau_{j}^{\prime}\right)$ if and only if $H_{\mathbf{W}}\left(\tau, \tau^{\prime}\right)$ and $i \neq j$. Its vertical Wang relation is defined analogously. It is clear that the Wang relations of $\mathbf{W}^{\prime}$ are irreflexive. Moreover, a $\mathbf{W}$-tiling can be made into a $\mathbf{W}^{\prime}$-tiling by adding subscripts to the tiles in a checkerboard fashion, while the reverse can be done by ignoring the subscripts. Of course, the same transformation is done on the boundary tiles as well. Clearly this does not affect tileability nor the number of such tilings.

From now on, assume we are given a fixed set $\mathbf{W}$ of relational Wang tiles whose relations $H$ and $V$ are irreflexive. Our goal is to produce a fixed set $\mathbf{R}$ of rectangular tiles with the following property: Given any simply connected region $\Gamma$ with specified boundary tiles, we


Figure 2.8: A bigger example of the unique base tiling.
can produce (in linear time) a simply connected region $\Gamma^{\prime}$ such that $\Gamma$ is $\mathbf{W}$-tileable if and only if $\Gamma^{\prime}$ is $\mathbf{R}$-tileable. Moreover, the number of $\mathbf{W}$-tilings of $\Gamma$ will be the same as the number of $\mathbf{R}$-tilings of $\Gamma^{\prime}$.

For simplicity, we first consider the case where we are given an $r \times c$ rectangular region $\Gamma$ with specified boundary tiles.

### 2.5.2 Expansion

From this point on, we only consider tiling using rectangular tiles. Fix $M$ and $e$ to be positive integers. Given a region $\Gamma_{0}$, we obtain an $(M, e)$-expansion $\Gamma$ by scaling $\Gamma_{0}$ by a factor of $M$ and then perturb it by moving each corner vertex of the boundary curve of the region $\Gamma$, at most $e$ in each direction, such that $\Gamma$ is still a region (with rectilinear edges). Recall that a (rectangular) tile is just a simply connected region, thus the notion of ( $M, e$ )-expansion of a tile is defined. A tileset $\mathbf{T}$ is an ( $M, e$ )-expansion of a tileset $\mathbf{T}_{0}$ if each $\tau \in \mathbf{T}$ is an ( $M, e$ )-expansion of some $\tau_{0} \in \mathbf{T}_{0}$.

A tiling $\pi$ of a region $\Gamma$ is an ( $M, e$ )-expansion of a tiling $\pi_{0}$ of some region $\Gamma_{0}$ if it can be obtained by dilating by a factor of $M$, and then perturbing the tiles and the region by at most $e$ as above. Note that after scaling, each tile may grow or shrink in each dimension by at most $2 e$, and can shift around from its starting point by at most $e$.

Given a tileset $\mathbf{T}_{0}$ and an $(M, e)$-expansion $\mathbf{T}$, a region $\Gamma$ respects the expansion if there is a unique region $\Gamma_{0}$ such that any $\mathbf{T}$-tiling of $\Gamma$ is an $(M, e)$-expansion of a $\mathbf{T}_{0}$-tiling of $\Gamma_{0}$.

Intuitively, we will choose $M>100 e$, say, and carefully perturb only a few tiles, so that when consider tilings of regions respecting the expansion, we can essentially predict what the new tiling can be based on the original tiling.

### 2.5.3 Rectangular tiles $\mathbf{R}_{0}$ and the region $\Gamma_{0}(r, c)$

Consider the following tileset:

$$
\mathbf{R}_{0}=\{f=R(34,11), w=R(31,14), s=R(10,10), h=R(11,31), v=R(14,34)\}
$$

where $R(a, b)$ denotes a rectangle of height $a$ and width $b$ (see Figure 2.9). For a rectangle $t$, write ht $t$ and wd for its height and width, respectively.

(a)

(b)

(c)

(d)

(e)

Figure 2.9: Rectangular tiles $\mathbf{R}_{0}$ : (a) fixed rectangle $f$, (b) fixed rectangle $w$, (c) flexible square $s$, (d) flexible rectangle $h$, and (e) flexible rectangle $v$.

Now consider the region $\Gamma_{0}(r, c)$ defined as follows (see Figure 2.10). On each vertical side, there are $r$ protrusions of height ht $h$ and width wd $s$, separated by height ht $f$. On each horizontal side, there are $c$ cavities of width $\mathbf{w d} v$ and height ht $s$, separated by width wd $f$.


Figure 2.10: Boundary region $\Gamma_{0}(2,2)$.

Sublemma 2.5.1 The unique $\mathbf{R}_{0}$-tiling of $\Gamma_{0}(r, c)$ consists of $r$ rows and $c$ columns of the $w$ tile.

Proof. Fix natural numbers $a=10$ and $b=1$. The tiles introduced above can now be written as $f=R(3 a+4 b, a+b), w=R(3 a+b, a+4 b), s=R(a, a), h=R(a+b, 3 a+b)$, and $v=R(a+4 b, 3 a+4 b)$.

We begin with a few definitions. A horizontal (vertical) segment of a region is called bounded if the region extends downward (to the right) on both sides of the segment. For $t \in\{v, h\}$, a pair $(t, s)$ is the configuration of placing the tile $s$ above or below $t$, aligned on the left. The orientation of the pair is positive (negative) if $s$ is placed below (above). Similarly, for $t \in\{w, f\}$, a pair $(t, s)$ is obtained by placing $s$ to the left or right of $t$, aligned on top. The orientation is positive (negative) if $s$ is placed to the right (left). A bounded segment is tiled by a tile (pair) if in all tilings, the tile (pair) is adjacent to the segment.

We will tile the region $\Gamma_{0}(r, c)$ in steps, as indicated by the numbers labeled on Figure 2.11 . Note that since $a>b$, each bounded horizontal segment of width wd $f$ on the top border must be tiled by $f$ tiles, labeled 1 . Similarly on the left, the bounded vertical segments of height ht $h$ must be tiled by $h$ tiles, labeled 2 . This creates a bounded vertical segment of height ht $v+\mathbf{h t} s$ on the top left corner; since $a>3 b$, it is tiled by the pair $(v, s)$, labeled 3 . Since $a>4 b$, it is obvious that it needs to be positively oriented, to avoid a hole of width $\mathbf{w d} v-\mathbf{w d} s$ and height ht $s$, which cannot be filled.

Note that since $a>3 b$, this creates a new bounded horizontal segment of width wd $w+$ $\mathbf{w d} s$, which is tiled by the pair $(w, s)$, labeled 4 . If $w$ is on the left, it will create a bounded horizontal segment of width $\mathbf{w d} f+\mathbf{w d} s$ to its left. Otherwise, if $w$ is on the right, several $s$ will be forced to appear on the left and still create the same bounded segment. Therefore, the $(w, s)$ pair creates the bounded segment, regardless of how it is oriented.

Since $a>3 b$, this bounded horizontal segment of width $\mathbf{w d} f+\mathbf{w d} s$ is again tiled by an $(f, s)$ pair, labeled 5 . Like the $(v, s)$ pair above, since $a>4 b$, this needs to be positively oriented. This creates the bounded vertical segment of height $\mathbf{h t} v+\mathbf{h t} s$, tiled by a pair $(v, s)$, labeled 6 , as above. In either orientation, it bounds the vertical segment of height ht $w$ above, concluding that the $(w, s)$ pair (labeled 4) we placed above needs to be positively oriented. Furthermore, this bounds the vertical segment of height $\mathbf{h t} h+\mathbf{h t} s$, again tiled


Figure 2.11: Unique base tiling labeled by order.
by the pair $(h, s)$, labeled 7. As before, in either orientation, we have a bounded vertical segment of height ht $v+$ ht $s$, which necessarily needs to be tiled by the positively oriented pair $(v, s)$, labeled 8 . This creates a bounded horizontal segment of width $\mathbf{w d} w+\mathbf{w d} s$.

We continue in like manner, working our way on the anti-diagonal from top right to bottom left. Each time we place the pair $(w, s)$, forcing the adjacent pair $(h, s)$ placed in the previous stage to be positively oriented. Then we place $(f, s)$, forcing the adjacent $(v, s)$ to be positively oriented as well. This procedure repeats with $(w, s)$ and $(f, s)$ in an alternating fashion. The last $(f, s)$ will be placed in positive orientation and creates a bounded vertical segment of height ht $v+$ ht $s$.

Similarly, we work from bottom left to top right on the next anti-diagonal. We alternate between placing $(v, s)$ and $(h, s)$ pairs, positively orienting the $(w, s)$ and $(f, s)$ pairs in the previous stage, respectively. This continues until the entire region is filled.

### 2.5.4 Expansion $R$ of $R_{0}$

We will now define a clever set of perturbed expansion tiles that will correspond to the relational Wang tiles. Only the tiles $s, h$, and $v$ will have perturbations. Let $\mathbf{W}=\left\{\tau_{1}, \ldots, \tau_{n}\right\}$ be the fixed set of relational Wang tiles with irreflexive horizontal and vertical Wang relations $H$ and $V$, respectively. Fix $e=5^{n}$ and $M=100 e$ for the remainder of the section. Let $\mathbf{R}$ be an $(M, e)$-expansion of $\mathbf{R}_{0}$ as follows:

For $t \in\{s, h, v\}$, let $t(a, b)$ be the scaled version of $t$ with height and width increased by $a$ and $b$, respectively. Imagine that the $h$ and $v$ tiles can stretch horizontally and vertically, respectively, and the $s$ tiles can stretch in both directions. Then the $w$ tiles, having no perturbations, will only shift around a little (by at most $e$ ). The $f$ tiles will stay fixed, enforcing the global structure. See Figure 2.12. A $w$ tile will be shifted to the right and down by $5^{i}$ to represent the Wang tile $\tau_{i}$. To restrict the shifts to only those sizes, we replace $s$ with the appropriate perturbed versions. Namely, for each $i$, introduce four tiles with perturbations $s\left( \pm 5^{i}, \pm 5^{i}\right)$, where all four combinations of signs are included. To enforce the Wang relations, for each $\tau_{i}, \tau_{j} \in \mathbf{W}$ such that $V\left(\tau_{i}, \tau_{j}\right)$ or $H\left(\tau_{i}, \tau_{j}\right)$, we introduce the perturbation $v\left(5^{j}-5^{i}, 0\right)$ or $h\left(0,5^{j}-5^{i}\right)$, respectively. This is the set $\mathbf{R}$ we will use.


Figure 2.12: Shifting an expansion of the unique tiling to represent Wang tiles.

### 2.5.5 Rectangular tiling

Obtain an $(M, e)$-expansion $\Gamma(r, c)$ of $\Gamma_{0}(r, c)$ by scaling with a factor of $M$ and then perturbing it as follows. Recall that there are $r$ protrusions on each vertical side and $c$ cavities on each horizontal side. Each protrusion or cavity corresponds to a boundary tile of $\Gamma$ in a natural way. Perturb the protrusion or cavity to the right or down, respectively, by $5^{i}$ units if it corresponds to $\tau_{i}$.

Sublemma 2.5.2 The ( $M$, e)-expansion $\Gamma(r, c)$ of $\Gamma_{0}(r, c)$ respects the expansion $\mathbf{R}$ of $\mathbf{R}_{0}$.

Proof. Recall the argument in the proof of Sublemma 2.5.1. As the inequalities are all satisfied, the $f$ tiles are fixed and force the perturbations to stay local. The $w$ tiles have two degrees of freedom. They can move $\pm 5^{i}$ in each direction, as regulated by the $s$ tiles. Now note that the inequalities in the proof of Sublemma 2.5.1 are preserved. We leave the (easy) details to the reader.

We now return to the proof of Lemma 2.3.3. It is clear that given a Wang $\mathbf{W}$-tiling of the rectangle $\Gamma$ with boundary, we will get an R-tiling of $\Gamma(r, c)$. Indeed, simply take the unique tiling of $\Gamma_{0}(r, c)$ as afforded by Sublemma 2.5.1, scale by a factor of $M$, and then shift each $w$ tile to the right and down by $5^{i}$ if it represents $\tau_{i}$, and adjust the other tiles in the obvious way.

Conversely, if we are given an R-tiling of $\Gamma(r, c)$, we wish to recover the $\mathbf{W}$-tiling of $\Gamma$. This is achieved using the following two sublemmas, both of which are clear when all numbers are considered in base 5; we omit the (easy) details.

Sublemma 2.5.3 The equation $5^{i}-5^{j}=5^{k}+5^{\ell}$ does not admit a solution in $\mathbb{N}$.

Therefore each $w$ tile will shift to the right and down (as opposed to shifting left or up), and hence indeed represents a Wang tile $\tau_{i}$ for some $i$.

Sublemma 2.5.4 The equation $5^{i}-5^{j}=5^{k}-5^{\ell}$ does not admit solutions in $\mathbb{N}$ except if $i=j$ or $i=k$.

If a $w$ tile representing $\tau_{j}$ is to the right of a $w$ tile representing $\tau_{i}$, then $h\left(0,5^{j}-5^{i}\right)$ must be in $\mathbf{R}$. By the sublemma above, the differences $5^{j}-5^{i}$ are all distinct (recall that the Wang relations are irreflexive, so $i=j$ does not happen), therefore we must have had $H\left(\tau_{i}, \tau_{j}\right)$ as part of the Wang relation. Similarly for the vertical Wang relation $V$. So by reading off the associated tile $\tau_{i}$ from the shifts of each $w$ tile, we get a Wang $\mathbf{W}$-tiling of $\Gamma$.

This completes the construction of $\Gamma_{0}(r, c)$ for the case when $\Gamma$ is a rectangle. For the general case, when $\Gamma$ is a simply connected region, the proof follows verbatim after replacing $\Gamma(r, c)$ and $\Gamma_{0}(r, c)$ by appropriate regions.

It remains to get the upper bound estimates on the number of rectangles involved in the construction. Suppose we are given a set of $k$ Wang squares using colors (on the boundary). By Lemma 2.3.1 we can equivalently consider a set of less than $k+4 c$ relational Wang tiles. To satisfy irreflexivity, we might need to double the set of tiles, resulting in $n=|\mathbf{W}|<2(k+4 c)$ tiles. When making $\mathbf{R}$, we will have one each of $f$ and $w$ tiles. There will be $4 n$ perturbed $s$ tiles and at most $n^{2}$ perturbed $h$ and $v$ tiles each. In total,

$$
|\mathbf{R}| \leq 2 n^{2}+4 n+2=2(n+1)^{2} \leq 8(k+4 c)^{2}
$$

This concludes the proof of Lemma 2.3.3.

### 2.6 Proof of theorems

### 2.6.1 Proof of Theorem 2.1.1

In the proof of Lemma 2.3 .2 in Section 2.4, we constructed the set $\mathbf{W}$ of 23 generalized Wang tiles using 9 colors, such that Simply Connected W-Tileability is NP-complete. It remains to count the total number of rectangles we obtain from the series of reduction constructions.

First, compute the number of Wang squares given by the transformation in Lemma 2.3.1. Observe that the total area of tiles in $\mathbf{W}$ is $9 \cdot 5+8 \cdot 4+4 \cdot 14=133$. Therefore we can break them into 133 Wang squares by adding 133 - 23 more colors. But as these colors do
not appear on the boundary, they need not be counted. Hence, in Lemma 2.3.3, we can take $k=133$ and $c=9$, thus giving us at most $10^{6}$ rectangles.

### 2.6.2 Proof of Theorem 2.1 .2

First, note that the reduction in the proof of Theorem 2.1.1 is parsimonious. However, there seems to be no \#P-completeness result for the \#Cubic Monotone 1-In-3 SAT problem. This is easy to fix by making a similar reduction from the 2SAT problem, whose associated counting problem is \#P-complete (see Val79b]).

An instance of 2SAT is a set of variables and a collection of clauses. Each clause is a disjunction of two literals, where each literal is either a variable or a negated variable. The problem is to decide whether there is a satisfying assignment such that each clause has at least one true literal. We modify the proof of Lemma 2.3 .2 to obtain a parsimonious reduction from 2SAT. By replacing the two variations of the variable tile by the ones shown in Figure 2.13a, we may set up unnegated and negated copies of a single variable. Indeed, with a sequence of $5(26)^{r-1} 36(26)^{s-1} 4$ as colors on the left vertical edge, we create a list of $r+s$ variables, where the last $s$ are negated. By replacing the three variants of the clause tile by the three obvious candidates in Figure 2.13b, we force each clause to be satisfied.


Figure 2.13: Tiles for 2 SAT.

Note that the modified tileset has a smaller total area, and has the same number of colors used on the boundary. Therefore as in the proof of Theorem 2.1.1, we apply Lemma 2.3.3 to conclude that $10^{6}$ rectangles suffice.

### 2.7 Final remarks and open problems

### 2.7.1

Theorem 2.2.1 was only announced in GJ79, referencing an unpublished preprint. Of course, now we have much stronger results.

A version of Lemma 2.3.2 was first announced in Levin's original 1973 short note on NPcompleteness [Lev73], but the proof has never been published $\left.\right|_{-} ^{4}$ Although we were unable to find in the literature an explicit construction for either Lemma 2.3.2 or, equivalently, of Theorem 2.2.2, we do not claim this result as ours, since it became a folklore decades ago. We include the proof for completeness, and since we need an explicit construction. An alternative proof is outlined in Subsection 2.7 .2 below.

Let us mention that using Oll09, the number of tiles in Theorem 2.2.2 can be reduced to 11 , but this reduction has no effect on the number of tiles in the main theorems. Indeed, Theorem 2.2 .2 is an immediate corollary of Lemma 2.3.2, which is the one needed in the proof of main theorems 2.1.1 and 2.1.2.

### 2.7.2

Our proof of Lemma 2.3.2 is completely elementary and yields explicit bounds (see also Subsection 2.7.1. Let us sketch an alternate proof of the lemma, using a non-deterministic universal Turing machine (UTM). It was suggested to us by Cris Moore.

Fix some non-deterministic universal Turing machine $\mathfrak{M}$. Given two finite tape configurations and a natural number $t$ (in unary), it is NP-complete to decide whether $\mathfrak{M}$ transforms the first tape configuration to the second with $t$ steps of computation. Fix a finite set $\mathbf{W}$ of Wang tiles that simulate the space-time computation diagram of $\mathfrak{M}$ (see Section 6.1). Encode the given tape configurations as the top and bottom boundaries of a rectangular region with height $t$. This region is tileable by $\mathbf{W}$ if and only if $\mathfrak{M}$ transforms the first

[^3]tape configuration to the second in precisely $t$ steps. The details are straightforward (see e.g. [LP97, §7]).

Note that this method also proves the counting result. Indeed, one can devise a UTM so that there is a bijective correspondence between the accepting paths of the UTM and of the Turing machine it is simulating.

We do not know if this approach leads to improvements in the number of Wang tiles in the lemma, as this would depend on the smallest UTM. Given an $m$-state $n$-symbol Turing machine with $k$ instructions, the standard construction of Wang tiles to simulate such a Turing machine yields more than $n m+n+k$ tiles. As a perspective, among the smallest known UTMs, this minimum is achieved by Rogozhin's 4 -state 6 -symbol machine with 22 instructions, which already yields more than 52 tiles Rog96 (see also [NW09]). Unless a substantial progress is made in finding small UTMs, our elementary proof still gives better bounds.

Indeed, the proof of Lemma 2.3 .2 constructs a set of 23 generalized Wang tiles (133 Wang squares). However, it is possible to decrease these numbers by elementary means. After this chapter (as a paper) was written, incremental improvements have led to a set of 117 rectangles. The details are in the next chapter.

### 2.7.3

In the tiling literature, the original theoretical emphasis was on tileability of the plane, the decidability and aperiodicity. The problem was often stated in the equivalent language of Wang tiles [Ber66, Rob71, Wan65]. Unfortunately, there does not seem to be any standard treatment of the finite Wang tiling problems. Although some equivalences in the Lemma 2.3.1 are routine, such as the reduction in Figure 2.2, others seem to be new. We present full proofs for completeness.

### 2.7.4

Historically, finite tilings were a backwater of the tiling theory, with coloring arguments being the only real tool Gol65. On a negative (complexity) side, originally, the tileability problem was studied for general regions, where the tiles were part of the input. The NPcompleteness of this most general problem is given in [GJ79, §GP13]. When the set of tiles is fixed, NP-completeness was shown for general regions and various fixed small sets of tiles (see [MR01] and [BNRR95] building on the earlier unpublished work by Robson).

On the positive side, papers of Thurston Thu90 and Conway \& Lagarias CL90 introduced the height function and the tiling group interrelated approaches. The key underlying idea is the use of combinatorial group theory applied to the boundary word of the simply connected regions, so the tilings become Van Kampen diagrams of the corresponding tiling group. This approach allowed numerous applications to perfect matchings [Cha96], tile invariants Kor04, MP02, Rei03], tileability [She02], various local move connectivity results [KP04, Rém98], classical geometric problems [Ken96], applications to colorings and mixing time LRS01, etc. More relevant to this chapter, the breakthrough result by C. and R. Kenyon KK92] proved that tileability with bars of simply connected (s.c.) regions can be decided in polynomial time. This result was further extended to all pairs of rectangles by Rémila in [Rém05], and by Korn Kor04] to an infinite family of generalized dominoes. Our Main Theorem puts an end to the hopes that these results can be extended to larger sets of rectangles.

Note also that having s.c. regions gives a speed-up for polynomial problems. For example, domino tileability is a special case of perfect matching, solvable in quadratic time on all planar bipartite graphs [LP09]. However, Thurston's algorithm is linear time (in the area), for all s.c. regions (see [Cha96, Thu90]).

### 2.7.5

We conjecture that in the Main Theorem (Theorem 2.1.1), the number of rectangles can be reduced down to 3 , thus matching the lower bound (Rémila's tileability algorithm for the case of two rectangles). As a minor supporting evidence in favor of this conjecture, let us mention that the proofs in [KK92, Rém05] are crucially based on local move connectivity, which fails for three general rectangles. In the absence of algebraic methods, there seem to be no other (positive) approach to tileability.

### 2.7.6

This result of Main Theorem can be contrasted with a large body of positive results on tiling rectangular regions with a fixed set of rectangles.

Theorem 2.7.1 ("Tiling rectangles with rectangles" Theorem [LMP05]) For every finite set $\mathbf{R}$ of rectangular tiles, the tileability problem of an $[M \times N]$ rectangle can be decided in $O(\log M+\log N)$ time.

Note that Theorem 2.7.1 has linear time complexity for the rectangular regions written in binary. This result is based on the pioneer results by Barnes [Bar82a, Bar82b] applying commutative algebra, the finite basis theorem [DK75] (see also Rei05), and the transfer matrix method (see e.g. Sta97, Ch. 4]).

It seems, tilings of rectangles have additional structure, which general regions do not have. See e.g. [BSST40, CGG ${ }^{+}$82, Rob82] for assorted results on the subject. On the other hand, when the tiles are part of the input, deciding tileability can be NP-hard, and the proof can be used to show that counting tilings is \#P-hard. Note that the results in [LMP05] only discuss tileability, not counting. It would be interesting to obtain general results on the local move connectivity and hardness of counting results for tilings of rectangular regions with rectangles.

### 2.7.7

Although counting perfect matchings in general graphs is \#P-complete, for the grid graphs a Pfaffian formula gives a count for the number of domino tilings for any (not necessarily simply connected) region; this formula can be applied in polynomial time [LP09] (see also [Ken04]). In a different direction, Moore and Robson MR01] conjecture that already for two bars, the problem is \#P-complete for general regions. They note that the corresponding reductions in [BNRR95, MR01] are not parsimonious. Thus, until now, the \#P-completeness was open for any finite set of rectangular tiles, even for general regions.

We make a stronger conjecture that for every tileset $\mathbf{T}$ of two bars $[1 \times k]$ and $[\ell \times 1]$, where $k, \ell \geq 2,(k, \ell) \neq(2,2)$, the counting of tilings by $\mathbf{T}$ of simply connected regions is \#P-complete. In particular, the number $10^{6}$ in Theorem 2.1.2 can be decreased to 2 . There is no direct evidence in favor of this, except that the general combinatorial counting problems tend to be \#P-complete unless there is a special algebraic formula counting them. Furthermore, when it comes to tile counting, there seem to be no direct benefit of simple connectivity of the regions, so such result is likely to be equally hard as for general regions. We refer to Jer03 for the introduction and references.

### 2.7.8

By a simple modification of the Wang tiles, we can also get a parsimonious reduction from SAT. For that, first, we can introduce wire splitters and the NOT gate. By doing so, we remove the "cubic" and "monotone" constraints, respectively. These would play the same role as crossover tiles, and require a separate color on the boundary for each. This would also increase the set of tiles by introducing new variants for the $V$ and $L$ tiles as well. We omit the details.

We can then introduce the AND gate in a similar fashion, again with a new control color on the top and new versions of the $V, C$ and $L$ tiles. This gives the embedding of SAT.

This reduction is parsimonious in the same way as the reduction in Theorem 2.1.2, which implies that the associated counting problem is also \#P-complete.

Let us compute the total number of rectangles necessary for this construction. First, this would increase the number of Wang tiles from 23 to no more than $23 \cdot 8$. Then, the same argument as above gives the $10^{8}$ bound in the number of rectangular tiles. We omit the (easy) calculation and details.

### 2.7.9

The reductions in this chapter can be used to prove uniqueness results on tileability with rectangles, i.e. whether there exists a unique tiling of a region with a given set of rectangular tiles. In BNRR95], the problem was completely resolved in the case of two bars. An even simpler solution follows from KK92 in this case. Since all tilings are local move connected, taking the "minimal tiling" constructed by the algorithm in KK92 and trying all potential moves gives an easy polynomial time test. More generally, Rémila Rém05] showed that for two general rectangles one can go from one to another with certain non-local moves which are easy to describe. Again, since he produces the "minimal tiling," his algorithm can be used to decide unique tileability with two rectangles.

Now, our approach, via reduction from the general SAT problem (see above) shows that for a certain finite set of rectangles, uniqueness of tilings of a simply connected region is as hard as UNIQUE SAT, which is co-NP-hard and has been extensively studied BG82, VV86. This seems to be the first result of this type.

### 2.7.10

Although Theorem 2.7.1 extends directly to bricks in higher dimensions [LMP05, this is an exception rather than the rule. In fact, in Chapter 4, we show that almost no other positive tileability results extend to higher dimensions, even Thurston's algorithm mentioned above.

## CHAPTER 3

## Reducing the number of rectangles

In the previous chapter, we established that a bound of $10^{6}$ suffices to find a fixed set of rectangles $\mathbf{R}$ such that the tileability problem of simply connected regions with $\mathbf{R}$ is NP-complete. In this chapter, we will incrementally reduce this number by incorporating various ideas. Obvious places of attack include optimizing the Wang tileset construction in Lemma 2.3.2 and the bound in the Second Reduction Lemma (Lemma 2.3.3).

### 3.1 Improving the Wang tileset

The generalized Wang tileset $\mathbf{W}_{15}$ consists of $\mathrm{V}_{i}, \mathrm{~L}_{i}, \mathrm{R}_{i}$, and $\mathrm{F}_{i}$, for $i \in\{0,1\}$, $\mathrm{X}_{i j}$ for $i, j \in\{0,1\}$, and $C_{i}$ for $i \in\{1,2,3\}$ (see Figure 3.1, where $\delta_{i, j}$ is the Kronecker delta, 1 if $i=j$ and 0 otherwise). When referring to a tile, we may suppress the subscript for notational convenience.

Note that a color sequence of $\ell o^{k} r$ on the top boundary will conjure a crossover tile X to appear in row $k+1$ below the color $\ell$. Using these, we can follow the same general setup as before to embed a cubic monotone 1-in-3 SAT expression. Indeed, create a rectangular region of height $3 n$, where $n$ is the number of variables. Color the left, right, and bottom boundaries by $\ell, r$, and $o$, respectively.

This means that there will be $n$ variable tiles on the left, each either $\mathrm{V}_{0}$ or $\mathrm{V}_{1}$, denoting whether the variable is false or true, respectively. The L, R, F tiles all transmit data horizontally, as before. The $X$ tiles will appear at predefined locations, causing the signals to crossover. Finally, the $n$ clause tiles $C$ on the right will check 1-in-3 satisfaction.


Figure 3.1: Tiles for constructing $\mathbf{W}_{15}$.

This proves the following lemma, improving the previous construction of 23 generalized Wang tiles.

Lemma 3.1.1 There exists a set $\mathbf{W}_{15}$ of at most 15 generalized Wang tiles such that Simply Connected T-Tileability is NP-complete.

This directly leads to an improvement of Theorem 2.1.1.

Theorem 3.1.2 There exists a finite set $\mathbf{R}_{15}$ of at most 20808 rectangular tiles, such that the tileability problem of simply connected regions with $\mathbf{R}_{15}$ is NP-complete.

Proof. The total area of $\mathbf{W}_{15}$ is $3 \cdot 9+2 \cdot 2+1 \cdot 4=35$, thus we may take $k=35$ (the number of Wang squares) and $c=4$ (the number of boundary colors) in Lemma 2.3.3 to get a set $\mathbf{R}_{15}$ of at most 20808 rectangular tiles.

### 3.2 Improving the Second Reduction Lemma

What follows is a second version of the Second Reduction Lemma (Lemma 2.3.3).

Lemma 3.2.1 (Second Second Reduction Lemma) For a set $\mathbf{W}$ of at most $k$ Wang squares with $c$ colors, there exists a set $\mathbf{R}$ of at most $2 k+8 \min \left\{k, c^{2}\right\}+3$ rectangular tiles with the following property. Given a simply connected colored region $\Gamma$, there is a simply connected region $\Gamma^{\prime}$ such that $\Gamma$ is $\mathbf{W}$-tileable if and only if $\Gamma^{\prime}$ is $\mathbf{R}$-tileable. Moreover, this reduction is parsimonious and can be computed in linear time.

In particular, this gives a linear bound $10 k+3$, which is a big improvement over the previous quadratic bound $8(k+4 c)^{2}$. Note that here $c$ is the number of colors, not just the boundary colors as in the original Second Reduction Lemma 2.3.3. Another distinction is that the Wang tiles here are not relational.

Proof. First assume that each Wang tile does not have monochromatic parallel edge pairs, and follow the proof of the original Second Reduction Lemma and take the same $\mathbf{R}_{0}$ as constructed in Section 2.5. Let $\mathbf{R}^{\prime}$ be a different ( $M, e$ )-expansion of $\mathbf{R}_{0}$ as follows:

The tiles $f, h$, and $v$ will have no perturbations. Suppose the Wang tiles have colors $\{1,2, \ldots, c\}$. For each Wang tile with colors $N, E, S, W$ on the north, east, south, and west sides, respectively, denoted $\tau\left(W, \frac{N}{S}, E\right)$, introduce a perturbed $w$ tile $w\left(5^{S}-5^{N}, 5^{E}-\right.$ $\left.5^{W}\right)$. Furthermore, introduce four perturbed $s$ tiles $s\left(-5^{N}, 5^{W}\right), s\left(-5^{N},-5^{E}\right), s\left(5^{S}, 5^{W}\right)$, and $s\left(5^{S},-5^{E}\right)$. This finishes the construction.

Instead of having a single $w$ tile shift $5^{i}$ to the right and down to indicate tile $\tau_{i}$, we shift the $h$ and $v$ tiles $5^{i}$ to the right and down, respectively, to indicate color $i$ on the edge of the two adjacent Wang tiles. Given a colored $[r \times c]$ rectangular region, let $\Gamma(r, c)$ be an $(M, e)$ expansion of $\Gamma_{0}(r, c)$, obtained by perturbing the protrusions and the cavities corresponding to color $i$ on the boundary by $5^{i}$ to the right and down, respectively (cf. Section 2.5).

It is easy to see that if we are given a Wang tiling, we can place all the $h$ and $v$ tiles by shifting them the appropriate amounts from the base tiling, and then filling in the $w$ and $s$ tiles, which are, by construction, available to fill the gaps precisely.

Conversely, if there is a rectangular tiling, Sublemma 2.5.3 implies that the $h$ and $v$ will always shift to the right or down only, thus enabling us to color the edges of a Wang tiling of the rectangular boundary given. Sublemma 2.5.4 implies that the Wang tiles and the $w$ tiles are in bijective correspondence, hence the Wang tiling obtained above by coloring edges is indeed a tiling by Wang tiles.

Note that for this argument, a Wang tile cannot have monochromatic parallel edge pairs. This is analogous to the irreflexivity requirement of the relational Wang tiles. To ensure this, one can double the set of tiles as follows: replace a Wang tile $\tau\left(W, \frac{N}{S}, E\right)$ by tiles $\tau\left(W, \frac{N}{S^{\prime}}, E^{\prime}\right)$ and $\tau\left(W^{\prime}, \frac{N^{\prime}}{S}, E\right)$.

Let us count the number of tiles created. We have the three fixed tiles $f, h$, and $v$. For each Wang tile in the doubled set of size $2 k$, we create a $w$ tile and four perturbed versions of $s$. Some of the $s$ tiles may be the same, thus we get an upperbound of $8 k$. On the other hand, for the $s$ tiles involving north and west colors, there are at most $2 c^{2}$ of them, one from each type of the doubled tiles. Similarly for the other three corners, thus yielding a bound of $8 c^{2}$ instead. Combining these gives the desired $2 k+8 \min \left\{k, c^{2}\right\}+3$ bound.

Corollary 3.2.2 There exists a finite set $\mathbf{R}_{f}$ of at most 353 rectangular tiles, such that the tileability problem of simply connected regions with $\mathbf{R}_{f}$ is NP-complete.

Proof. Starting with the generalized Wang tiles $\mathbf{W}_{15}$ constructed in Lemma 3.1.1, we break them into $k=35$ Wang squares. The number of colors far exceed $\sqrt{35}$, thus we use the $10 k+3$ bound from the second Second Reduction Lemma to obtain a set of at most 353 rectangles.

### 3.3 Ad-hoc optimizations

The procedures of the Second Reduction Lemmas work on general sets of Wang tiles. However, we need only apply to a specific set. Let us consider this carefully to further reduce the number of rectangles needed.

One obvious waste is the general bound, where we estimate the number of tiles given the construction. At the end, we will carefully count exactly how many rectangles we obtain. Recall that for the original Second Reduction Lemma, the Wang tiles must be irreflexive - no tile is allowed adjacent to itself. To ensure this, we had to double the number of tiles. Similarly, in the second Second Reduction Lemma, the Wang tiles cannot have monochromatic parallel edge pairs. We also doubled the number of tiles to satisfy this requirement. In what follows, we will modify the set of tiles slightly by hand so no doubling is needed. This will increase the number of tiles, but not as much as doubling.

Lemma 3.3.1 There exists a set $\mathbf{W}_{a}$ of at most 33 Wang squares, without monochromatic parallel edge pairs, such that Simply Connected T-Tileability is NP-complete.

Proof. Please refer to Figure 3.2 for the modifications of the L, F, X, and C tiles from $\mathbf{W}_{15}$.
Recall that the setup is for tiles to transmit truth values horizontally from left to right. We invert the truth values at each column, so the $L$ and the $F$ tile do not have monochromatic pairs of vertical edges. For easy reading of the truth values of variables, we may use a rectangle with even width, so the clause tiles will get as input truth values that have been inverted even number of times (i.e., not at all). The truth inversion setup solves the problem for the two $\mathrm{X}_{i i}$ tiles having monochromatic vertical pairs for the bottom squares, but shifts the problem to the other two $\mathrm{X}_{i j}$ tiles, namely, when $i \neq j$. Thus we make those tiles $[2 \times 2]$ squares with the obvious fourth tile. Namely, the right color of the fourth tile is the same as the left color of the tile in the top left. To match with what follows, the bottom color of the fourth tile will be $\ell$ instead of the expected $o$.


Figure 3.2: Tiles for constructing $\mathbf{W}_{a}$.
As for horizontal edges, the $L$ and the $F$ tiles are the only ones presenting problems. We replace the top of L by color $o$ and similarly replace the top of F by color $\ell$. Now L and F will occur as alternating sequences in each column. Imagine placing a crossover $X$ tile where we want it to occur, and putting R tiles diagonally on top of it. We can then fill in the region above and below with $L$ and $F$ tiles. The top and bottom edges will be alternating sequence of $o$ and $\ell$ colors. They will start as the same sequence if the number of variables is even, and opposite otherwise. To place a crossover tile with its top in row $k$, we change one of the $\ell$ on the top boundary to $r$, and change the $k^{\text {th }}$ color to its left from $\ell$ to $o$ if $k$ is even, and $o$ to $\ell$ if $k$ is odd.

We have removed the need for doubling, yielding a set of $4 \cdot 2+3 \cdot 7+2 \cdot 2+1 \cdot 4=37$ Wang squares, much better than 35 tiles doubled to 70 . We now apply one last ad-hoc trick to reduce this number further.

Replace the $C$ tiles (accounting for $3 \cdot 3$ of the area) with the tiles $C_{i}, i \in\{0,1\}$, and $C_{2}$ that contribute only 5 to the area.


Figure 3.3: Right boundary to be used with the $\mathbf{W}_{a}$ tiles.

To use these tiles instead, we replace the right boundary of the rectangle by $n$ copies of the boundary shown in Figure 3.3. We then extend the bottom boundary of the rectangle to reach the end of this staircase boundary, using the colors $\ell$ and $o$ depending on the parity of how many squares are above. Namely, the sequence $\ldots \ell^{2} o^{2} \ell^{2} o^{2} \ell^{2}$, comprising of an alternating sequence of $\ell^{2}$ and $o^{2}$, ending with $\ell^{2}$ on the right.

We will start with a rectangle of even width, so as to have the same parity between the second vertical edge (the right edge of a variable tile) and the penultimate vertical edge (the left edge of the right-most square) in each row. If the penultimate edge has color $i$ while the color of the last vertical edge is $i^{\prime}$, then tile $C_{i}$ fits there. Otherwise, $C_{2}$ allows shuffling a 1 signal down a row, provided that the next row carries a 0 signal. In such a manner, every three rows will check 1-in-3 satisfaction, as desired.

The space below such a clause region will not be disturbed, and will simply be filled with L and F tiles. This results in the desired construction of $\mathbf{W}_{a}$ with 33 Wang squares.

We now explicitly count how many rectangles we get when applying the second Second Reduction Lemma to this carefully constructed tileset $\mathbf{W}_{a}$.

Theorem 3.3.2 There exists a finite set $\mathbf{R}_{a}$ of 117 rectangular tiles, such that the tileability problem of simply connected regions with $\mathbf{R}_{a}$ is NP-complete.

Proof. Recall that besides the three tiles ( $f, h$, and $v$ ) that do not have perturbations, we create five types of tiles, listed below in the first column of Table 3.1. We count the number of new rectangles created due to the introduction of $\mathrm{L}, \mathrm{F}, \ldots, \mathrm{C}$ tiles, in that order. For
example, the top and left edges of the left tile of $\mathrm{R}_{i}$ are colored the same as that of $\mathrm{F}_{i}$, thus the $s\left(-5^{N}, 5^{W}\right)$ entry for R is 2 instead of 4 . We also note that when breaking $\mathrm{X}_{i j}, i \neq j$, into four Wang squares each, we may color the internal horizontal edge on the right as $o$, then the top right corner tile of $\mathrm{X}_{i j}, i \neq j$, is the same as the one for $\mathrm{X}_{j j}$. That is, we may use the same color for the top internal vertical edge for these as to shave the number of tiles from 33 down to 31 .

|  | L | F | R | V | X | C | $\Sigma$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $w\left(5^{S}-5^{N}, 5^{E}-5^{W}\right)$ | 2 | 2 | 4 | 6 | 12 | 5 | 31 |
| $s\left(-5^{N}, 5^{W}\right)$ | 2 | 2 | 2 | 5 | 8 | 2 | 21 |
| $s\left(-5^{N},-5^{E}\right)$ | 2 | 2 | 4 | 4 | 6 | 1 | 19 |
| $s\left(5^{S}, 5^{W}\right)$ | 2 | 2 | 4 | 5 | 8 | 2 | 23 |
| $s\left(5^{S},-5^{E}\right)$ | 2 | 2 | 2 | 5 | 6 | 4 | 20 |
| $\Sigma$ | 10 | 10 | 16 | 24 | 40 | 14 | 114 |

Table 3.1: Number of tiles in $\mathbf{R}_{a}$ of each type.

The row and column labeled $\Sigma$ gives the row and column sums, respectively. Using these ad-hoc methods, we have constructed a set of $114+3=117$ rectangles, as desired.

## CHAPTER 4

## The complexity of generalized domino tilings

Tiling planar regions with dominoes is a classical problem in which the decision and counting problems are polynomial. We prove a variety of hardness results (both NP- and \#Pcompleteness) for different generalizations of dominoes in three and higher dimensions.

### 4.1 Introduction

The study of domino tilings is incredibly rich in its history, applications, and connections to other fields. A geometric version of the perfect matching problem in grid graphs, the problem is a special case of a general study of tilings of finite regions, with its own set of problems and generalization directions, very different from graph theory. In this chapter we study the decision and the counting problems for the tilings of a given region. Both problems have a large literature and long history in combinatorics and computational complexity, as well as in the recreational literature, but much of the work concentrated on tilings in the plane. Significantly less is known in three and higher dimensions, where much of the intuition and many tools specific to two dimensions break down.

To summarize the results of this chapter in one sentence, we show that the classical domino tiling problems become computationally hard already in three dimension, even when the topology of regions is restricted. This further underscores the fundamental difficulty of obtaining even the most basic (positive) tiling results in higher dimensions. We should mention that dimension three is critically important for applications ranging from enumer-
ative combinatorics to probability, to statistical physics, and to solid-state chemistry (see e.g. KRS96, Ken04, LP09, dT08]).

The (single tile) tileability problem can be stated as follows. Given a tile $T$, decide whether a region $\Gamma \subset \mathbb{R}^{d}$ is tileable with copies of $T$ (rotations and reflections are allowed). When $T$ is a domino [ $2 \times 1$ ], the tileability problem can be solved in polynomial time, via the reduction to perfect matching [LP09], and the result generalizes to any $d \geq 2$. On the other hand, when $T$ is a bar [ $3 \times 1$ ], the tileability problem is NP-complete [BNRR95] in the plane.

Our first result is on the tileability with a brick $T=[2 \times 2 \times 1]$, which we call a slab. Viewed as half-cubes, slabs can be thought of as a natural generalization of 2-dimensional dominoes.

Theorem 4.1.1 Tileability of 3-dimensional regions with slabs is NP-complete.

Now, when the region $\Gamma \subset \mathbb{R}^{2}$ is simply connected (s.c.), the tileability problem is simpler in many cases. For example, when $T$ is a domino, the s.c. tileability problem can be solved in linear time in the area $|\Gamma|$, while quadratic for general regions [Thu90] (see also [Cha96]). Moreover, when $T$ is any rectangle, the s.c. tileability problem is polynomial Rém05 (see also [KK92]), as opposed to NP-complete for general regions. Interestingly, this phenomenon does not extend to higher dimensions.

Theorem 4.1.2 Tileability of contractible 3-dimensional regions with slabs is NP-complete.

For the definition of contractible regions in higher dimension, generalizing s.c. regions in the plane, see Section 4.2. Note that in the plane, finding a tile such that the tileability problem of simply connected regions is NP-complete remains an open problem (see Section 4.8).

The next set of results concerns counting problems: given $\Gamma$, compute the number of tilings of $\Gamma$ with copies of tile $T$ (again, rotations and reflections are allowed). It is well known that in the plane, the number of domino tilings of $\Gamma$ can be computed in polynomial time (see e.g. [Ken04, LP09]). This is perhaps surprising, since computing the number of
perfect matchings is classically \#P-complete Val79b. The following result is one of the historically first applications of \#P-completeness.

Theorem 4.1.3 (Valiant Val79a]) Number of domino tilings of 3-dimensional regions is \#P-complete.

Let us note that Valiant's result is strongly related, but slightly different (see Subsection 4.8.4. We re-prove Valiant's theorem both for completeness and as a stepping stone towards stronger results. The proof uses a reduction from the perfect matching problem in cubic bipartite graphs. This construction allows us to prove the following far-reaching extension of Theorem 4.1.3.

Theorem 4.1.4 Number of domino tilings of contractible 3-dimensional regions is \#Pcomplete.

We conclude with the following counting version of theorems 4.1.1 and 4.1.2. This is obtained essentially for free by using the same construction as in the proof of the theorems.

Theorem 4.1.5 Number of slab tilings of 3-dimensional regions is \#P-complete. Moreover, the result holds when considering only contractible regions.

Much of the rest of the chapter consists of proofs of these results. In Section 4.7, we present generalizations to dimensions $d \geq 4$. We conclude with final remarks and open problems in Section 4.8, where we also continue a historical discussion of these and related tiling results.

### 4.2 Definitions and basic results

Consider $\mathbb{Z}^{3}$ as the union of closed unit cubes in $\mathbb{R}^{3}$ centered at the integer lattice points. We will suggestively refer to the elements of $\mathbb{Z}^{3}$ as cubes. A region $\Gamma$ is a finite subset of $\mathbb{Z}^{3}$, and is naturally identified with $\bar{\Gamma} \subset \mathbb{R}^{3}$, the union of the corresponding closed unit cubes. We say that a region $\Gamma \subset \mathbb{Z}^{3}$ is contractible if $\bar{\Gamma} \subset \mathbb{R}^{3}$ is contractible and has contractible interior.


Figure 4.1: Examples of non-contractible regions of $\mathbb{Z}^{3}$.

Neither of the requirements is redundant. For example, the set on the left in Figure 4.1 consisting of six closed cubes is contractible but its interior is not, since the center becomes a hole. The region on the right with seven closed cubes is not contractible but its interior is. We wish to be strict and consider these as non-contractible.

Let $T$ be a tile, which is simply a contractible region. A $T$-tiling of a region $\Gamma$ is a partition of $\Gamma$ into pairwise disjoint (as subsets of $\mathbb{Z}^{3}$ ) isomorphic copies of $T$. Here we allow $T$ to be rotated and reflected-though all the tiles we will consider are bricks, which have mirror symmetries. When the tile $T$ is understood, we simply call it a tiling. This leads us to the following two decision problems:

## T-TiLeability

Instance: A region $\Gamma$.
Decide: $\quad$ Does the region $\Gamma$ admit a $T$-tiling?

## Contractible $T$-Tileability

Instance: A contractible region $\Gamma$.
Decide: Does the region $\Gamma$ admit a $T$-tiling?
To analyze the complexities of these problems, we will follow the usual line of attack by embedding known problems as tiling problems. As such, let us define two more decision problems we will use. A graph is cubic if each vertex has degree 3. A perfect matching is a collection of pairwise-disjoint edges that cover all the vertices.

Cubic Bipartite Perfect Matching
Instance: A cubic bipartite graph $G$.
Decide: Does the graph $G$ admit a perfect matching?

Suppose we are given a set of boolean variables. A literal is a variable or the negation thereof. A 3-SAT expression $\mathcal{C}$ is a conjunction of clauses, each a disjunction of three literals. We will write $\mathcal{C}=\left\{C_{1}, \ldots, C_{t}\right\}$ as a set of triples $C_{i}$ of literals, where the negation of a variable $v$ is denoted $\bar{v}$. An assignment of boolean values to the variables is 1-in-3 satisfying if each clause $C_{i}$ has precisely one true literal. This leads to the following natural decision problem:

1-IN-3 SAT
Instance: A 3-SAT expression $\mathcal{C}$.
Decide: Does the expression $\mathcal{C}$ admit a 1-in-3 satisfying assignment?
For each decision problem, we also have an associated counting problem, where we count the number of witnesses. In particular, for the problems above, we need to count the number of tilings, perfect matchings, and satisfying assignments, respectively. By abuse of language, we say a decision problem is \#P-complete if its associated counting problem is \#P-complete. We reduce the tiling problems from the following two well-known problems.

Theorem 4.2.1 ([DL92]) Cubic Bipartite Perfect Matching is \#P-complete.
Theorem 4.2.2 (Sh78, CH96]) 1-IN-3 SAT is NP-complete and \#P-complete.

For convenience and without loss of generality, we will assume that each variable $v_{k}$ appears unnegated somewhere in the boolean expression. Indeed, if a variable occurs only negated, we may simply replace it by its negation. If $v_{k}$ does not occur, add the clause $\left(v_{k}, \bar{v}_{k}, f\right)$, where $f$ is a new variable. The number of satisfying assignments is obviously preserved.

### 4.3 Proof of Theorem 4.1.3

### 4.3.1 Reduction construction

We will reduce the counting of perfect matchings in cubic bipartite graphs to the counting of tilings with dominoes. Given a cubic bipartite graph, we want to create a region, such that the number of tilings of the region is the number of perfect matchings of the given graph.

Given two cubes $u, v \in \mathbb{Z}^{3}$, a wire is a sequence of distinct cubes $u=c_{1}, c_{2}, \ldots, c_{t}=v$ in $\mathbb{Z}^{3}$, such that $c_{i}$ and $c_{j}$ are adjacent if and only if $|i-j|=1$. We call $c_{1}$ and $c_{t}$ the endpoints of the wire, $\left\{c_{2}, \ldots, c_{t-1}\right\}$ the interior, and $t$ the length. A collection of wires is proper if no wires intersect the interior of other wires, and any two cubes in the union of the wires are adjacent if and only if they are consecutive elements in (precisely) one such wire.

Let $G$ be a connected graph. We will create a region $\Gamma \subset \mathbb{Z}^{3}$ representing this graph $G$ as follows. Let $f: V(G) \rightarrow \mathbb{Z}^{3}$ be an injective map, and identify each vertex with its image. For each edge $u v \in E(G)$, we connect $f(u)$ and $f(v)$ by a wire, which is identified with the edge. Let $\Gamma$ be the union of these wires (and thus contains the vertices). If the collection of the wires is proper, we call $\Gamma$ a lattice drawing of $G$.

Color the space $\chi: \mathbb{Z}^{3} \rightarrow \mathbb{Z}_{2}$ in a checkerboard fashion, and call $\chi(x, y, z)=x+y+z$ $(\bmod 2)$ the parity of $(x, y, z) \in \mathbb{Z}^{3}$.

Lemma 4.3.1 Every connected simple graph $G$ with maximum degree at most 6 has a lattice drawing. Moreover, if $G$ is bipartite, it can be drawn with each edge having endpoints of opposite parity.

Proof. It is obvious that if we pick $f$ so that the images are sufficiently spaced out, we can connect the vertices with proper wires. The maximum degree condition is due to the limitation that a cube has only 6 neighbors. The second part of the lemma is immediate.

### 4.3.2 Proof of correctness

Fix a lattice drawing $\Gamma$ constructed above, and consider a tiling by dominoes. The neighborhood of a vertex is shown in Figure 4.2. The solid blue square represents the vertex, with three emanating wires representing its incident edges.

Consider a wire corresponding to some edge. Since the collection of wires is proper, there are no other cubes adjacent to the interior of this wire. Thus in any domino tiling, the dominoes must tile the wire along its length. Since the endpoints have opposite parity, this wire has even number of cubes. Hence either it is partitioned into dominoes under the tiling,


Figure 4.2: A vertex with three incident wires.
or the dominoes it contains are all in its interior, in which case its endpoints are covered by dominoes that are contained in other wires.

Lemma 4.3.2 If $M$ is the collection of edges in $\Gamma$ that are partitioned into dominoes, then $M$ is a perfect matching of $G$.

Proof. Pick a vertex and consider the domino covering it: that domino is contained in precisely one of the incident edges. Thus for every vertex precisely one incident edge is in $M$, implying that $M$ is a perfect matching.

We just extracted a perfect matching of $G$ from a tiling of $\Gamma$. Notice that this map is bijective, that is, every perfect matching induces a unique tiling. Indeed, for each edge in the matching, tile the corresponding wires by dominoes covering the endpoints, then finish the tiling in the obvious manner. This means that the number of tilings is exactly the number of perfect matchings, concluding the proof of Theorem 4.1.3.

### 4.4 Proof of Theorem 4.1.4

### 4.4.1 Reduction construction

The main idea is to create a large contractible "plate" that admits a unique domino tiling, and then place the construction from the proof of Theorem 4.1.3 adjacent to this plate, while being careful as to not introduce new tilings for the plate. Given a region $\Gamma$, a subregion $S \subset \Gamma$ is called frozen if it is tiled the same way in all possible tilings of $\Gamma$.

We will call the $z=k$ plane Layer $k$. The entire construction of $\Gamma$ will lie in four layers, from Layer -1 to Layer 2. When considering cubes on a layer, we will employ the usual convention of referring to the $+x,-x,+y,-y$ directions as right, left, above, and below. When referring to an adjacent cube in a different layer, we will specify the layer specifically, as to avoid confusion.

Let us start with a plate that lies in Layer 0, which is a region whose columns have even lengths and are offset with each other, causing jagged borders. It is obvious that it


Figure 4.3: A plate with a unique tiling.
admits a unique tiling, which is shown in Figure 4.3. We will modify this plate carefully as to introduce only local changes in the tilings while preserving the unique global tiling.

Suppose we are given a cubic bipartite graph $G$ with bipartition $A$ and $B$. We will place the vertices in $A$ on the left side of a plate, and vertices in $B$ on the right side. Now we must connect the corresponding vertices with wires. We can achieve the desired connections by interchanging adjacent wires in steps. Indeed, think of the correspondence as a permutation and write it as a product of transpositions. The resulting schematic is known as a wiring diagram. These wires will, for the most part, stay in Layer 1. In between each pair of wires, we will add a tension line. We then modify the region locally with a crossover $\mathbf{X}$-gadget at each location indicated in the wiring diagram.

As an example, we see the general picture in Figure 4.4. There is a big plate, with offset columns causing jagged borders on the top and bottom of the region, indicated by the short dashes. There are four vertices, each one with three wires coming out of it, indicated by the


Figure 4.4: Overview of the layout.
solid lines. The tension lines between the wires are indicated by the long dashed lines. The red boxes are the X -gadgets.

The wire and the tension line are shown in Figure 4.5. The schematic is drawn in

(a)

(b)

Figure 4.5: A wire (left) and a tension line (right).

Layer 0 . The unique tiling of the frozen region in Layer 0 is shown: dominoes that are entirely in this layer are drawn as $2 \times 1$ rectangles in the plane. When a $+($ resp. -$)$ sign is present, it means the region includes the adjacent cube in Layer +1 (resp. -1 ).

Here we show half of a vertex V-gadget in Figure 4.6a. A single square in the schematic denotes that the cube in Layer 0 is always tiled with a domino sticking out to Layer 1 or -1 . The symbol $\pm$ signifies that the adjacent cubes in both Layers $\pm 1$ are included. The blue circle is the center of the V -gadget, and needs to satisfy positional parity as defined in the proof of the previous theorem. Besides some isolated cubes, Layer 1 contains the wires. Notice that there are three wires coming out of the center of the V -gadget. The third wire that is not drawn completely in the figure should mirror the other wire in the obvious way,

(a)

(b)

Figure 4.6: Half of a vertex V-gadget (left) and a hole H-gadget (right).
including the initialization of the tension line. The wires (sequences of + ) extend towards the right. Between each pair, we have a tension line (the sequence of jagged + and - ). Notice that we can easily make the V-gadgets taller as to have more separation between the wires and tension lines exiting to the right. This will be used to align all these things together correctly. We use the mirror image when putting the V -gadget on the right side of the plate. Between pairs of V-gadgets, we also add tension lines running horizontally across the entire plate.

To make the crossover X -gadget, we combine the hole H -gadget (Figure 4.6b) and the splitter Y-gadget (Figure 4.7). We use the same schematic convention as above in these figures. Here the symbol $\oplus$ denotes that there is a cube in Layer 1 , but not in Layer 0 . Similarly, symbol $\boxplus$ signifies the inclusion of the cubes on Layers 1 and 2 (in addition to Layer 0). First use the H -gadget to guide the lower wire to Layer -1 , and use the Y -gadget to merge and align them together. Then we reverse the process using a rotated copy of the splitter, as to make the wires crossover each other. Finally, bring the wire back to Layer 1 with another H -gadget. This completes the construction of the crossover X -gadget.

It is clear that the X -gadget takes two wires on the left, separated by a tension line, and outputs two wires on the right, again separated by a tension line. Notice that in the construction of the X -gadget, we could make the output wires further away from each other,


Figure 4.7: A splitter Y-gadget.
which is also the case for the V-gadget, as mentioned above. As such, we could align all these wires and tension lines so they feed into each other perfectly across the entire construction. Thus using X -gadgets, we are able to correctly connect the wires coming from V -gadgets. This complete the construction of the region, which we shall call $\Gamma$.

### 4.4.2 Proof of correctness

It remains to check that $\Gamma$ is contractible, and its domino tilings are in bijection with perfect matchings in graph $G$.

Lemma 4.4.1 The region $\Gamma$ is contractible.

Proof. Consider Layer 0. It has a hole for each Y-gadget. However, the adjacent cube in Layer 1 is present, and is contained in a $3 \times 3$ region. Furthermore, the adjacent cube in Layer -1 is not present. As such, filling in the hole in Layer 0 does not alter contractibility.

Now that there are no holes in Layer 0, we may deformation retract everything in other layers to Layer 0 , and then contract it to a point.

It remains to find a frozen subregion $\Gamma^{\prime} \subset \Gamma$ such that $\Gamma_{0}=\Gamma \backslash \Gamma^{\prime}$ is a lattice drawing of the given graph. Let us start with $\Gamma^{\prime}=\varnothing\left(\right.$ thus $\left.\Gamma_{0}=\Gamma\right)$ and alter $\Gamma^{\prime}$ inductively. A cube in a region is isolated if it has precisely one neighbor (out of the six adjacent possibilities). Notice that an isolated cube must be tiled by a domino covering its unique neighbor. We will remove the isolated cubes of $\Gamma_{0}$ by moving them from $\Gamma_{0}$ to $\Gamma^{\prime}$. We repeat this process inductively until there are no more isolated cubes.

Lemma 4.4.2 At any step, $\Gamma^{\prime}$ is a frozen subregion of $\Gamma$. When the process finishes, $\Gamma_{0}$ is a lattice drawing of the given graph.

Proof. It follows immediately by construction that $\Gamma^{\prime}$ is frozen. The rest of this proof is devoted to the second part of the lemma.

Let us perform another induction on the number of X -gadgets. For the base case, suppose we did not have any X -gadgets. That is, we start with the boring cubic graph where disjoint pairs of vertices are joined by three edges each.

Consider each V-gadget. After the first step, everything in Layers 0 and -1 on the two left-most columns in Figure 4.6a are removed, leaving the wire in Layer 1. The tension lines are all removed as well. It is clear that in the next step, the remaining horizontal domino will also be removed, along with the domino above it.

Thus after two steps, what we are left with in Layer 0 is a collection of disconnected plates, each of which has a wire across it horizontally in Layer 1. These wires protrude to the left and right.

Each of these plates have jagged columns thanks to the initial boundary and the tension lines. As such, in each step, the top- and bottom-most cubes are isolated, hence removed with their neighbors, creating another jagged boundary. This process continues until all cubes in Layer 0 are removed, including the ones adjacent to the wire in Layer 1. Note that
half of the cubes adjacent to said wire are removed from above, and the other from below. Thus it is important that both sides were jagged, which is the motivation for introducing the tension lines. We are left with the lattice drawing of the aforementioned contrived cubic graph.

Now for the inductive step, suppose we add an extra X-gadget. We want to show that the global situation is not altered, and that the local situation is what we wanted. Indeed, the X-gadget consists of two H-gadgets and two Y-gadgets. Having analyzed the V-gadget, one should be able to inspect the H -gadget construction in Figure 4.6b, and easily see that after finitely many steps, we will be left with the wires in Layers $\pm 1$, plus the connecting cube between them in Layer 0.

The Y-gadget is a bit more complicated, but can be carefully analyzed in the same manner. Indeed, after the first step, all the cubes in Layer -1 are removed except for the wire. Similarly, the Layers 1 and 2 cubes for $\boxplus$ are removed, so are all the cubes in Layer 1, save the wire. As for Layer 0 , we get a small island of six vertical dominoes in the middle, and a giant plate with enough tension lines such that a similar inductive removal process as above will remove it completely. Hence we are left with precisely the wires, thus completing the proof of the lemma.

### 4.5 Proof of Theorem 4.1.1 and the first part of Theorem 4.1.5

### 4.5.1 Reduction construction

Here we reduce $1-\mathrm{IN}-3$ SAT to a tiling problem. The reduction will be parsimonious, thus proving both NP-completeness and \#P-completeness.

Consider a sequence of cubes in the $z=0$ plane, where two cubes are adjacent if and only if they are consecutive elements in the sequence (this is called a wire in the proof of Theorem 4.1.3). Consider the sequence as a region and duplicate it also in the $z=1$ plane. We now call a wire the union of these two copies. In a wire, a pair of adjacent cubes, one with
$z=0$ and one with $z=1$, is called a cube pair. In any tiling by slabs, each cube pair must be covered by the same slab. If we translate the wire to the $z=k$ and the $z=k+1$ planes, we say the wire lives in the $z=k$ biplane. Color the biplane $\chi(x, y, z)=x+y(\bmod 2)$ in a checkerboard fashion, ignoring the $z$-coordinate. We call the color of a cube (pair) its parity, which can be even or odd. Similarly, we may rotate and consider wires living in $x=k$ or $y=k$ biplanes. In those cases, the biplane coloring would ignore the $x$ - or the $y$-coordinate, respectively. Notice that a cube $(x, y, z) \in \mathbb{Z}^{3}$ might have different parities depending on the biplane being considered. However, each cube pair lives in a unique biplane: thus the parity of a cube pair is unambiguous. When we draw diagrams consisting of wires in each biplane, we simply draw the two-dimensional regions used to form the wires.

The variable V -gadget, shown in Figure 4.8 , is made by removing two diagonal cubes of a $2 \times 2 \times 2$ region, and then attaching six wires. Notice that the wires come in pairs, and


Figure 4.8: A variable V-gadget, with six wires coming out of it.
each pair lives in a biplane. We label the wires with their initial coordinate directions. Each wire has an endpoint in the V-gadget, called the variable endpoint; the other one is called the free endpoint. We now describe where to place the V -gadgets and how to join these free endpoints together.

Suppose we are given a 3 -SAT expression $\mathcal{C}=\left\{C_{1}, \ldots, C_{t}\right\}$ on the variable set $X=$ $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$, where each clause $C_{i}=\left(c_{i 1}, c_{i 2}, c_{i 3}\right)$ consists of three literals, each either a variable $v_{k}$ or a negation $\bar{v}_{k}$, for some $k \in[n]=\{1, \ldots, n\}$. We now construct a region $\Gamma$.

If $c_{i j}$ is $v_{k}$ or its negation $\bar{v}_{k}$, place a V-gadget at $(10 k, 10(3 i+j), 0)$. That is, the wires live in the $x=10 k, y=10(3 i+j)$, and $z=0$ biplanes, respectively. Moreover, the variable endpoint of each wire has odd parity with respect to the coloring of the biplane in which the wire lives.

Consider the $x=10 k$ plane for each $k \in[n]$, which is drawn schematically in Figure 4.9. Notice that all the $\pm z$ wires corresponding to the variable $v_{k}$ are on this biplane. For each


Figure 4.9: Synchronization of variables: This is a diagram in some $x=10 k$ (bi)plane. The squares represent the V -gadgets and the lines represent the wires.

V-gadget, we will bend the $+z$ wire to the left and down as shown. We link up the first wire with the last, and also the remaining adjacent pairs.

Figure 4.10 shows a clause C-gadget, which is simply a joining of three wires. The parity


Figure 4.10: A clause C-gadget, where three wires meet.
of the gadget is the parity of the blue cube pair at the center where the three wires meet.
Now let us work in the $z=0$ biplane, schematically shown in Figure 4.11. For each


Figure 4.11: Diagram in the $z=0$ (bi)plane. The circles, where the lines meet, indicate the C-gadgets, which are at two different parities.
clause, there are three corresponding V -gadgets. From each V -gadget, take the $+y$ (resp. $-y$ ) wire if the corresponding variable appears in the clause unnegated (resp. negated). Extend these three wires to $x=10(n+1)$ and join them together at a C-gadget with even parity. Similarly, extend the three remaining $\pm y$ wires to $x=-10$ and join together at a C-gadget with odd parity. We call these the even and odd C-gadgets corresponding to each clause, respectively.

Finally, for each $\bigvee$-gadget, let us join the remaining $+x$ wire and the $-x$ wire together to form a loop.

Lemma 4.5.1 The wires can be joined together such that no cubes are adjacent unless they are in fact adjacent cubes from a single wire.

Proof. As the V-gadgets are sufficiently spaced out, it is very obvious that we can make the wires avoid each other, besides when they meet at the V - and C -gadgets.

This finishes the construction.

### 4.5.2 Proof of correctness

Fix a region $\Gamma$ constructed above from a 3-SAT expression $\mathcal{C}$. It remains to show that the tilings of $\Gamma$ and the 1-in-3 satisfying assignments of $\mathcal{C}$ are in bijective correspondence.

First, consider a tiling of $\Gamma$. We say that the phase of an endpoint of a wire is positive if the wire contains the tile that covers that endpoint, and negative otherwise.

Lemma 4.5.2 A wire of even length has the same phase at both endpoints, while a wire of odd length has opposite phases at its two endpoints.

Proof. As in the proof of Theorem 4.1.3, the slabs must line up along the length of the wire, since the various wires do not intersect or come near each other (except at the endpoints).

The following is immediate by observing the way slabs can come together to tile the V-gadget:

Lemma 4.5.3 There are two ways to tile each V -gadget locally. In either tiling, the three + wires have the same phase at their variable endpoints, and the three - wires have the opposite phase at their variable endpoints as the + wires.

Let the phase of the V -gadget be the common phase of the + wires at their variable endpoints.

Lemma 4.5.4 The V -gadgets corresponding to $v_{k}$ (or its negation $\bar{v}_{k}$ ) all have the same phase.

Proof. Consider two adjacent V-gadgets in the construction shown in Figure 4.9. Suppose the gadget on the left has positive phase (the opposite situation is similar). Then by Lemma 4.5.3, its $-z$ wire has negative phase at the variable end. This wire is linked with the $+z$ wire of the gadget on the right. Since both endpoints have odd parity, the wire has odd length, thus by Lemma 4.5.2, the variable endpoint of the $+z$ wire of the gadget on the right (hence the gadget) has positive phase.

This allows us to assign a truth value to the variable $v_{k}$ :

Lemma 4.5.5 Let the boolean assignment of $v_{k}$ be the common phase of the V -gadgets corresponding to $v_{k}$. This defines a 1-in-3 satisfying assignment.

Proof. Fix a clause $\left(c_{1}, c_{2}, c_{3}\right)$ and consider the corresponding even C-gadget. There are three wires connecting the corresponding V -gadgets to the center of the C -gadget. The variable endpoints of the wires have odd parity, and the free endpoints are all at the center of the C-gadget, which has even parity. As such, the wires have even lengths; thus by Lemma 4.5.2, each wire has the same phase on both its endpoints.

The center of the C-gadget is tiled by some slab, which is contained in precisely one of its three wires. Without loss of generality, suppose only the wire corresponding to $c_{1}$ is of positive phase (at both of its endpoints). Recall that the phase of a $V$-gadget is the phase of its + wires at their variable endpoints. If $c_{i}=v_{k}$ is an unnegated variable, then the $+y$ wire was used, and thus $v_{k}$ (and hence $c_{i}$ ) is positive if and only if $i=1$. On the other hand, if $c_{i}=\bar{v}_{k}$ is a negated variable, then the $-y$ wire was used. Thus $v_{k}$ is negative if and only if $i=1$, but then $c_{i}$ is again positive if and only if $i=1$.

This shows that the assignment is indeed 1-in-3 satisfying. We thus have a map from the tilings of $\Gamma$ to the satisfying assignments of $\mathcal{C}$.

For the inverse, suppose we have a 1-in-3 satisfying assignment. Simply tile each V-gadget according to the assignment in the obvious way. It only remain to tile the wires. However, by construction, once we choose the phase of a $V$-gadget, the tiling of all six wires emanating from that region is forced.

The $\pm z$ wires fit together because the phases of the V -gadgets are consistently assigned, in accordance to the truth value of the variable in the given satisfying assignment.

Recall that for each $V$-gadget, its $+x$ and $-x$ wires form a loop. Since the two endpoints both have odd parity, the length of the wire is odd. By Lemma 4.5.2, the two endpoints have opposite phases in a tiling, which is precisely what the V -gadget would produce as in Lemma 4.5.3.

It is obvious that the $\pm y$ wires fill up the even C-gadgets perfectly because the boolean assignment was 1-in-3 satisfying. For the odd C-gadgets, notice that since we take the leftover wires, precisely one of the three is negative at its variable endpoint. However, since we join
them at a cube pair with odd parity, the wires are of odd lengths, thus precisely one of the three is positive on the free endpoint at the C-gadget, as needed.

This establishes the desired bijective correspondence, and implies that the construction is indeed a parsimonious reduction from 1-IN-3 SAT to the slab tiling problem, concluding the proof of Theorem 4.1.1. Note that this also implies that the associated counting problem is \#P-complete, yielding the first part of Theorem 4.1.5; in the next section we prove a stronger result.

### 4.6 Proof of Theorem 4.1.2 and the second part of Theorem 4.1.5

### 4.6.1 Reduction construction

Given a region $\Gamma_{0}$ as constructed from the previous section, we will enlarge it to a contractible region $\Gamma \supset \Gamma_{0}$, such that $\Gamma^{\prime}=\Gamma \backslash \Gamma_{0}$ is a frozen subregion of $\Gamma$.


Figure 4.12: A variable V-gadget, shown in two perspectives.

First we modify the variable V -gadget. The following description is relative to a V gadget placed at $(0,0,0)$. We must make these adjustments to each V -gadget used. Recall that in the proof of Theorem 4.1.1, each $+z$ wire was bent as in Figure 4.9, Let us make this precise by making it bend towards the $-y$ direction when it hits $z=3$, and bend towards $-z$ when it hits $y=-5$ (see Figure 4.12). We define a region $X$, shown in Fig-


Figure 4.13: Regions used to modify the V-gadget.
ure 4.13a, that will fill the hole this loop makes. Indeed, let $X=\{-1\} \times[-5,0] \times[0,3] \cup$ $\{(0,-1,0),(0,-1,1)\} \backslash\{(-1,0,0),(-1,0,1)\}$. The unique tiling is indicated in the figure; the labels will be used in the proof of Lemma 4.6.2. Similarly, the $\pm x$ wires are linked together to form a loop. Let us bend them towards the $+z$ direction when they hit 4 and -3 , respectively, and bend towards each other when they hit $z=5$. Define a region that will fill this hole, shown in Figure 4.13b; Take

$$
[-3,4] \times\{2\} \times[0,5]
$$

add the following six cubes

$$
(-4,2,0),(-4,2,1),(1,3,0),(2,3,0),(1,1,1),(2,1,1)
$$

and remove these two cubes

$$
(0,2,0),(0,2,1)
$$

Call this region $Y$. Note that the slab labeled 4 in the figure extends behind and is hidden from view. We will add regions $X$ and $Y$ to the V -gadget. This makes the V -gadget contractible.

Let $Z=[-10,10 n+11] \times[0,30(t+1)+1] \times\{-1\} \subset \mathbb{Z}^{3}$, where $n$ and $t$ are the number of variables and clauses, respectively. We then modify $Z$ with a hole H -gadget around each V-gadget to allow its $\pm z$ wires to pass through. Indeed, Figure 4.14 shows the construction


Figure 4.14: A hole H -gadget.
in the $z=-1$ plane viewed from below. The surrounding slabs on the boundary match that of the unique tiling of $Z$. The two cube pairs missing allow the $\pm z$ wires to pass through (spaced out according to the precise construction of the V-gadget in Figure 4.12). The cube pairs in $z=-2$ plane are necessarily tiled with its unique neighbor in the $z=-1$ plane. Let $X_{k}=\{10 k-1\} \times[0,30(t+1)+1] \times[-9,-2]$ for each $k \in[n]$. Here we assume that the linking of the $\pm z$ wires (see Figure 4.9) are done at $z$-coordinates, say, -5 and -7 , which are in $[-9,-2]$. Let $\Gamma^{\prime}$ be the disjoint union of the $X$ and $Y$ for each V -gadget, the region $Z$, and the $X_{k}$ for each $k$. This finishes the construction.

### 4.6.2 Proof of correctness

It remains to check that that the construction works. The following two lemmas easily imply the result.

Lemma 4.6.1 The region $\Gamma$ constructed above is contractible.

Proof. Notice that there are no holes in the $z=-1$ plane. In $z<-1$, we may deformation retract the wires onto the $X_{k}$ plates, and then deformation retract these plates onto the $z=-1$ plane.

We now check that the modified $V$-gadget is contractible. The center of an original V-gadget was an example of a non-contractible region shown in Figure 4.1. Indeed, the interior will leave a point hole in the middle; however, it is filled by the slab labeled 4 in

Figure 4.13b. The loop formed by the $+z$ wire bending down is filled by $X$, while the loop formed by joining the $\pm x$ wires is filled by $Y$. Moreover, the $\pm y$ wires are all lying along $Z$ so we may deformation retract everything to the $z=-1$ plane. We omit the (easy) details.

Lemma 4.6.2 The subregion $\Gamma^{\prime} \subset \Gamma$ is frozen.

Proof. Consider a cube $c \in \Gamma$. If it forms a $3 \times 1 \times 1$ region with a cube pair, then no slab containing this cube may contain its neighbor that is part of the cube pair. Not counting such cube pairs, if $c$ only has two neighbors left, then $c$ must be tiled by a slab covering both these neighbors. If this happens, we call $c$ isolated and say that it forces the unique slab containing $c$. Just like in the proof of Theorem 4.1.4, we may inductively remove these forced slabs, which are obviously frozen.

Consider region $X_{k}$. Notice that the cube at the corner $(10 k-1,1,-9)$ is isolated. After removing the slab forced by it, we may consider the new corner next to it at $(10 k-1,3,-9)$. Inductively, we may remove the cubes with $z=-9$ or -8 . Now when looking at $z=-7$, we may run into cubes that neighbor $\pm z$ wires. However, these wires are made of cube pairs that form $3 \times 1 \times 1$ regions with the cubes in question. As such, we may continue the removal process unhindered. It is clear that in this manner, we may remove all cubes from $X_{k}$.

Similarly, we remove most slabs from $Z$, starting from the boundary and working our way in. The ones sticking down out of the $z=-1$ plane can also be removed, leaving us with precisely two slabs around the hole for the $-z$ wire from the H -gadget (labeled with 1 in Figure 4.14). As for each V-gadget, we remove all the cubes from $X$ and $Y$. In Figure 4.13, the forced slabs are labeled with a sample removal order, where each number is positioned on the isolated cube used at each step. Finally, we may remove the leftover slabs from $Z$.

Now, given a $1-\mathrm{IN}-3$ SAT expression $\mathcal{C}$, we may take a region $\Gamma_{0}$ constructed in the proof of Theorem 4.1.1 and enlarge it to a contractible region $\Gamma$ as described above. Since $\Gamma^{\prime}=\Gamma \backslash \Gamma_{0}$ is frozen, $\Gamma$ is tileable if and only if $\Gamma_{0}$ is tileable. These are tileable if and only if $\mathcal{C}$ is 1 -in- 3 satisfiable, thus Theorem 4.1.2 is proved. Moreover, since both reductions are parsimonious, we conclude the second counting result in Theorem 4.1.5 as well.

### 4.7 Generalized dominoes in higher dimensions

Let $\mathcal{D}_{r}^{d} \subset \mathbb{Z}^{d}$ be a $2 \times \ldots \times 2 \times 1 \times \ldots \times 1$ region with $r$ number of 2 's and $d-r$ number of 1's. We call this a generalized domino in $d$ dimensions of rank $r$. Call the $r$ coordinate directions that are 2 cubes wide fat. Previously we were concerned with tiling by dominoes $\mathcal{D}_{1}^{3}$ and slabs $\mathcal{D}_{2}^{3}$ in three dimensions.

Theorem 4.7.1 For $2 \leq r<d$, tiling (contractible) d-dimensional regions with $\mathcal{D}_{r}^{d}$ is NPcomplete. Similarly, for $1 \leq r<d$ and $d \geq 3$, tiling (contractible) d-dimensional regions with $\mathcal{D}_{r}^{d}$ is \#P-complete.

Note that in other cases of $r$ and $d$, these problems are in P (see next section).

Proof. We reduce specific tiling problems in $\mathbb{Z}^{3}$ to higher dimensions. Let us first prove the statements without the contractibility constraint.

Suppose $2 \leq r<d$. Let $\Gamma \subset \mathbb{Z}^{3}$ be a region as afforded by the proof of Theorem 4.1.1. Let $\Gamma^{\prime}=\Gamma \times\{0,1\}^{r-2} \times\{0\}^{d-r-1}$, that is, $\left\{\left(x_{1}, \ldots, x_{d}\right) \in \mathbb{Z}^{d}:\left(x_{1}, x_{2}, x_{3}\right) \in \Gamma, x_{4}, \ldots, x_{r+1} \in\right.$ $\left.\{0,1\}, x_{r+2}=\ldots=x_{d}=0\right\}$. Consider a tiling of $\Gamma^{\prime}$ by $\mathcal{D}_{r}^{d}$. Notice that there are no $2 \times 2 \times 2$ subregion in $\Gamma$, thus each tile must be oriented with two of its fat directions in the first three coordinates, the remaining $r-2$ fat directions in the next $r-2$ coordinates. This means that any $\mathcal{D}_{r}^{d}$-tiling of $\Gamma^{\prime}$ induces a $\mathcal{D}_{2}^{3}$-tiling of $\Gamma$. It is easy to see that this correspondence is actually a bijection, finishing the proof of NP-completeness, and also \#P-completeness when $r \geq 2$.

The case of $r=1$ is straightforward. Take $\Gamma$ from the proof of Theorem 4.1.3. Define $\Gamma^{\prime}=\Gamma \times\{0\}^{d-3}$, and follow the argument above.

To prove the result for contractible regions, proceed in the same manner, and take the regions constructed in the proof of the corresponding theorems. For $2 \leq r<d$, take the region $\Gamma$ from the proof of Theorem 4.1.2, and define $\Gamma^{\prime}$ in the same way as above. Notice, however, that the above strategy does not yield a reduction from $\mathcal{D}_{2}^{3}$-tilings to $\mathcal{D}_{r}^{d}$-tilings in general. Indeed, we used the fact that the specific $\Gamma \subset \mathbb{Z}^{3}$ did not contain $2 \times 2 \times 2$
subregions, which is no longer the case. The outlined argument actually still works, but more care must be taken. A tile might now be oriented with three of its fat directions in the first three coordinates. This means a $\mathcal{D}_{r}^{d}$-tiling of $\Gamma^{\prime}$ will, a priori, induce a tiling of $\Gamma$ with slabs and the $[2 \times 2 \times 2]$ cube. However, in the proof of Theorem 4.1.2, we see that no tilings of $\Gamma$ by slabs contain a $2 \times 2 \times 2$ subregion tiled by two slabs. As such, all $\mathcal{D}_{r}^{d}$ tiles in $\Gamma^{\prime}$ are still constrained to be oriented as before, with precisely two fat directions in the first three coordinates. This implies the result in this case.

The same approach works for the $r=1$ case as well. Take $\Gamma$ as in the proof of Theorem 4.1.4, and define $\Gamma^{\prime}$ as above. Now notice that in any tiling of $\Gamma$, there is no $2 \times 2 \times 1$ subregion of $\Gamma$ that is tiled by two dominoes, which proves the result.

### 4.8 Final remarks and open problems

### 4.8.1

Historically, the tiling problems played a crucial role in the developments of modern theoretical computer science. The tileability of the whole plane with a set of tiles was shown to be undecidable [Ber66, Rob71]. A version of the finite tileability problem was stated to be NP-complete in Levin's original paper [Lev73], where he (independently) defined NPcompleteness. Finally, Theorem 4.1.3 is one of the first few applications of \#P-completeness, developed by Valiant Val79b.

### 4.8.2

In the context of statistical physics, the domino tiling problem is called the dimer problem, and has a long history. The classical results of Fisher [Fis61] and Kasteleyn Kas61] express the number of domino tilings of finite regions in the plane as a certain Pfaffian, equal to a square root of a determinant. A closely related monomer-dimer model is \#P-complete already in the plane Jer87 (see also [Vad01]). Let us mention that both models can be
polynomially approximated (see [JSV04, KRS96]). We refer to [Tho06] for graph-theoretic reasons precluding the Pfaffian method in higher dimensions, and to [DG00, HK81] (see also [HN04]) for the general hardness results on graph homomorphisms, a concept generalizing perfect matchings.

### 4.8.3

In the general tileability problem, a set $\mathbf{T}$ of tiles is fixed, and one considers tilings with parallel translations of copies of tiles $T \in \mathbf{T}$. For a single tile $T$, the tileability problem is a special case, where $\mathbf{T}$ consists of all reflections and rotations of $T$. Let us briefly elaborate on the state of art of these tiling problems as they pertain to our results.

In the plane, when $|\mathbf{T}|=1$, i.e., when translates of a single tile are used, the tileability problem is linear in the area. However, already for $\mathbf{T}=\{2 \times 1,1 \times 3\}$, the tileability is NP-complete [BNRR95. It is not known whether the corresponding counting problem is \#P-complete. The smallest set $\mathbf{T}$ for which \#P-completeness is known is the set of four rotations of the $L$-tromino and a [2×2] square [MR01].

For simply connected regions in the plane, we recently found a set of 23 Wang tiles, which they showed to be NP-complete and \#P-complete (see Chapter 2). This construction can be further decreased to 15 tiles (Lemma 3.1.1), and we conjecture that only three rectangles suffices (see Subsection 2.7.5). In contrast to the decision problem, it is still unclear how much the simple connectivity of regions helps counting the number of tilings, other than making the reductions harder and more technical.

### 4.8.4

In Val79a, Valiant's goal is to show the hardness of the number of perfect matchings of grid graphs, defined as subgraphs (of the unit distance graph) of $\mathbb{Z}^{3}$. This is slightly weaker than the hardness of domino tilings of 3-dim regions, since the latter problem corresponds to induced subgraphs of $\mathbb{Z}^{3}$. However, Valiant's proof can be slightly modified, from subgraphs
of $[2 \times n \times n]$ to induced subgraphs of $[3 \times n \times n]$, to achieve the same goal. The proof we present in Section 4.3 is in fact a variation of the argument in Val79a.

### 4.8.5

For tiling in three dimensions, we consider the domino and the slab. Here each tile has three distinct orientations. If we only allow two out of the three orientations in either case, each problem becomes equivalent to the ordinary domino tiling problem in two dimensions, and hence is in P. Of course, two orientations suffices for the tromino tile $I_{3}=[3 \times 1 \times 1]$ (or the $[3 \times 3 \times 1]$ tile) to guarantee NP-completeness, since we have NP-completeness for the $[3 \times 1]$ tile.

Note that the augmentation approach, mentioned in the introduction, allows us to show the NP-completeness of the tileability problem with $I_{3}$ of contractible regions in $\mathbb{R}^{3}$. To see this, start with a flat region and color the holes in a checkerboard fashion. Now fill each unit cube with an up or down vertical tromino, depending on the color (see Figure 4.15). The contractible region thus obtained is tileable with $I_{3}$ if and only if the starting region is tileable by $[3 \times 1]$.


Figure 4.15: A construction of contractible 3-dim regions for tromino tilings.

### 4.8.6

The conditions in Theorem 4.7.1 are best possible. Indeed, if $r=0$ or $r=d$, we are tiling with cubes of side length 1 or 2 , respectively, both of which are linear in the volume. The
only remaining cases are the decision problem with $\mathcal{D}_{1}^{d}$, and the counting problem of ordinary dominoes in dimension $d=2$, both of which are in P (see e.g. [LP09]).

### 4.8.7

The idea of graph embedding into a grid is quite standard. In this context of domino tilings it was used in DKLM10, Val79a, and for other small sets of tiles in BNRR95, MR01] and Chapter 2. Of course, the technical details are somewhat different in each case.

### 4.8.8

It would be interesting to see if Theorem 4.1.4 holds for contractible regions inside a [ $2 \times n \times n$ ] brick, as they have a rather simple geometric structure. Our proof gives only a width 4 bound, but we believe that a width 3 modification can be made without difficulty. We should mention that for every fixed $c$, the counting problem is polynomial for regions inside a $[c \times c \times n]$ brick.

## 4.8 .9

In the plane, there are several other generalizations of domino tilings. Notably, ribbon tilings was introduced and studied (see [Pak03]). Another interesting set of generalized dominoes $\mathbf{T}_{n}=\left\{2^{k} \times 2^{n-k}, 0 \leq k \leq n\right\}$ was studied in Kor04]. Both sets satisfy the local move property: every two tilings of a s.c. region $\Gamma$ can be obtained by a sequence of flips, each involving a fixed number of tiles (2 in both cases, see [Pak03]). For the (usual) domino tilings this is a classical property going back to Kasteleyn and famously proved by Thurston via the height functions [Thu90].

Of course, for the domino tilings of general regions there is no local move property, as large cycles can involve an unboundedly many tiles. However, for contractible regions, one would naturally assume that domino tilings and slab tilings are connected by flips corresponding to
different tilings of $[2 \times 2 \times 2]$. This is, in fact, false. As an early prequel to the constructions in the proofs of theorems 4.1.2 and 4.1.4, we state the following easy result.

Proposition 4.8.1 Domino tilings of contractible regions in $\mathbb{R}^{3}$ does not have the local move property. The same result holds for slab tilings.

The proof is apparent from Figure 4.16 (cf. Figure 4.15). In the first case, the middle dominoes alternate between up and down. In the second case, slabs are all vertical, with the middle slabs all one layer below.


Figure 4.16: Cross sections of large regions in $\mathbb{R}^{3}$ with exactly two tilings, by dominoes and by slabs, respectively.


Figure 4.17: Using LEGO bricks to help with visualization.

## CHAPTER 5

## Rectangular tileability and complementary tileability are undecidable

Does a given set of polyominoes tile some rectangle? We show that this problem is undecidable. In a different direction, we also consider tiling a cofinite subset of the plane. The tileability is undecidable for many variants of this problem. However, we present an algorithm for testing whether the complement of a finite region is tileable by a set of rectangles.

### 5.1 Introduction

Tileability on the plane has been a subject of much study GS87]. A lot of focus was in tilings on the square grid by polyominoes Gol65], including establishing NP-completeness Lew78, MR01 and finding efficient algorithms when possible KK92, Rém05]. Aperiodicity in tilings of the entire plane has also been well studied Moz97, Pen74, with connections to ergodic theory [Rad99, CR98] and quasicrystals [DS99]. Recently, a single (disconnected) tile that exhibits aperiodic behavior was found ST11, partially settling a famous open problem.

Can the plane be tiled using translated copies of a given set of polyomino tiles? Berger showed that this decision problem is undecidable Ber66], meaning that there is no general algorithm that can always answer this question from the input. This implies that there exists aperiodic tilesets, i.e., tiles that can only tile the plane without translational symmetry. Indeed, Berger provided an aperiodic tileset of 20426 tiles, and Robinson reduces this number to 6 if rotations and reflections are allowed in addition to translations [Rob71]. This disproves a conjecture of Wang (see Subsection 5.7.4).

To have aperiodicity and undecidability, clearly the complexity of tiles and tilings must increase without bound. The following result shows that one can encode this complexity in a single tile alone ${ }^{1}$

Theorem 5.1.1 (Complementary Tileability) There is a tileset $\mathbf{T}$ such that it is undecidable whether the complement of a finite input region $\Gamma$ is tileable by $\mathbf{T}$.

Instead of tiling the entire plane or a cofinite subset, we also consider tiling finite regions. If a rectangle is tileable, then of course the plane is tileable. Thus the following is a variation of the result above.

Theorem 5.1.2 (Rectangular Tileability) It is undecidable whether a given tileset $\mathbf{T}$ can tile some rectangle.

This should be contrasted with tiling a given rectangle by a fixed tileset:

Theorem 5.1.3 ([LMP05]) Tileability of an $[n \times m]$ rectangle by a fixed tileset can be determined in time $O(\log n+\log m)$.

We discuss this connection and some curious consequences of Theorem 5.1.2 in Subsection 5.7.2. It is worth noting that if we are given a finite region to tile as opposed to the entire plane, the problem is decidable simply with exhaustive search (see Subsection 5.7.1 for results in this finite setting). However, although the region to be tiled in Rectangular Tileability is finite, the problem is (potentially) undecidable as the finite region is unspecified. That is, we are tiling a finite object from an infinite collection. Indeed, Theorem 5.1.2 shows that Rectangular Tileability is undecidable. We prove this in Section 5.3, where we moreover show that the problem remains undecidable when the size $|\mathbf{T}|$ of the tileset is fixed. Also, as a corollary, we see that tileability of a unit square by finitely many similar copies of tiles (where rotations, reflections, and dilations are allowed in addition to translations) is also undecidable.

[^4]In Section 5.6, we prove undecidability for Augmentability, where we are to augment a finite simply connected region $\Gamma$ by tiles so that the union is tileable. Any augmentable region $\Gamma$ by the (horizontal and vertical) dominoes must necessarily be balanced, i.e., has the same number of black and white squares when the plane is colored as a checkerboard. Korn showed that this is not sufficient, and also proved that $\Gamma$ is augmentable if it is rowconvex, i.e., each horizontal row forms a single contiguous region [Kor04, §11]. This should be compared with Theorem 5.1.4 below.

Usually once a result is established for a decision problem with several inputs, one may consider fixing some of these inputs and aim to obtain the same conclusion. To that end, we fix the tileset and instead let the region vary as the input of Tileability. However, decidability makes sense only if the input is finite, yet the region is infinite. As such, in Section 5.4, we consider some variations of tiling cofinite regions. Though most of these problems are undecidable, in the positive direction, we provide an algorithm for Tileability of cofinite regions by arbitrary sets of rectangular tiles.

Theorem 5.1.4 It is decidable whether the complement of a given finite region $\Gamma$ is tileable by a given tileset $\mathbf{T}$ consisting only of rectangles.

In contrast, we show in Section 5.5 that Tileability of indented quadrants by rectangles is undecidable.

### 5.2 Basic definitions

We call a subset of $\mathbb{Z}^{2}$ a region. By identifying $\mathbb{Z}^{2}$ as a union of closed unit squares in $\mathbb{R}^{2}$ centered at the integer lattice points, a region takes on a geometric shape in the obvious manner. We freely switch between viewpoints when convenient. ${ }^{2}$ We say a finite region is an (polyomino) tile if its shape is simply connected (s.c.). A finite collection of tiles is called a tileset. Note that $\mathbb{Z}^{2}$ acts naturally on a tile by translation. Given a region $\Gamma$ and a tileset

[^5]$\mathbf{T}$, a $\mathbf{T}$-tiling is a partition of $\Gamma$ into translated copies of tiles in $\mathbf{T}$. A region is $\mathbf{T}$-tileable if it admits a $\mathbf{T}$-tiling. When the tileset $\mathbf{T}$ is understood, we may suppress the prefix for notational convenience.

The boundary of (the shape of) a tile consists of unit-length horizontal and vertical edges. A (generalized) Wang tile is a tile whose edges are labeled with symbols that are referred to as colors. When tiling with Wang tiles, incident edges must be the same color. When a Wang tile is a single square, it is also called a Wang square $]^{3}$

Consider the following decision problem:

## Tileability

Instance: A tileset $\mathbf{T}$ and a region $\Gamma$.
Decide: Does $\Gamma$ admit a T-tiling?
Berger proved that Tileability for Wang squares is undecidable when $\Gamma=\mathbb{Z}^{2}$ is the whole plane [Ber66]. By straight-forward reductions (see Lemma 2.3.1], most problems involving tileability of polyominoes, generalized Wang tiles, and Wang squares are equivalent. In this chapter we will consider a few other tileability problems that are undecidable. We will usually state theorems for polyominoes, but prove them (first) for Wang tiles, then appeal to the reductions in the appendix.

### 5.3 Rectangular tileability

Here we consider the decision problem Rectangular Tileability, where the input is a tileset and the region to be tiled is unspecified.

## Rectangular Tileability

Instance: A tileset $\mathbf{T}$.
Decide: Does there exist some rectangle that is tileable by $\mathbf{T}$ ?

[^6]By an alphabet $\Sigma$ we mean a set of symbols, whose elements could be juxtaposed to form words. Let $\Sigma^{*}$ denote the set of all finite words in the alphabet $\Sigma$. The Post Correspondence Problem is a well-known undecidable decision problem:

PCP
Instance: An alphabet $\Sigma$, positive integer $n$, and words $j_{t}, k_{t} \in \Sigma^{*}$ for $t \in[n]$.
Decide: Does there exist a positive integer $d$ and $e_{i} \in[n]$ for $i \in[d]$, such that the concatenated words $j_{e_{1}} j_{e_{2}} \ldots j_{e_{d}}$ and $k_{e_{1}} k_{e_{2}} \ldots k_{e_{d}}$ are the same?

Theorem 5.3.1 ([Pos46]) PCP is undecidable.

Given a PCP instance $I$, we will construct a tileset $\mathbf{T}$ such that $\mathbf{T}$ tiles some rectangle if and only if $I$ admits a solution, and thus proving Theorem 5.1.2.

Lemma 5.3.2 Given a PCP instance $I$, there is a computabl $\otimes^{4}$ tileset $\mathbf{W}$ of generalized Wang tiles such that $\mathbf{W}$ tiles a white rectangle if and only if $I$ admits a solution.

Proof. For each $j_{t}=x_{1} x_{2} \ldots x_{r} \in \Sigma^{*}$, create a $1 \times r$ tile $J_{t}$ whose top boundary edges are all colored $U$, the bottom color sequence is $\left(x_{1}, t\right), x_{2}, \ldots, x_{r}$, and the vertical sides are colored $V$. Similarly for $k_{t}=y_{1} y_{2} \ldots y_{s} \in \Sigma^{*}$, create a $1 \times s$ tile $\mathrm{K}_{t}$ whose top boundary is $\left(y_{1}, t\right), y_{2}, \ldots, y_{s}$, the bottom colored $D$, and the vertical sides are colored $V$ (Figure 5.1). For each $x \in \Sigma$ and $t \in[n]$, create the following six transmitter tiles in Figure 5.2. Finally, add in the border tiles in Figure 5.3, which are the only ones with white (unlabeled) colors. This finishes the construction of the tileset $\mathbf{W}$.

If $I$ has a solution $e_{1}, \ldots, e_{d}$, we first put $\mathrm{J}_{e_{1}}, \mathrm{~J}_{e_{2}}, \ldots, \mathrm{~J}_{e_{d}}$ in a row on top, $\mathrm{K}_{e_{1}}, \mathrm{~K}_{e_{2}}, \ldots, \mathrm{~K}_{e_{d}}$ in a row on the bottom. If we view the color $(x, t)$ as $x$, then the bottom of the top row and the top of the bottom row have the same color sequence. The transmitter tiles allow "shifting" the tag $t$ to the left or right one step at a time until they match up as well. We

[^7]

Figure 5.1: PCP tiles.


Figure 5.2: Transmitter tiles.


Figure 5.3: Border tiles.
thus have a rectangle with the top and bottom colored $U$ and $D$, respectively, while the vertical sides are colored $V$. Notice that the border tiles can tile a rectangular border of any size, whose outside boundary is white, and the inside colors match exactly what we have.

Conversely, suppose $\mathbf{W}$ tiles a white rectangle. Consider the smallest white rectangle it can tile. The border tiles occur only on the boundary. Indeed, if there is any border tile in the interior, by construction, it must form a white rectangular frame with filled interior, a contradiction to the minimality. Now remove the border tiles on the boundary, the top (resp. bottom) row must be a sequence of $\mathrm{J}_{t}$ (resp. $\mathrm{K}_{t}$ ) tiles. Let $e_{1}, \ldots, e_{d}$ be the indices of the top sequence. By construction of the transmitter tiles, the bottom sequence share the same indices. Furthermore, viewing the color $(x, t)$ as $x$, the color sequences are the same. This means that the concatenated words coincide, and we indeed extracted a solution to $I$.

Corollary 5.3.3 Given a PCP instance $I$, there is a computable tileset $\mathbf{T}$ of polyominoes such that $\mathbf{T}$ tiles a rectangle if and only if I admits a solution.

Proof. Take the set $\mathbf{W}$ of generalized Wang tiles afforded by Lemma 5.3.2, and transform it to a set $\mathbf{T}$ of polyomino tiles using Lemma 2.3 .1 with a minor change. In the construction, we will replace the color white by a straight boundary, including the omission of the corner zig-zags.

If $I$ admits a solution, then there is a tiling of a white rectangle by $\mathbf{W}$. Replace each Wang tile by its corresponding polyomino in T. By construction, they fit together to form a tiling of a rectangle by $\mathbf{T}$.

Conversely, suppose $\mathbf{T}$ tiles some rectangle. Consider the smallest rectangle tileable by T and fix one such tiling. Note that the only tiles that can touch the boundary of the rectangle are the border tiles (i.e., those tiles in $\mathbf{T}$ that correspond to the border tiles in $\mathbf{W}$ ), lest there be small holes that cannot be filled. Conversely, the border tiles cannot occur in the interior by minimality, since they always form rectangular frames. We have replicated the exact same situation as in the proof of Lemma 5.3.2, allowing us to extract a minimal Wang tiling of a white rectangle, and thus a solution to $I$, as desired.

This concludes the proof of Theorem 5.1.2. Moreover, we can allow the pieces to be rotated, reflected, or even dilated.

Corollary 5.3.4 It is undecidable whether a tileset $\mathbf{T}$ can tile a unit square with finitely ${ }^{5}$ many similar copies of its tiles.

Proof. We claim that the specific tiles $\mathbf{T}$ in the proof of Corollary 5.3 .3 tile a rectangle by translation alone if and only if it admits a similar tiling of the unit square.

Suppose $\mathbf{T}$ tiles some $[a \times b]$ rectangle by translation. By repeating the rectangle $a b$ times, we have a tiling of an $[a b \times a b]$ square. Dilating, we obtain a similar tiling of the unit square.

Conversely, suppose $\mathbf{T}$ admits a similar tiling of the unit square. Let $S$ be the union of all tiles with the minimum scaling factor. All the corner zig-zag of tiles in $S$ must be matched by other tiles of the same scaling factor. As such, all tiles that touch the boundary of $S$ must be border tiles. In the proof of Lemma 2.3.1, we note that the interlocking corner zig-zags force all tiles to have the same orientation. This works even when we removed the corner zig-zags for the white edges. In this case, each border tile must be part of a rectangular frame with all its border tiles in the same orientation. Since there are finitely many rectangular frames, there exists one without border tiles within. This rectangular frame is fully tiled in its interior by tiles at this minimum scaling factor. Indeed, if there were any gaps, that would be a boundary of $S$, a contradiction. Finally, note that all tiles in this rectangular region has the same orientation. Thus $\mathbf{T}$ tile some rectangle by translation alone, as desired.

Theorem 5.1.2 remains true even if the number of tiles is bounded.

## Theorem 5.3.5 Rectangular Tileability with 19 tiles is undecidable

[^8]Proof. We first prove that some finite number suffices. This comes directly from the fact that PCP remains undecidable when the number of pairs $n$ is fixed, for $n \geq 7$ [MS05]. Of course, by using a binary encoding of the alphabet, we may assume $m=|\Sigma|=2$. By making sure that this encoding is of even length, we may omit the transmitter tile F that fixes $(x, t)$, and let the labels oscillate back and forth. This means we need only $2 n+m+4 n m+8$ tiles. Taking $n=7$ and $m=2$, we see that 80 tiles suffices.

Now we briefly sketch a proof of the claimed 19 bound. In [Oll09, Ollinger constructs a tileset $\mathbf{T}$ of 11 polyominoes for an arbitrary Wang tileset $\mathbf{W}$, such that $\mathbf{T}$ tiles the plane if and only if $\mathbf{W}$ tiles the plane. By adding 8 (different) border tiles similar to the idea used above, we obtain a tileset $\mathbf{T}^{\prime}$ of 19 polyominoes such that $\mathbf{T}^{\prime}$ tile some rectangle if and only if $\mathbf{W}$ tile some white rectangle. It is worth noting that in [Oll09], the Wang squares are arranged on the square lattice grid as if they are (Aztec) diamonds. Thus we must create a new set of "diamond" Wang tiles to fit this setup, and create the border tiles to create a periodic border that fits Aztec diamonds. We omit the easy details.

### 5.4 Complementary tileability

### 5.4.1 Tiling cofinite regions with a fixed tileset

Now we will consider a series of complementary tiling problems. First, as motivated in Section 5.2, we consider tiling a cofinite region, given by its finite complement in the plane.

Complementary Tileability
Instance: A tileset $\mathbf{T}$ and a finite region $\Gamma$.
Decide: Does the cofinite region $\mathbb{Z}^{2} \backslash \Gamma$ admit a $T$-tiling?
We will see that this is undecidable, by showing that the problem is undecidable even if the tileset $\mathbf{T}$ is fixed:

## Complementary T-Tileability

Instance: A finite region $\Gamma$.
Decide: Does the cofinite region $\mathbb{Z}^{2} \backslash \Gamma$ admit a $T$-tiling?
Theorem 5.4.1 There exists a tileset $\mathbf{T}$ such that Complementary T-Tileability is undecidable.

Proof. Fix a universal Turing machine $\mathfrak{M}$ on an alphabet $\Sigma$ with blank symbol $0 \in \Sigma$. Treating the initial tape configuration as the input, it is undecidable whether $\mathfrak{M}$ halts. Let $\mathbf{x}=x_{1} x_{2} \ldots x_{r} \in \Sigma^{*}$ be a word in $\Sigma$. Construct region $\Gamma_{\mathbf{x}}$ as shown in Figure 5.4a, where $s$ is the starting state of $\mathfrak{M}$. Using the emulation of Turing machines by Wang tiles in Lemma 6.1.1, we obtain a Wang tileset $\mathbf{M}_{\mathfrak{M}}$ that emulates $\mathfrak{M}$. Add the additional tiles in Figure 5.4b, and pass to polyominoes by Lemma 2.3.1 along with input region $\Gamma_{\mathbf{x}}$.


Figure 5.4: Initial tiles.

In a tiling, the left and right of the input region can only be tiled by (the polyomino associated with) I, thus initializing the tape with the blank symbol 0 bi-infinitely, and separating the plane into two halves. The upper half will be tiled by $U$. The lower half is tileable if and only if there is a non-halting computation of $\mathfrak{M}$.

### 5.4.2 Tiling fixed cofinite regions

Obviously, for some tileset $\mathbf{T}$, such as a single square, this problem is decidable. In contrast, we can fix the region $\Gamma$ instead of the tileset $\mathbf{T}$ :

## $\Gamma$-Complementary Tileability

Instance: A tileset $\mathbf{T}$.
Decide: $\quad$ Does the region $\mathbb{Z}^{2} \backslash \Gamma$ admit a T-tiling?
Theorem 5.4.2 $\Gamma$-Complementary Tileability is undecidable for any finite simply connected ${ }^{77}$ region $\Gamma$.

In particular, even if we fix $\Gamma$ as a single square, denoted $[1 \times 1]$, this problem is still undecidable $: 8$

Sketch of proof. We modify Complementary Tileability to have a fixed starting region. Indeed, suppose we are given an instance consisting of a tileset $\mathbf{T}$ and a region $\Gamma$. Let $\mathbf{T}^{\prime}$ be obtained by passing $\mathbf{T} \cup\{\Gamma\}$ to Wang tiles and back to polyominoes via Lemma 2.3.1. Scale all these tiles by a factor of 2 , and then remove a single square from the tile $\Gamma^{\prime}$ corresponding to $\Gamma$. Note that $\mathbb{Z}^{2} \backslash[1 \times 1]$ admits a $\mathbf{T}^{\prime}$-tiling if and only if $\mathbb{Z}^{2} \backslash \Gamma$ admits a $\mathbf{T}$-tiling. Indeed, by passing to Wang tiles and back, these tiles automatically align in a dilated integer lattice grid in any tiling. Since all tiles were dilated by a factor of 2 , if $\Gamma^{\prime}$ is not used, there is no way to tile around the $[1 \times 1]$ unit square. On the other hand, every occurrence of $\Gamma^{\prime}$ will leave a $[1 \times 1]$ square uncovered. Thus $\Gamma^{\prime}$ will be used precisely once, matching the square at where it was removed. This transforms the original complementary tiling problem to one with fixed input region $[1 \times 1]$.

Fixing $\Gamma$ as something else is similar. Indeed, let $S$ be a large $[N \times N]$ square containing $\Gamma$, such that $S^{\prime}=S \backslash \Gamma$ is connected. It is possible that $S^{\prime}$ is not simply connected, in which case we can break $S^{\prime}$ into two s.c. pieces that will interlock with each other only. Given an instance $\mathbf{T}$ of $[1 \times 1]$-Complementary Tileability, scale all tiles in $\mathbf{T}$ by a factor of $N$ to obtain an equivalent $[N \times N]$-Complementary Tileability problem. Now add (the

[^9]two pieces of) $S^{\prime}$ to the scaled tileset, reducing to $\Gamma$-Complementary Tileability, as desired.

### 5.4.3 Tiling cofinite regions with rectangles

On the positive side, somewhat surprisingly, when the tileset consists only of rectangles, the most general case (with neither the region nor the tileset fixed) is actually decidable.

Complementary Tileability with Rectangles
Instance: A region $\Gamma$ and a tileset $\mathbf{R}$ of rectangles.
Decide: $\quad$ Does the region $\mathbb{Z}^{2} \backslash \Gamma$ admit a R -tiling?

Proof of Theorem 5.1.4. We first describe the algorithm. Suppose we are given a region $\Gamma$ and a tileset $\mathbf{T}$ consisting only of rectangles. Let $A$ be the smallest rectangular region that contains $\Gamma$ in its interior. Place tiles to cover $A$ (where tiles are allowed to protrude outside of $A$ ), such that $\Gamma$ is uncovered. Formally, find a region $B \supset A$ and a tiling of $B \backslash \Gamma$. Even though this may look like an infinite problem with $B$ unspecified, note that it is really a finite problem, since we can exhaustively search all local tilings around $\Gamma$. Either there is no way to cover $A$ while avoiding $\Gamma$, in which case there is no tiling of $\mathbb{Z}^{2} \backslash \Gamma$, or we find such a $B$ and a tiling $\pi$ of $B \backslash \Gamma$, in which case the complement of $\Gamma$ is tileable.

Indeed, we may assume that $\pi$ is minimal in the sense that removing any tile will leave parts of $A$ uncovered. Consider the tiling $\pi$ at the top boundary of $A$. It consists of some rectangles sticking out, and some that tile $A$ just right. Regardless, simply use each of these rectangles to tile the infinite half-strip above each segment. Similarly, tile the three halfstrips from the other three edges. Now we are left with four quadrants, which are obviously tileable.

### 5.5 Tiling indented quadrants with rectangles

Lemma 2.3.1 lists several classes of Tileability problems that are equivalent. Tiling with rectangles is equivalent with the others for finite regions, but Theorem 5.1.4 puts an end to the hope of extending the equivalence to cofinite regions. Here we present an equivalence for special infinite regions, and use it to exhibit yet another undecidable result.

Lemma 5.5.1 Given a (Wang) tileset $\mathbf{T}$, it is undecidable whether the (white) fourth quadrant is $\mathbf{T}$-tileable.

Proof. Take a Turing machine $\mathfrak{M}$ with blank symbol $b$ and initial state $q_{0}$. Use Lemma 6.1.1 to get an associated tileset $\mathbf{M}_{\mathfrak{M}}$. Add the three initialization tiles from Figure 6.2, where $\varnothing$ signifies the white boundary of the fourth quadrant. Similar to the proof of Theorem 6.2.1, we see that the fourth quadrant is tileable if and only if the Turing machine has a non-halting computation when started on a 1-way infinite blank tape. Since that is undecidable (with $\mathfrak{M}$ varying as input), tileability of the quadrant is undecidable.

As usual, this result holds for a tileset of polyominoes by Lemma 2.3.1, where edges with color $\varnothing$ are replaced by straight edges. Obviously, it makes no sense to ask the same question for rectangular tiles. However, if we replace the boundary of the quadrant by periodic rectilinear curves, then the problem becomes undecidable again. Call such a boundary a periodically indented fourth quadrant.

Theorem 5.5.2 Given a periodically indented fourth quadrant $\Gamma$ and a tileset $\mathbf{R}$ of rectangles, it is undecidable whether $\Gamma$ admits a $\mathbf{R}$-tiling.

Proof. Take a set of polyominoes T. The reduction in Lemma 2.3 .3 provides a set of rectangles $\mathbf{R}$, and a linear-time function $f$ that transforms a finite region $\Gamma$ to another finite region $\Gamma^{\prime}$, such that $\Gamma$ is $\mathbf{T}$-tileable if and only if $\Gamma^{\prime}$ is $\mathbf{R}$-tileable. Explicitly, $f$ takes each unit-length edge of $\Gamma$ and replaces it with a rectilinear curve to get $\Gamma^{\prime}$. By feeding a single vertical and a single horizontal edge to $f$, we get two rectilinear curves that can be used
to make the periodic boundary of an indented fourth quadrant. By carefully following the proof of the bijective correspondence of $\mathbf{T}$-tilings of regions and $\mathbf{R}$-tilings of the transformed regions, one can see that everything works for this specific infinite case as well. In particular, in Sublemma 2.5.1, the unique $\mathbf{R}_{0}$-tiling of $\Gamma_{0}(r, c)$ was proved by placing tiles in the order labeled in Figure 2.11. It is evident that this ordering extends to the infinite quadrant, and the proof works verbatim.

We should note that the quadrant having a corner is essential when applying the proof of Lemma 2.3.3 to this context. For example, this reduction does not work for the halfplane. Indeed, for that case, the sketch of Lemma 5.5.1 does not work, but can be fixed with some additional ideas to prove the corresponding lemma. The theorem, however, cannot be salvaged, as the algorithm of Theorem 5.1.4 would apply with some minor alterations.

### 5.6 Augmentability

In the style of Rectangular Tileability, where we are interested if there is some finite (rectangular) region from an infinite collection that is tileable by a given tileset, we consider the following notion. A finite region $\Gamma$ is augmentable if there is a finite s.c. region $\Gamma^{\prime} \supset \Gamma$ such that both $\Gamma^{\prime} \backslash \Gamma$ and $\Gamma^{\prime}$ are tileable.

## Augmentability

Instance: A tileset $\mathbf{T}$ and a region $\Gamma$.
Decide: $\quad$ Is $\Gamma$ augmentable by $\mathbf{T}$ ?
As above, we can fix either $\mathbf{T}$ or $\Gamma$ in the input (obviously not simultaneously). We have the following result:

Theorem 5.6.1 Augmentability is undecidable. Moreover, it remains undecidable even when $\Gamma$ is fixed. Similarly, there exists some tileset $\mathbf{T}$ such that Augmentability with $\mathbf{T}$ fixed is undecidable.

Proof. We first prove undecidability in general, then briefly sketch how $\Gamma$ or $\mathbf{T}$ may be fixed at the end of the proof. Recall that it is undecidable whether a Turing machine with a 1-way infinite tape halts. By convention, the machine head starts at the left end of the tape, where the input is written. Fix a Turing machine $\mathfrak{M}$ on an alphabet $\Sigma$, with blank symbol $0 \in \Sigma$, and starting state $s$. Let $\mathbf{M}_{\mathfrak{M}}$ denote the associated tileset of machine tiles afforded by Lemma 6.1.1. Let $\mathbf{B}_{\mathfrak{M}}$ be the tileset of border tiles defined in Figure 5.5, consisting of T, TR, $\mathrm{L}, \mathrm{R}, \mathrm{BL}$, and $\mathrm{BR}, \mathrm{L}_{x}, \mathrm{R}_{x}$, and $\mathrm{H}_{x, q}$ for $x \in \Sigma$ and $q$ a halting state of $\mathfrak{M}$. The tileset $\mathbf{F}$ of filler tiles consists of those in Figure 5.6. Finally, replace unlabeled edges in $\mathbf{T}_{\mathfrak{M}}=\mathbf{M}_{\mathfrak{M}} \cup \mathbf{B}_{\mathfrak{M}} \cup \mathbf{F}$ with four new colors depending on which way each edge faces. By abuse of language, we will continue to refer to these four colors on the boundary as white, with the understanding that the white colors do not match, and thus the border tiles can only be used on the boundary of a tiling and not in its interior. This finishes the construction of the tileset $\mathbf{T}=\mathbf{T}_{\mathfrak{M}}$.


Figure 5.5: Border tiles $\mathbf{B}_{\mathfrak{M}}$.

Let $\mathbf{x}=x_{1} x_{2} \ldots x_{r} \in \Sigma^{*}$ be a word in $\Sigma$. Construct region $\Gamma=\Gamma_{\mathbf{x}}$ as shown in Figure 5.5, where $s$ is the starting state of $\mathfrak{M}$, and the white colors are subject to the same aforementioned replacement treatment. It remains to show that $\Gamma_{\mathbf{x}}$ is augmentable by $\mathbf{T}_{\mathfrak{M}}$ if and only if $\mathfrak{M}$ halts on input $\mathbf{x}$.

$$
\begin{array}{|ccr|}
\hline \mathrm{TL}^{\prime} & T^{\prime} & T^{\prime} \begin{array}{|cc|}
\hline \mathrm{T}^{\prime} & T^{\prime}
\end{array} T^{\prime} \begin{array}{|c}
\mathrm{TR}^{\prime} \\
L^{\prime}
\end{array} \\
H^{\prime} & R^{\prime}
\end{array}
$$



Figure 5.6: Filler tiles F.

|  |  |  |  |  |  | T | T | T | TR |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L | space-time diagram of a halting computation$(x, q)$ |  |  |  |  |  |  |  | R |
| L |  |  |  |  |  |  |  |  | R |
| L |  |  |  |  |  |  |  |  | R |
| L |  |  |  |  |  |  |  |  | R |
| BL | L. | L. | L. | $\mathrm{H}_{x, q}$ | R. | R. | R 。 | R 。 | BR |

Figure 5.7: Tiling of $\Gamma^{\prime} \backslash \Gamma$.

First, suppose $\mathfrak{M}$ halts on input $\mathbf{x}$. Take a tiling representing the space-time diagram of a halting computation. By definition, the top boundary color sequence of the tiling is $\mathbf{x}$, possibly with blank symbol 0 repeated on its right. We may therefore place $\Gamma$ above the space-time diagram, with tiles T to its right (see Figure 5.7). Now we surround the region by the other border tiles to get a white rectangular region $\Gamma^{\prime}$. Of course, the bottom is tiled by $\mathrm{H}_{x, q}$, which matches the state symbol in the last row of the space-time diagram, and with L. and R. tiles on the sides, where • denotes some unspecified symbol from $\Sigma$. We thus get a tiling of $\Gamma^{\prime} \backslash \Gamma$ automatically. Notice that since $\Gamma^{\prime}$ is a white rectangle, it is tileable by the filler tiles $\mathbf{F} \subset \mathbf{T}_{\mathfrak{M}}$, as desired.

Conversely, suppose $\Gamma_{\mathbf{x}}$ is augmentable by $\mathbf{T}_{\mathfrak{M}}$. Since no tiles could be immediately above or to the left of $\Gamma, \Gamma^{\prime}$ matches the upper left corner of $\Gamma$. Thus in any tiling of $\Gamma^{\prime}$, the space currently occupied by $\Gamma$ must be tiled by filler tiles. Note that as the filler tiles can only be adjacent to other filler tiles, and since $\Gamma^{\prime}$ is (simply) connected, $\Gamma^{\prime}$ is tileable by filler tiles alone. Of course, tilings of $\Gamma^{\prime} \backslash \Gamma$ must not use filler tiles, as they cannot be adjacent to $\Gamma$. This means the boundary of $\Gamma^{\prime}$ must be colors common to both filler and non-filler tiles, meaning that $\Gamma^{\prime}$ is a white rectangle. The only way to tile $\Gamma^{\prime} \backslash \Gamma$ is by using the border tiles as shown in Figure 5.7, with precisely one $\mathrm{H}_{x, q}$ somewhere. Since the interior cannot utilize border tiles, it must be tiled by the machine tiles $\mathbf{M}_{\mathfrak{M}}$ alone. Thus it emulates a computation starting from $\mathbf{x}$, potentially followed by finitely many blank symbols, and ending at a halting state (forced by the presence of a border tile $\mathrm{H}_{x, q}$ on the bottom boundary) after finitely many steps, as desired.

We may interchange the role of $\Gamma_{\mathbf{x}}$ and $\mathrm{TL}^{\prime}$, adding $\Gamma_{\mathbf{x}}$ to the tileset and removing $\mathrm{TL}^{\prime}$ to be used as the input region. This shows that Augmentability remains undecidable even when $\Gamma$ is fixed. On the other hand, by fixing $\mathfrak{M}$ as some Universal Turing machine, we see that there is some fixed $\mathbf{T}$ such that Augmentability is undecidable.

### 5.7 Final remarks and open problems

### 5.7.1

Tileability of a given finite region is decidable simply by exhaustive search. In this context, tileability of finite regions by a finite tileset is NP-complete Lew78. 9 This is true even when the tileset is fixed as a horizontal bar $h_{n}$ of $n$ squares and a vertical bar $v_{m}$ of $m$ squares, $n \geq 2$ and $m \geq 3$ [BNRR95]. However, when the region is simply connected (s.c.), tileability by $\left\{h_{n}, v_{m}\right\}$ can be determined in linear time [KK92] By comparing these results, it is apparent that simple connectivity makes a difference. This is in part due to Thurston's height function approach Thu90 and techniques in combinatorial group theory developed by Conway and Lagarias CL90. Using these methods, Rémila showed that tileability of s.c. regions is quadratic for any two fixed rectangles Rém05. Perhaps surprisingly, there is a finite set of rectangular tiles such that tileability of s.c. regions is NP-complete (see Chapter 2). On the other hand, tileability of a rectangular region for a fixed set of tiles can be determined in linear time (see below). Of course, if the rectangular region is unspecified, undecidability returns. In a related direction, it is undecidable whether a tileset is a code [BN03], i.e., every tileable finite region is uniquely tileable.

### 5.7.2

Theorem 5.1.2 leads to some curious consequences.

Theorem 5.7.1 ([DK75]) Given a tileset $\mathbf{T}$, there is a tileset $\mathbf{T}^{\prime}$ consisting only of rectangular tiles such that $\mathbf{T}$ and $\mathbf{T}^{\prime}$ tile the same rectangular regions.

[^10]Note that $\mathbf{T}$ can tile some rectangle if and only if $\mathbf{T}^{\prime}$ is non-empty. As such, in light of our main theorem, it is undecidable if $\mathbf{T}^{\prime}$ is non-empty and, a fortiori, $\mathbf{T}^{\prime}$ is not computable from T. Indeed, while the proof in [DK75] seems purely existential, now there is proof that it cannot be made constructive.

Theorem 5.7.2 ([LMP05]) Tileability of an $[n \times m]$ rectangle by a fixed tileset of rectangles can be determined in time $O(\log n+\log m)$.

Combining the two results, we see that there is a linear time algorithm for testing tileability of rectangles for any fixed tileset. Again, the main theorem proves that the linear time algorithm afforded by combining [DK75] with [LMP05] cannot be algorithmically determined if the tileset is not fixed in advance. In the next subsection, we outline another consequence regarding the growth of certain functions.

### 5.7.3

For a polyomino P that tiles some rectangle, Klarner defined the order $h(\mathrm{P})$ of P as the minimum number of copies it takes to tile some rectangle [Kla69, and conjectured that there is no polyomino of order 3 , which has since been confirmed [SW92]. There are polyominoes of order $4 s$ for each $s \in \mathbb{N}$ [Gol89], but no non-rectangular polyomino whose order is odd ${ }^{12}$ is known, and their existence is an open question (see e.g. [GO04, §15]).

For convenience, let us set $h(\mathrm{P})=0$ if P does not tile any rectangle, and let

$$
f(n)=\max \{h(\mathrm{P}):|\mathrm{P}|=n\},
$$

where $|\mathrm{P}|$ is the area of (the shape of) P . If it is computable or bounded above by a computable function, then Rectangular Tileability for a single polyomino would be decidable. Indeed, if there exists a computable function $g(n)$ such that $f(n) \leq g(n)$, then given $\mathbf{P}$, simply try tiling all rectangles with areas up to $g(|\mathbf{P}|)$. This is a finite process that terminates. If no tilings are found, then $P$ does not tile any rectangle. There are several

[^11]claims that the problem is decidable (thus the function $f(n)$ is computable), but to our best knowledge (see e.g. AS10]), no proofs are currently known.

Along the same vein, let $\widetilde{h}(\mathbf{T})$ denote the minimum area of a rectangle tileable by a tileset $\mathbf{T}$, and set $\widetilde{h}(\mathbf{T})=0$ if $\mathbf{T}$ does not tile any rectangle. Note that when $\mathbf{T}=\{P\}$ is a single polyomino, we have $\widetilde{h}(\{\mathrm{P}\})=h(\mathrm{P}) /|\mathrm{P}|$. Similarly, define

$$
\tilde{f}(n)=\max \{\widetilde{h}(\mathbf{T}): \mathbf{T} \text { has total area } n\} .
$$

Corollary 5.7.3 The function $\widetilde{f}(n)$ grows faster than any computable function, e.g., the fast-growing Ackermann function.

Proof. This follows immediately from the undecidability of Rectangular Tileability (Theorem 5.1.2).

### 5.7.4

Wang conjectured that there is no aperiodic tileset of Wang squares [Wan61. If this conjecture were true, Tileability for Wang squares would be decidable. Indeed, simply enumerate all tilings of $[N \times N]$ squares, $N=1,2, \ldots$. Either some square admits no tiling (and thus the plane is not tileable), or at some point a finite fundamental domain will be found that can be used to tile the whole plane periodically. Berger disproved the conjecture by showing the undecidability of this tileability problem [Ber66]. As a consequence, there is an aperiodic tileset of Wang squares. After a series of reductions in the number of Wang squares, the current record is 13 Cul96.

### 5.7.5

Reducing the number of tiles in an aperiodic tileset has been the subject of much effort. The famous Penrose tilings derive aperiodicity from a pair of tiles [Pen74]. Here a tile is a geometric shape that can be rotated (and reflected) in addition to translation. These tilings inherit aperiodicity from quasicrystals and thus do not admit transformations onto
lattices. Socolar and Taylor constructed a single tile on the hexagonal lattice that exhibits aperiodic behavior when external matching rules are enforced [ST11]. Since the matching rules span non-adjacent tiles, encoding this as a geometric tile (with no external matching rules) necessarily resulted in a tile whose interior is disconnected. There seems to be no obvious way to circumvent this in the plane.

Returning to the square lattice, it is unknown whether there is a single polyomino that could force aperiodic behavior. Decidability of whether a polyomino admits a tiling (or a periodic tiling) of the plane is open. However, there is a polynomial-time algorithm for deciding whether a given polyomino admits an isohedral tiling [KV99], i.e., a tiling where the group of isometries acts transitively on the tiles thereof. If only translations are allowed on a single polyomino, Tileability of the plane is decidable [BN91], and an algorithm with running time quadratic in the boundary length is known GV07.

### 5.7.6

Let us consider tilings of finite regions. Traditionally, the use of coloring maps is a main tool for proving non-tileability (see Gol65). It actually proves the non-existence of signed tilings, i.e., a finite collection of tiles with $\pm 1$ weights such that the weights of tiles covering each square sum to 1 inside the region and 0 outside (see [L90]). Conversely, when there are no signed tilings, there is a coloring argument that certifies it (see [Pak00]). This is not true for ordinary tilings. Indeed, there are non-tileable regions that admit signed tilings, thus proving non-tileability using this method is impossible for those regions.

The notion of augmentability considered in Section 5.6 can be formulated in this language of signed tilings, by requiring tiles with equal weights to be pairwise disjoint. Augmentability is therefore a (proper) intermediate notion between tileability and signed tileability. That is, tileable regions are augmentable, and augmentable regions are signed tileable. Moreover, the implications are not bidirectional Kor04.

### 5.7.7

There are instances where results of tilings in the plane do not extend to higher dimensions. For example, the number of tilings of a finite region by dominoes can be counted efficiently in the plane, but is \#P-complete in higher dimensions (see Chapter 4). However, all of the results in this chapter extend easily to higher dimensions. Indeed, Rectangular Tileability extends by simply endowing each $2 D$ tile with height 1 in the remaining directions. The results involving Turing machines can also be easily extended in the obvious manner. Extending Complementary Tileability with rectangles to higher dimensions is only slightly trickier. A brick in $\mathbb{Z}^{n}$ is the Cartesian product of $n$ intervals.

Theorem 5.7.4 It is decidable whether the complement of a given finite region $\Gamma$ in $\mathbb{Z}^{n}$ is tileable by a given tileset $\mathbf{T}$ consisting only of bricks.

Proof. We follow the same proof as given in Subsection 5.4.3. Indeed, let $A$ be the smallest brick region that contains $\Gamma$ in its interior. Find a region $B \supset A$ and a tiling $\pi$ of $B \backslash \Gamma$. This task is finite, and is possible if and only if $\mathbb{Z}^{n} \backslash \Gamma$ is tileable.

Indeed, assume that $\pi$ is minimal. It remains to exhibit a tiling of $\mathbb{Z}^{n} \backslash B$. For a brick in $\pi$, call its facet free if it is entirely on the boundary of $B$. Suppose a brick centered at coordinates $\mathbf{x}$ has a free facet. Its cone is the set of copies of the brick centered at $\mathbf{x}+\mathbb{Z}_{+} \mathbf{v}$, where $\mathbf{v}$ is the width vector from the opposite facet to the free facet, and $\mathbb{Z}_{+}=\{0,1,2, \ldots\}$. More generally, if a brick centered at $\mathbf{x}$ has $k$ free facets, with corresponding width vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$, define its cone as the set of copies of the brick centered at $\mathbf{x}+\mathbb{Z}_{+} \mathbf{v}_{1}+\ldots+\mathbb{Z}_{+} \mathbf{v}_{k}$. (This works even if some pairs of free facets are opposite one another.) It is easy to see that the cones of the bricks partition $\mathbb{Z}^{n} \backslash \Gamma$.

Another direction of generalization is to consider other infinite regions with reasonable finite descriptions. For example, consider a periodic perforated plane, where there are holes occurring throughout the region in some periodic manner. This may lead to interesting results like Theorem 5.5.2.

One could also ask for the running-time complexity of the algorithm described in the proof of Theorem 5.1.4. In particular, what happens if the tileset is the (horizontal and vertical) dominoes?

## CHAPTER 6

## Demonstrating the power of tiles by emulating Turing machines

In this short chapter, we outline the classical technique of emulating Turing machines with tiles, an idea mentioned in Subsection 2.7 .2 and heavily used in Chapter 5. We then create a tileset that tiles a quadrant uniquely while performing prescribed calculations.

### 6.1 Emulating Turing machine with tiles

Consider a Turing machine $\mathfrak{M}$ on an alphabet $\Sigma$ and let $Q$ denote its set of states. We refer to the elements of $\Sigma \sqcup(\Sigma \times Q)$ as colors, where $(x, q), x \in \Sigma$ and $q \in Q$, are called compound colors. A configuration of $\mathfrak{M}$ is represented as a (possibly infinite) sequence of colors, where all but finitely many are the blank symbol $b \in \Sigma$. Moreover, there must be precisely one compound color $(x, q)$. Reading $(x, q)$ as $x$, this sequence represents the contents of the tape. The head of the machine is at the position of $(x, q)$, and the current state is $q$. Such a sequence of colors (corresponding to a valid configuration) is called valid. A row of (possibly infinite) Wang squares is valid if their bottom colors form a valid sequence. We say a set of Wang squares $\mathbf{W}$ emulates $\mathfrak{M}$ if given a valid row of Wang squares, and a second row of Wang squares below it, the second row represents a configuration obtained from the previous one after one time step (and therefore is a valid row). Moreover, if $\mathfrak{M}$ is non-deterministic, all possible next configurations are realizable by such tilings. This way, a tiling with $\mathbf{W}$ is a space-time computation diagram of $\mathfrak{M}$, given that it starts with a valid row. Furthermore, all possible space-time diagrams are realizable as tilings.

Lemma 6.1.1 There is a computable tileset $\mathbf{M}_{\mathfrak{M}}$ of Wang squares that emulates a given Turing machine $\mathfrak{M}$.

Proof. This construction is classical and well known (see e.g. [LP97, §6]). For completeness and also to fix an explicit construction, we provide a proof here.

Let $\mathfrak{M}=\left(Q, q_{0}, \Sigma, b, \delta\right)$ be a deterministic Turing machine, with a finite set $Q$ of states that contains a starting state $q_{0} \in Q$, a finite alphabet $\Sigma$ that contains a blank symbol $b \in \Sigma$, and a transition function $\delta: \Sigma \times Q \rightarrow \Sigma \times Q \times\{L, R\}$. There is a tape with a horizontal row of cells, each cell holds precisely one symbol from $\Sigma$. The tape has a left-most cell, but extends infinitely to the right. At the beginning, every cell contains the blank symbol $b$. The head of the Turing machine starts on the left-most cell, in starting state $q_{0}$. At each step, the head reads the symbol $a$ from the cell at which it is located. Suppose the current state is $q$, and $\delta(a, q)=\left(a^{\prime}, q^{\prime}, D\right)$. The head replaces the content of the cell by $a^{\prime}$, and enters state $q^{\prime}$. Moreover, it moves to the left or right on the tape depending on if $D$ is $L$ or $R$.

Let $\tau\left(w, \frac{n}{s}, e\right)$ denote a Wang tile whose north, east, south, and west colors are $n, e, s$, and $w$, respectively. To emulate $\mathfrak{M}$, we introduce the following tiles (see Figure 6.1). For each $a \in \Sigma$, add a Wang tile $\tau\left(V, \frac{a}{a}, V\right)$, where $V$ is a new symbol. For each $a \in \Sigma$ and $q \in Q$, if $\delta(a, q)=\left(a^{\prime}, q^{\prime}, L\right)$, introduce $\tau\left(\left(q^{\prime}, L\right), \frac{(a, q)}{a^{\prime}}, V\right)$. Analogously, if $\delta(a, q)=\left(a^{\prime}, q^{\prime}, R\right)$, add $\tau\left(V, \frac{(a, q)}{a^{\prime}},\left(q^{\prime}, R\right)\right)$. Finally, add $\tau\left((q, R), \frac{a}{(a, q)}, V\right)$ and $\tau\left(V, \frac{a}{(a, q)},(q, L)\right)$. To summarize,


Figure 6.1: Machine tiles $\mathbf{M}_{\mathfrak{M}}$.
the horizontal colors are $\Sigma \sqcup(\Sigma \times Q)$, and the vertical colors are $V$ and $Q \times\{L, R\}$. We refer to the colors involving $Q$ as compound colors, and call these tiles the machine tiles $\mathbf{M}_{\mathfrak{M}}$.

Let us look at the top colors of a row of tiles. Suppose it has one compound color $(a, q)$, and all others are not. The color sequence depicts contents of the tape, if we read $(a, q)$ as $a$. The location of $(a, q)$ indicates the position of the head, and $q$ is the current state. In this manner, the color sequence encodes precisely the Turing machine at some time step. The bottom colors of this row of tiles will be the Turing machine at the next step. Indeed, suppose $\delta(a, q)=\left(a^{\prime}, q^{\prime}, L\right)$. By construction, there is precisely one tile that has top color $(a, q)$. It has bottom color $a^{\prime}$, corresponding to replacing $a$ with $a^{\prime}$ at the location of the head. The left color is $\left(q^{\prime}, L\right)$, which causes the tile on the left to be precisely $\tau\left(V, \frac{c}{\left(c, q^{\prime}\right)},\left(q^{\prime}, L\right)\right)$, meaning now the head has moved left one tile. For all other tiles, if the top color is $c$, it must be the tile $\tau\left(V, \frac{c}{c}, V\right)$. Indeed, the other options would involve having a compound colors on a vertical side, forcing an adjacent tile to have a compound color on top, a contradiction.

Note that for a non-deterministic Turing machine, where the transition table is not necessarily a function, we simply add tiles corresponding to each possible transition. We omit the simple details.

### 6.2 Tiles that do something specific, e.g., calculate the digits of $\pi$

In this section, we illustrate the power of tiles by creating a set of tiles that encode the digits of $\pi$ in some precise sense. Of course, there is nothing too special about $\pi$, and we can encode some other number that we know how to calculate well.

Theorem 6.2.1 There exists a tileset $\mathbf{T}$ that admits a unique tiling of the fourth quadrant, such that the top row of this tiling uses tiles $\tau_{0}, \tau_{1} \in \mathbf{T}$, and the sequence of 0 and 1 corresponding to the tiles used is the binary expansion of $\pi$.

The idea is to encode a specific Turing machine $\mathfrak{M}$ using a set $\mathbf{W}$ of Wang tiles, and then pass to a set of tiles as usual.

Let $\mathfrak{M}$ be a Turing machine satisfying the following:
(i) when started on a blank tape, the head never moves left past the starting position,
(ii) its alphabet $\Sigma$ contains immutable symbols 0 and 1 , that is,
(iii) if it writes 0 or 1 on the tape, it never tries to change it at a later step, and
(iv) each cell on the tape is eventually marked with 0 or 1 , which forms the binary expansion of $\pi-2$ with the decimal point omitted.

The existence of $\mathfrak{M}$ can be proved by explicitly constructing such a Turing machine, and is essentially guaranteed by the Church-Turing thesis. Take such an $\mathfrak{M}$ and consider the machine tiles $\mathbf{M}_{\mathfrak{M}}$ afforded by Lemma 6.1.1.

Suppose we are to tile the fourth quadrant, whose boundary color is denoted $\varnothing$. Introduce three initialization tiles $\tau_{\varnothing}=\tau\left(\varnothing, \frac{\varnothing}{b}, \varnothing\right), \tau_{I}=\tau\left(\varnothing, \frac{b}{L},\left(q_{0}, R\right)\right)$, and $\tau_{L}=\tau\left(\varnothing, \frac{L}{L}, V\right)$. Notice


Figure 6.2: Initialization tiles for tiling the fourth quadrant.
that the top row is uniquely tiled by using only $\tau_{\varnothing}$, and the left column is uniquely tiled by $\tau_{\varnothing}, \tau_{I}$, followed by $\tau_{L}$ repeatedly. Moreover, these three tiles cannot be used anywhere
else. Thus we have initialized a decorated quadrant with top color $b$, and left color sequence $\left(q_{0}, R\right), V, V, \ldots$ This exactly allows the machine tiles to start computation on a blank tape with initial state $q_{0}$, as desired.

After encoding the Turing machine $\mathfrak{M}$ as a set of Wang squares $\mathbf{M}_{\mathfrak{M}}$ and adding a few tiles to initialize, we are ready to employ one last trick to make the digits of $\pi$ materialize at the top row. For each machine tile $\tau\left(w, \frac{n}{s}, e\right)$, replace it with two tiles $\tau\left(w, \frac{(n, i)}{(s, i)}, e\right), i \in\{0,1\}$, except when $s \in\{0,1\}$, in which case we only add the tile with $s=i$. We call $i$ the parity of the tile. By construction, each column of a tiling by these tiles must have consistent parity. This is possible since we will not have 0 or 1 occurring in the same cell in the Turing machine computation, as they are immutable. On the other hand, since each cell eventually is written with 0 or 1 , the parities are forced. In other words, we have successfully lifted the output of the Turing machine computation all the way to the top!

It remains to make slight modifications to the initialization tiles as follows: replace $\tau_{\varnothing}$ with $\tau_{i}=\tau\left(\varnothing, \frac{\varnothing}{(b, i)}, \varnothing\right), i \in\{0,1\}$, change $\tau_{I}$ to $\tau\left(\varnothing, \frac{(b, 1)}{L},\left(q_{0}, R\right)\right)$, and leave $\tau_{L}$ unchanged. Note that this hard codes the corner tile to be $\tau_{1}$, which is why we chose a Turing machine that calculates the binary expansion of $\pi-2$. The unique tiling of the quadrant is now restored, and the top row consists of $\tau_{0}$ and $\tau_{1}$, whose indices form the binary expansion of $\pi$, as desired.

## CHAPTER 7

## The interplay between tilings and cellular automata

The theory of cellular automata is rich and has attracted a lot of study (see e.g. Kar05] for standard terminology and a survey of results), including the search for simple universal systems Coo04, Oll02. This is akin to the efforts in finding small universal Turing machines [NW09, Rog96. In this chapter, we describe easy constructions to emulate cellular automata with tiles (Section 7.1) and vice versa (Section7.3). In Section7.2, we emulate the so-called Rule 110 cellular automaton efficiently using this technology. A notion of functionpair universality is introduced in Section 7.4, which promises conjectural improvements of the number of rectangles needed in Theorem 2.1.1. Finally, we provide a brief reasoning as to the hope of such conjectural improvements being possible (Section 7.5). In this chapter, most proofs are merely sketches, and all cellular automata are 1-dimensional.

### 7.1 Emulating cellular automata with tiles

A cellular automaton $\mathcal{A}$ of rank $n$ consists of a finite set of states $\Sigma$ and a (local) update rule $f_{\mathcal{A}}: \Sigma^{n} \rightarrow \Sigma$. Let the global update function $\Phi_{\mathcal{A}}: \Sigma^{\mathbb{Z}} \rightarrow \Sigma^{\mathbb{Z}}$ be the action of applying $f_{\mathcal{A}}$ synchronously everywhere. Given a cellular automaton with neighborhood consisting of cells at most distance $d$ away (i.e., $n=2 d+1$ ), we construct the following set of Wang squares.

For each $\left(x_{-d}, \ldots, x_{0}, \ldots, x_{d}\right) \in \Sigma^{n}$, we introduce a tile whose left and right colors are $\left(x_{-d}, \ldots, x_{d-1}\right)$ and $\left(x_{-d+1}, \ldots, x_{d}\right)$, respectively, the top color is $x_{0}$, and the bottom color is $f\left(x_{-d}, \ldots, x_{d}\right)$. This construction yields $s^{n}$ Wang squares.

To start the computation on configuration $C: \mathbb{Z} \rightarrow \Sigma$, take the lower half-plane with top-border colors

$$
\ldots, c(-1), c(0), c(1), c(2), \ldots
$$

The sequence of horizontal colors in each subsequent row is the configuration after one synchronous update by the cellular automaton. The validity of this construction is straightforward and thus omitted. As we have obtained the space-time diagram of the cellular automaton as a tiling, we say that the tileset emulate the given cellular automaton. We have proved the following theorem.

Theorem 7.1.1 A 1-dimensional cellular automaton with neighborhood consisting of cells at most distance d away can be emulated by a tileset of at most $s^{2 d+1}$ Wang squares.

### 7.2 Rule 110, an example

A 1-dimensional nearest-neighbor cellular automaton on the binary symbols $\mathbb{Z}_{2}=\{0,1\}$ is called elementary. Of the $2^{8}$ elementary ones, Rule 110 is especially famous, whose update function $f(x, y, z): \mathbb{Z}_{2}^{3} \rightarrow \mathbb{Z}_{2}$ is given by

$$
\sum_{(x, y, z) \in \mathbb{Z}_{2}^{3}} 2^{4 x+2 y+z} f(x, y, z)=110
$$

where calculations are done in $\mathbb{Z} \supset \mathbb{Z}_{2}$. By Theorem 7.1.1, there exists $2^{3}=8$ Wang squares that emulate Rule 110, shown in Figure 7.1.

However, notice that $f(x, y, z)=f(\min (x, y), y, z)$, i.e., the following diagram commutes:

where $\Delta(y)=(y, y)$ is the diagonal map. Indeed, if $y=1$ then $\min (x, y)=x$. Otherwise, notice $f(x, 0, z)$ does not depend on $x$. Thus we may change each vertical color $(a, b)$ to
$(1,1) \square_{0}^{1}(1,1)$
$(1,1) \frac{\square}{1}(1,0)$


$(1,1)$


Figure 7.1: Emulating Rule 110 with 8 tiles.
( $\min (a, b), b)$ in the construction (see Figure 7.2 , changes are underlined). This yields the general tile

$$
\tau\left((\min (x, y), y), \frac{y}{f(\min (x, y), y, z)},(\min (y, z), z)\right)
$$

Thus we get six tiles, one for each $x, y, z \in\{0,1\}$ with $x \leq y$.
$(1,1)$




Figure 7.2: Emulating Rule 110 with 6 tiles $\mathbf{W}_{6}$.

Corollary 7.2.1 There is a set $\mathbf{W}_{6}$ of 6 Wang squares that emulate Rule 110 .

We can use these tiles in various ways. For example, by adding the initialization tiles in Figure 7.3 , the (white) third quadrant will admit a unique tiling showcasing the famous picture of Rule 110 started with a single 1. In Figure 7.4, each tile with bottom color 0 (resp. 1) is drawn as a white (resp. black) pixel.


Figure 7.3: Tiles to initialize Rule 110 to fill the third quadrant.


Figure 7.4: Rule 110 filling the third quadrant started with a single 1.

Alternatively, we can add the tiles in Figure 7.5 to allow random initial configurations for Rule 110 for the lower half-plane, say.


Figure 7.5: Tiles to introduce random initial configuration for Rule 110.

### 7.3 Emulating tiles with cellular automata

Since we can emulate cellular automata with tiles, we could emulate a specific universal cellular automaton, in the hopes of reducing the size of our tilesets. For simplicity, we avoid repeatedly defining "emulate" in various settings, implicitly appealing to standard literature when the meaning is not clear from context.

A tileset of Wang squares is $N W$-deterministic if there are no two Wang squares that have the same colors on their north and west edges as each other.

Lemma 7.3.1 A tileset of NW-deterministic Wang squares can be emulated by a cellular automaton.

Proof. Denote the vertical and horizontal colors of the tileset $V$ and $H$, respectively, and let $\Sigma=V \sqcup H$. Define a nearest-neighbor cellular automaton on $\Sigma$ with the following update rule: for $w \in V$, let $f(z, w, n)=s$, where $s$ is the south color of the unique til $\underbrace{1}$ with west and north colors $w$ and $n$, respectively; similarly, for $n \in H$, let $f(w, n, z)=e$, where $e$ is the east color of the same tile. This finishes the construction. Each tiling appears as a subset of some space-time diagram of this cellular automaton (rotated by $\pi / 4$ ).

There are several notions of universality in the theory of cellular automata. If a cellular automaton can emulate any other cellular automata (of the same dimension), it is

[^12]intrinsically universal. Intrinsic universality is strictly stronger than Turing computational universality.

Corollary 7.3.2 There is a tileset of Wang squares that emulate any NW-deterministic Wang squares.

Proof. Fix an intrinsically universal 1-dimensional cellular automaton $\mathcal{A}$. For example, OR11 presents one with only 4 states (see also Oll02]). Any tileset of NW-deterministic Wang squares can be emulated by a cellular automaton (Lemma 7.3.1), which in turn can be emulated by $\mathcal{A}$, and is finally emulated with Wang squares (Theorem 7.1.1). Since $\mathcal{A}$ is fixed, so is the resulting tileset.

Unfortunately, known examples of intrinsically universal cellular automata all lead to too many Wang squares when emulating, thus foiling our plan. In the previous section, we saw that, as an example, Rule 110 can be emulated with 6 Wang squares. However, though Turing universal [Co004, it is unknown whether Rule 110 is intrinsically universal. In the following section, we outline a weaker form of universality that is sufficient for our purposes.

### 7.4 Function-pair universality of cellular automata

Let $\oplus$ denote string concatenation. A cellular automaton on alphabet $\Sigma$ with global update function $\Phi$ is function-pair universal if for all pairs $f, g: \Omega^{2} \rightarrow \Omega$, where $\Omega$ is an arbitrary alphabet, we have injective "encoding function" $h: \Omega \rightarrow \Sigma^{t}$ for some $t \in \mathbb{N}$, "time dilation factor" $N \in \mathbb{N}$, and "program" words $a, b, c, d \in \Sigma^{*}$, such that

$$
\begin{equation*}
\Phi^{N}(a \oplus h(x) \oplus b \oplus c \oplus h(y) \oplus d)=c \oplus h \circ f(x, y) \oplus d \oplus a \oplus h \circ g(x, y) \oplus b \tag{*}
\end{equation*}
$$

for all $x, y \in \Omega$, regardless of the states of the rest of the cellular automaton. The following theorem is important, albeit obvious.

Theorem 7.4.1 Every intrinsically universal cellular automaton is function-pair universal.

This demonstrates the existence of function-pair universal cellular automata. We now show that they are sufficiently powerful for our needs.

Theorem 7.4.2 Any tileset $\mathbf{W}$ of $N W$-deterministic Wang squares can be emulated by any function-pair universal cellular automaton $\mathcal{A}$.

Proof. Fix some $\mathbf{W}$ and $\mathcal{A}$ as in the statement. Let $\Omega$ be the set of colors used in $\mathbf{W}$, and let $f(w, n)$ and $g(w, n)$ be the south and east colors, respectively, of the unique tile with west and north colors $w$ and $n$, respectively. By function-pair universality, there are programs $a, b, c, d \in \Sigma^{*}$, encoding function $h$, and time dilation factor $N$ such that $\downarrow^{*}$ is satisfied. We may now represent an NW-staircase boundary by encoding the colors by $h$, punctuated by the programs $a, b, c$, and $d$. The output of running $\mathcal{A}$ for $N$ steps would be (an encoding of) the colors on the next diagonal of the unique tiling by $\mathbf{W}$. Moreover, the programs $c$ and $d$ would trade places with the programs $a$ and $b$, allowing the computation of the next row using the new boundary.

We say that function-pair universality is tight if for $\Omega=\Sigma^{t}$, (*) is satisfied with the identity map as $h$. Now we aim to emulate a tileset whose tiling problem is known to be NP-complete.

Lemma 7.4.3 There exists a $N W$-deterministic Wang tileset $\mathbf{W}$ and tiles $\tau_{0}, \tau_{1}$, appearing only on the boundary, such that Simply Connected $\mathbf{W} \cup\left\{\tau_{0}, \tau_{1}\right\}$-Tileability is NPcomplete.

Proof. Consider the set $\mathbf{W}_{15}$ constructed in the proof of Lemma 3.1.1. It is not NWdeterministic for several reasons, including the tile $\mathrm{R}_{i}$ that transmit information to the left, the tile $\mathrm{X}_{i j}$ that transmit information upwards, and $\mathrm{V}_{i}$ that initiates the computation. Besides the last one (which is needed for the tiling to have computational power), the others are easily fixed.

Indeed, we modify $\mathbf{W}_{15}$ to obtain $\mathbf{W}_{d}$. The tiles are drawn in Figure 7.6, where the symbols $i, j$, and $k$, which appear in the subscripts of the tiles can be replaced by 0 or 1 , and
the other symbols are distinct colors. First, we trade the roles of $L$ and $R$ so $L$ propagates signal to the southeast while $R$ goes due south. We make the $X$ tiles appear when $L^{2}$ would have intersected with an $\mathrm{R}^{2}$ tile. To solve the X problem, we shift everything down by one on a column with $R$. That is, after starting with $\mathrm{R}^{1}$, the signal of the current row will be propagated downward (coupled with $r$ ). This signal will be exhibited on the next row by $R^{2}$, which also shifts a signal down, and similarly onwards with many $R^{2}$ tiles. Then $X^{1}$ will do the same, but summons $X^{2}$, which allows the signal in this row to pass through without change. Then $X^{3}$ displays the signal from two rows above (thus effectively crossing two signals over), and continue the chain of moving the signals down one row by repeated use of $X^{3}$ tiles. Finally, the $X^{4}$ tile is used for the last tile, which has west boundary $\varnothing$. If there are $n$ variables, the old region for $\mathbf{W}_{15}$ is a trapezoid of height $3 n$. Now the region starts with $3 n$ rows, becomes $3 n+1$ rows in a column whose top color is $r$, and is followed by $3 n$ rows shifted one row down. This is repeated as many times as the color $r$ is used on the top boundary. The extra vertical edges resulting from the shifted boundary will be colored by $\varnothing$.

It is pretty easy to break V and C tiles into Wang squares. Finally, we add in $\mathrm{F}_{i}$ from $\mathbf{W}_{15}$ without modification. This completes the construction. Removing $\tau_{i}=\mathrm{V}_{i}^{1}$ from $\mathbf{W}_{d}$ yields a NW-deterministic tileset of Wang squares, as desired.

Theorem 7.4.4 Suppose there is a tight function-pair universal cellular automaton $\mathcal{A}$ that can be emulated by a tileset $\mathbf{W}$ of $n$ Wang squares. The tileset $\mathbf{W}_{d}$ constructed in Lemma 7.4.3 can be emulated by adding two extra tiles to $\mathbf{W}$.

Proof. Recall that the $\mathbf{W}_{d}$ is not NW-deterministic because of $\tau_{i}$. We change tile $\tau_{i}$ to have color $i^{\prime}$ instead of $\varnothing$ on the west edge. Represent all the colors as different strings of $\Omega=\Sigma^{t}$, where $0^{\prime}$ and $1^{\prime}$ are the same string except for one bit. Apply the construction in Theorem 7.4.2. Finally, add a special pair of tiles (cf. Figure 7.5) that can be used on the boundary to change a bit, representing either $\tau_{0}$ or $\tau_{1}$ as the starting tile for computation.

$$
\begin{aligned}
& (\ell, i) \underbrace{\begin{array}{|c|}
\hline \mathrm{X}_{i j}^{1} \\
(r, j) \\
\end{array} j}_{(p, i)} \\
& \varnothing \underset{\left(v_{2}, i\right)}{ } \begin{array}{c}
\left(v_{1}, i\right) \\
\mathrm{V}_{i}^{2} \\
i
\end{array} \\
& \text { (a) L tiles. } \\
& \text { (b) R tiles. } \\
& \text { (c) } X \text { tiles. } \\
& \varnothing \begin{array}{|c}
\frac{\left(v_{2}, i\right)}{\mathrm{V}_{i}^{3}} i \\
v_{0}
\end{array} \\
& \text { (d) } V \text { tiles. } \\
& \text { (e) C tiles. }
\end{aligned}
$$

Figure 7.6: Tiles for constructing $\mathbf{W}_{d}$.

Recall that Rule 110 can be emulated by 6 tiles (Corollary 7.2.1). Combining with the series of results in this section, we get the following conjectural result.

Corollary 7.4.5 If Rule 110 is tight function-pair universal (or intrinsically universal), then it can emulate $\mathbf{W}_{d}$ with 8 Wang squares $\mathbf{W}_{8}$. As such, Simply Connected $\mathbf{W}_{8}$ Tileability is NP-complete.

Finally, this leads to another conjectural improvement on the number of rectangles needed in Theorem 2.1.1.

Corollary 7.4.6 If Rule 110 is tight function-pair universal, then there exists a set $\mathbf{R}_{51}$ of 51 rectangles such that Simply Connected $\mathbf{R}_{51}$-Tileability is NP-complete.

Proof. Apply Lemma 3.2 .1 to the tileset $\mathbf{W}_{6}$ in Figure 7.2 that emulates Rule 110. By adding two tiles with the width of the $h$ tiles but a height too tall to fit in anywhere else (one needs to trace through the uniqueness proof in Sublemma 2.5.1 to verify this), we can make it possible for colors 0 and 1 to appear on the boundary without being specified. This removes the need for emulating $\mathbf{W}_{8}$. By counting carefully the number of resulting tiles (as in Theorem 3.3.2), we see that $\mathbf{W}_{6}$ yields 23 tiles before doubling, thus giving a total of $23 \cdot 2+3+2=51$ tiles.

### 7.5 Using Turing computation universality of cellular automata

Let $\mathfrak{M}$ be a Turing machine defining a partial recursive function $\Psi: T \rightarrow T$, where $T$ is some countable set of Turing machine tapes. A cellular automaton $\mathcal{A}$ on alphabet $\Sigma$ with global update function $\Phi$ emulates $\mathfrak{M}$ if there exists mappings $h: T \rightarrow \Sigma^{\mathbb{Z}}$ and $g: \Sigma^{\mathbb{Z}} \rightarrow T$, a finite "program" word $p \in \Sigma^{*}$, and a "time dilation factor" $N \in \mathbb{N}$, so that

$$
\Psi(x)=g \circ \Phi^{N}(h(x) \oplus p)
$$

whenever $\Psi(x)$ is defined. If this can be done for all $\mathfrak{M}$, then $\mathcal{A}$ is Turing (computation) universal.

Towards evidence of function-pair universality, we consider this following simplification. Fix a Turing universal cellular automaton $\mathcal{A}$. Let $f: \Sigma^{t} \rightarrow \Sigma^{t}$ be some total function. Find $p$ and $N$ such that

$$
\Phi^{N}(x \oplus p)=f(x) \oplus p
$$

We sketch an argument below to show how this may be accomplished by using Turing universality.

For each string $q$, there is a Turing machine $\mathfrak{M}_{q}$ calculating $\Psi_{q}: \Sigma^{t} \rightarrow \Sigma^{t+|q|}$ given by

$$
\Psi_{q}(x)=f(x) \oplus q
$$

where $|\cdot|$ denotes the length of a string. By universality of $\mathcal{A}$, there exists $(h, g, p, N)$ for each $q$ satisfying ( $\dagger$ ). For simplicity, suppose that $h$ and $g$ are identity (so $T=\Sigma^{\mathbb{Z}}$ ), $N=N(t)$ does not depend on $f$, and denote the $p$ obtained by each $q$ as $p(q)$. We thus obtain

$$
\Phi^{N}(x \oplus p(q))=\Psi_{q}(x)=f(x) \oplus q
$$

We wish to find a fixed point $e$ such that $p(e)=e$. We cannot do this, but we can use results from logic to do something that is sufficient for our purpose:

Theorem 7.5.1 (Second Recursion Theorem) If $F$ is a total computable function then there is an index e such that $\varphi_{e}=\varphi_{F(e)}$, where $\varphi_{e}$ is the partial recursive function with Gödel number e.

For each program $p$, associate a function

$$
\varphi_{p}(x)=\Phi^{N(|x|)}(x \oplus p) .
$$

Note that by universality, $\varphi_{p}$ enumerates all partial recursive functions. Thus we may apply the Second Recursion Theorem with $F=p$ to obtain an index $e$ such that $\varphi_{e}=\varphi_{p(e)}$. Therefore we get

$$
\Phi^{N(|x|)}(x \oplus e)=\varphi_{e}(x)=\varphi_{p(e)}(x)=\Phi^{N(|x|)}(x \oplus p(e))=\Psi_{e}(x)=f(x) \oplus e
$$

as desired. In other words, there is a way to select a program $e$ such that running the cellular automaton $\mathcal{A}$ for $N=N(t)$ steps transforms a string of length $t$ to an arbitrary target string of the same length. Moreover, the program $e$ will appear in the right place for us to run the computation again.

## CHAPTER 8

## Conjectural improvements on the number of rectangles

Lemma 2.3.3 establishes a bound of $2 n^{2}+4 n+2$ rectangles, where $n=2 k$ is double the size of the input Wang tileset. The state of the art for this bound given in Lemma 3.2.1 is $5 n+3$. This improvement is made by fixing the $h$ and the $v$ tiles and varying the $w$ tile instead (see Table 8.1). In the first section, we go back to the original setup and outline a conjecture that would reduce the number of $h$ and $v$ tiles to constants without increasing the number of $w$ tiles. In the second section, we tackle the $4 n$ bottleneck for the $s$ tiles with another conjecture, which is a strengthening of the first.

### 8.1 Alternate number theory component

A digraph $G$ on $[n]$ is a subset of $[n]^{2}$. For this chapter, digraphs are loopless, i.e., $(i, i) \notin G$ for any $i \in[n]$. Let $\mathbf{a}=\left(a_{1}, \ldots, a_{n}\right) \in \mathbb{N}^{n}, N \in \mathbb{N}$, and $D \subset \mathbb{N}$. We say $(\mathbf{a}, N, D)$ emulates a digraph $G$ if
(i) $N>1000 \max _{i} a_{i}$, and


Table 8.1: Summary of the bounds on the number of rectangles obtained.
(ii) $N+\left(a_{i}-a_{j}\right) \in D^{*}$ if and only if $(i, j) \in G$,
where $D^{*}$ is the additive closure of $D$ in $\mathbb{N}$.

Conjecture 8.1.1 Every digragh $G$ can be emulated by some (a, $N, D$ ) with $|D| \leq 3$.

Theorem 8.1.2 If every digraph $G$ can be emulated by some $(\mathbf{a}, N, D)$ with $|D| \leq \ell$, then the bound in Lemma 2.3.3 can be reduced to $2 \ell+8 k+2$.

Proof. Let $\mathbf{W}$ be a set of $k$ Wang squares. We consider the set $\left\{\tau_{1}, \ldots, \tau_{n}\right\}, n=2 k$, of irreflexive Wang squares obtained by the usual doubling argument. Define a digraph $G_{1}$ on $V=[n]$ such that $i j \in G_{1}$ if and only if $\tau_{i}$ can be placed on the right of $\tau_{j}$. Similarly, define $G_{2}$ such that $i j \in G_{2}$ if and only if $\tau_{i}$ can be below $\tau_{j}$. Suppose $G_{t}$ is emulated by $\left(\mathbf{a}_{t}, N_{t}, D_{t}\right), \mathbf{a}_{t}=\left(a_{t}^{1}, \ldots, a_{t}^{n}\right)$.

Let $\mathbf{R}_{0}=\{h, v, s, f, w\}$ be the tiles constructed in the proof of Lemma 2.3.3. Consider an ( $M, e$ )-expansion such that $h$ has width $N_{1}$ and $v$ has height $N_{2}$. Replace $s$ with $4 n$ tiles that stretch $\left( \pm a_{1}^{i}, \pm a_{2}^{i}\right)$. Use $D_{1}$ as the widths of the $h$ tiles and $D_{2}$ as the heights of the $v$ tiles. This gives $\left|D_{1}\right|+\left|D_{2}\right|+4 n+2$ rectangles in the expansion $\mathbf{R}$ of $\mathbf{R}_{0}$, as desired.

It remains to check that no non-standard tilings occur, e.g., where pieces of $h$ fit into other slots. To do that, dilate everything by a factor of 4 and then adjust as follows: increase the widths of $s$ and $w$ tiles by $1, v$ by 3 , and decrease the width of $f$ by 2 . By modular arithmetic considerations, no combination of $h$ pieces can fit in the other places. Similarly for the height, dilate every tile by a factor of 4 and adjust heights: increase heights of $s$ and $h$ tiles by $1, f$ by 2 , and $w$ by 3 .

Note that we need not prove the conjecture for all digraphs, but very specific digraphs obtained from the Wang tiles we constructed. Furthermore, any bound we get on the size of $D$ will yield some theorem. For example, we can recover Lemma 2.3.3 in this framework. Indeed, take $a_{t}^{i}=5^{i}, N_{1}=31 M, N_{2}=14 M$, where $M=100 \cdot 5^{n}$. Then we may take $D_{k}=\left\{N_{k}+a_{k}^{i}-a_{k}^{j} \mid i j \in G_{k}\right\}$. By the choice of $N_{k}, D_{k}$ is an initial segment of $D_{k}^{*}$, thus the conditions for emulation are satisfied.

### 8.2 Another alternate number theory component

In this section, we provide a strengthening of Conjecture 8.1.1, where we prescribe some structure to the a, $N$, and $D$ that emulate a digraph $G$. We follow the notations from the previous section.

Conjecture 8.2.1 Given digraphs $G_{1}$ and $G_{2}$, there exist
(i) an odd prime $p$,
(ii) $a \equiv a^{\prime} \equiv b \equiv b^{\prime} \equiv 0(\bmod 2), a b \equiv 2(\bmod 3), a, b, b^{\prime} \equiv 0(\bmod p), a^{\prime} \equiv 1(\bmod p)$,
(iii) $D_{1} \subset \mathbb{N}$ consisting of multiples of $2 p$,
(iv) $D_{2} \subset \mathbb{N}$ consisting of odd multiples of $3 p$,
(v) $\ell>0$ and $g:[n] \rightarrow \mathbb{N}$ such that $\min g>\ell$,
(vi) $(p-2) a^{\prime}>\mathbf{w d} f$,
(vii) ht $f$ odd multiple of $3 p$, wd $f$ even and $-2(\bmod p)$,
(viii) $s_{k}=R\left(k a+(k+1) b, a^{\prime}+(k+1) b^{\prime}\right)$,
(ix) $N_{1}=2 \mathbf{w d} s_{\ell}+\mathbf{w d} f$ is a multiple of $2 p$, and $N_{2}=\mathbf{h t} f-2 \mathbf{h t} s_{\ell}$ is $1(\bmod 6)$, and
(x) $a_{1}^{i}=\mathbf{w d} s_{g(i)}-\mathbf{w d} s_{\ell}$ and $a_{2}^{i}=\mathbf{h t} s_{g(i)}-\mathbf{h t} s_{\ell}$,
such that $\left(\mathbf{a}_{t}, N_{t}, D_{t}\right)$ emulates $G_{t}$. Moreover, this can be done with $\left|D_{1}\right|,\left|D_{2}\right| \leq 3$.

The conditions in the statement of the conjecture may seem daunting, but that is because we recorded exactly the modular arithmetic constraints needed to prove the claim below. It seems reasonable to think that methods of proving this conjecture would apply in such a generality as to allow much of $\mathbf{a}, N$, and $D$ to be prescribed when emulating a general digraph $G$.

For the conjecture to be useful, we need a corresponding theorem like the one immediately following Conjecture 8.1.1.

Claim 8.2.2 If Conjecture 8.2.1 holds for all digraphs, then the bound in Lemma 2.3.3 can be reduced to 11 .

Unfortunately, this one is much more complicated, with a lot of details to be checked while carefully following the proof of Sublemma 2.5.1 to prove uniqueness of a base tiling. For simplicity, we call this a claim and omit the details. We say a few words on how the claim can be proved.


Figure 8.1: Tiling $s_{k}$ by $s$ tiles, $k=3$ shown.

Add rectangles $R\left(a, a^{\prime}\right), R\left(a+b, b^{\prime}\right)$, and $R\left(b, a^{\prime}+b^{\prime}\right)$ for $s$. Note that $s_{k}$ is constructable with these three $s$ rectangles (Figure 8.1). The tiles corresponding to $h$ will have the same height ht $h \equiv 1(\bmod p)$, and numbers in $D_{1}$ as widths. Similarly, the tiles corresponding to $v$ have the same width $\mathbf{w d} v$, and numbers in $D_{2}$ as heights. When choosing the remaining parameters, we further stipulate that $(p+1) \mathbf{h t} h>\mathbf{h t} w$ and $\mathbf{h t} h>\mathbf{h t} f$, which are both easy to satisfy. Some of the inequalities imply $p a^{\prime}+2(\ell+1) b^{\prime}>N_{1}>1000 b^{\prime}(\max g-\ell)$, which of course gives $p a^{\prime}>b^{\prime}[1000(\max g-\ell)-2(\ell+1)]$. We summarize the modular arithmetic requirements in Table 8.2. An asterisk $\left(^{*}\right)$ means that there is no constraint. A set is listed if each element in the set appears as some tile. The ones marked "big" have inequalities (from below) that need to be satisfied. The table also reiterates that the widths of the $h$ tiles and the heights of the $v$ tiles come from $D_{1}$ and $D_{2}$, respectively.

For instance, when tiling the $(v, s)$ pair at the location labeled 6 in Figure 2.11, there is a bounded segment of height $\mathbf{h t} f-\mathbf{h t} s$, which is obviously too short for $f$ to fit. Furthermore, since $\mathbf{h t} w>\mathbf{h t} h>\mathbf{h t} f$ by construction, they are also too tall. Thus we must fill this gap

| tile | ht $\rightarrow \mathbb{Z}_{2} \times \mathbb{Z}_{3} \times \mathbb{Z}_{p}$ | wd $\rightarrow \mathbb{Z}_{2} \times \mathbb{Z}_{p}$ |
| :---: | :--- | :--- |
| $s$ | $0, \mathbb{Z}_{3}, 0$ | $0,\{0,1\}$ |
| $f$ | $1,0,0$ | $0,-2$ |
| $w$ | $*, 2,1 ;$ big | $1, * ;$ big |
| $h$ | $*, 0,1 ;$ big | 0,$0 ; D_{1}$ |
| $v$ | $1,0,0 ; D_{2}$ | $1, * ;$ big |

Table 8.2: Summary of modular arithmetic constraints of tiles.
with $v$ and $s$ tiles. Since ht $f-\mathbf{h t} s$ is odd, we must have an odd number of $v$ tiles. Since ht $v \equiv 0(\bmod 3)$ but the gap is not, we also must use $s$ tiles, thus we will have a $(v, s)$ pair.

If $v$ is on top, it is wide enough to overhang and create the next bounded segment, allowing us to continue with the argument for placing the adjacent $(h, s)$ pair at label 7. On the other hand, if only $s$ tiles are on top, overhang still occurs as $s$ tiles have even widths while $\mathbf{w d} w$ is odd.

Similar arguments must be carefully made for the placement and orientation of each pair. We omit the details. Indeed, if more modular arithmetic restrictions are needed to make the argument work, we can simply add those requirements to the setup. Presumably the only way to prove the conjecture would be robust enough to take into account any non-contradictory modular arithmetic restrictions.
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[^0]:    ${ }^{1}$ Given an expression $E$, we can associate a bipartite graph $G$ with vertex set $X \sqcup \mathcal{C}$, where a variable $x \in X$ is adjacent to a clause $C \in \mathcal{C}$ if $x \in C$. Moore and Robson showed something stronger in [MR01], that this problem is NP-complete even if we require the associated graph to be planar. They did this by reducing from PLANAR 1-IN-3 SAT, which is NP-complete Lar93, MR08. However, we do not need to use the planar version.

[^1]:    ${ }^{2}$ Recall that the tiles in the input are given as collections of unit squares.

[^2]:    ${ }^{3}$ For illustration purposes, it is often convenient to encode the product of adjacent transpositions using wiring diagrams, as shown in Figures 2.7a and 2.8 a .

[^3]:    ${ }^{4}$ Leonid Levin, personal communication.

[^4]:    ${ }^{1}$ We require that this tile be used precisely once. To that end, we consider it as an input and tile its complement by a fixed tileset.

[^5]:    ${ }^{2}$ For example, finite and disjoint refer to regions as subsets of $\mathbb{Z}^{2}$, so the shapes of disjoint regions (e.g., tiles in a tiling) may intersect on their boundaries, but simply connected refers to the shapes of regions.

[^6]:    ${ }^{3}$ In the literature, a square Wang tile is usually simply called a Wang tile and sometimes called a domino despite being a single square.

[^7]:    ${ }^{4}$ The main proof technique of undecidability is by reducing a known undecidable problem to the current problem. This transformation must be done in a computable manner, i.e., by a deterministic algorithm. Thus computable means that the existence of the object in question can be substantiated by an explicit construction.

[^8]:    ${ }^{5}$ If infinitely many similar copies are allowed, any tileset can tile a unit square greedily in a manner akin to that of an Apollonian gasket.
    ${ }^{6}$ Of course, the number of tiles can be incremented by splitting a tile in such a way that the pieces must reassemble to form the previous tile, or by adding tiles that cannot be used in any tiling of rectangles.

[^9]:    ${ }^{7}$ Simple connectivity is necessary. Indeed, if $\Gamma$ has a missing unit square in its interior, then its complement is tileable if and only if the tileset contains a single unit square.
    ${ }^{8}$ This is not surprising, since tiling the entire plane $(\Gamma=\varnothing)$ is undecidable Ber66. In fact, the main difficulty was the lack of a starting point. The case we consider is essentially the origin-constrained version of tileability, which is undecidable Wan63. We include a sketch for completeness.

[^10]:    ${ }^{9}$ This was also indicated in an unpublished manuscript by Garey, Johnson, and Papadimitriou; see GJ79, Pap94.
    ${ }^{10}$ Note that everything is tileable if $n=1$; if $n=m=2$, it is a matching problem and thus is solvable in polynomial time (see e.g. [LP09]).
    ${ }^{11}$ Whenever the tileset is fixed, the complexity of the running time is given in terms of the area of the input region.

[^11]:    ${ }^{12}$ One should not confuse this with the notion of odd order, also introduced in Kla69.

[^12]:    ${ }^{1}$ If no such tile exists, the update rule can be arbitrary, as that case will not be used in the emulation.

