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Sdf-Consistent Simulations of High-Intensity Beams and E-Clouds with
WARP POSINST*

J.-L. Vayﬂ LBNL, CA, USA
A. Friedman, D. P. Grote, LLNL, CA, USA

Abstract periment, as well as their application (in a different regm

to the modeling of e-clouds in the Large Hadron Collider
“"HC). We provide a brief overview of the simulation code
nd the dedicated experiment. We then describe the im-

Bl%mentation of the “quasi-static” mode of operation, for

comparison with other codes, and introduce a new con-

cloud code POSINST, as well as a merger of the two, au ideration on the estimate of computing time between the

mented by r:_ew n?rohdules for |mpba_1|<_:: lonization andk ntetj_tr uasi-static and the fully self-consistent modes, anddsc
gas generation. e new capability runs on workstations, implications of our findings.

or parallel supercomputers and contains advanced features
such as mesh refinement, disparate adaptive time step-

We have developed a new, comprehensive set of sim
lation tools aimed at modeling the interaction of intens
ion beams and electron clouds (e-clouds). The set contai
the 3-D accelerator PIC code WARP and the 2-D “slice” e

ping, and a new “drift-Lorentz” particle mover for track- A UNIQUE COMBINATION OF
ing charged particles in magnetic fields using large time SIMULATION AND EXPERIMENTAL
steps. It is being applied to the modeling of ion beams (1 TOOLS

MeV, 180 mA, K+) for heavy ion inertial fusion and warm
dense matter studies, as they interact with electron cloudd1E WARP/POSINST SIMULATION PACKAGE

in the High-Current Experiment (HCX). In earlier papers, The simulation tool is based on a merge of the Heavy

we described the capabilities and presented recent simu|gs, £usion [2] accelerator code WARP [3] and the High-
tion results with detailed comparisons against the HCX e’Energy Physics electron cloud code POSINST [4, 5], sup-
periment, as well as their application (in a differentre@)m 1o mented by additional modules for gas generation and
to the modeling of e-clouds in the Large Hadron Collide{, i, ation [6], as well as ion-induced electron emission
(LHC). We concentrate here on the description of the iMgy Tech-X package TxPhysics [7], and ion-induced neu-
plementation of the “quasi-static” mode of operation, fok.,| amission module from UC-Berkeley. The package al-
c_ompa_rison with oth_er codes, and ir_ltroo_luce a NeW COs\ys for multi-dimensional (2-D or 3-D) modeling of a
sideration on the estimate of computing time between thg, 50, in an accelerator lattice and its interaction with-elec
quasi-static and the fully self-consistent modes. tron clouds generated from photon-induced, ion-induced or
electron-induced emission at walls, or from ionization of
INTRODUCTION background and desorbed gas. The generation and track-
ing of all species (beams particles, ions, electrons, gas
The steadily increasing beam intensity required in opefnolecules) is performed in a self-consistent manner ( the
ational and upcoming accelerators leads to growing coitectron, ion and gas distributions can also be prescribed i
cerns over the degradation of beam emittance due to elqfseded for special study or convenience). The code runs
tron cloud effect and gas pressure rise [1]. Accurate predigy parallel and benefits from adaptive mesh refinement [8],
tion necessitates a detailed Understanding of the phySiQﬁgparate adaptive time-stepping and a new “drift-Loréntz
processes at play with a quantification of the relative imparticle mover for tracking charged particles in magnetic
portance of various effects. To this end, the developmefqg|ds using large time steps [9]. These advanced numeri-
of a new generation of computer simulation code is urca| techniques allow for significant speed-up in computing

derway, in conjunction with detailed measurements fromime (orders of magnitude) relative to brute-force integra

a heavily diagnosed small dedicated experiment, for extefion techniques.

sive benchmarking and code validation. In earlier papers,

we described the capabilities and presented recent simulpHE HIGH CURRENT EXPERIMENT

tion results with detailed comparisons against the HCX ex-

Our simulation tools are continously being benchmarked
* This work was supported by the Director, Office of Scienceio®f ggainst the High Current Experiment [10], located at

?r;E;JsSIlil)gEBeIErgXCS()CZIe(r)];(e:T-IfBgel L;r% ﬁ??ﬂ%ﬁ;ﬁgﬂ?ﬁ%ﬂg . Lawrence Berkeley National Laboratory. It consists of an

US-LHC accelerator research program (LARP). injector producing a singly-charged Potassium ion beam

tjlvay@Ibl.gov (K+) at 1 MeV kinetic energy, followed by a transport lat-




tice made of a matching section, a ten-quadrupole electrstacked successively in a 3-D array surrounding the driver
static section and a four-quadrupole magnetic section. Theinch. The latter is then pushed under the influence of this
flat top of the beam pulse reaches 180 mA and its duratid@iD field plus external fields (and its own field if not neg-
is 4 us. We study electron effects in the magnetic sectioligible), to the next station using either a) maps (as in[15]
[11, 12], where a suppressor ring electrode, surroundingode labeled “QSM”) or b) a leapfrog pusher with large
the beam after it exits the last quadrupole magnet, can kieme steps (as in [16, 17], mode labeled “QSL”").
biased to—10 kV to prevent ion-induced electrons emitted We have tested the WARP-QSM mode by applying it to
from an end wall (a slit plate) from reaching the magnetss benchmarking test of single bunch instability, given by
or can be left unbiased to allow electrons emitted from th€ERN [19]. The list of input parameters is reproduced in
end wall to freely flow upstream into the magnets. Therfig.2 and the results comparing WARP-QSM and HEAD-
is also a series of three clearing electrodes, in the drift rfAIL are given on Fig.3 for simulations with respectively
gions between quadrupole magnets, which can be biasede and two stations per turn. The same initial distribution
positively to draw off electrons from between any pair obf macro-particles was used by importing it into WARP
magnets. The current that flows in and out of these clearirfgom a HEADTAIL dump, as well as the same number of
electrodes is monitored in the experiment and is comparedacro-electrons and grid resolutions. The obtained agree-
to simulation results for benchmarking. Generally goodnhent is excellent. Comparisons with QuickPIC running
agreements (sometime very good) have been obtained WgARP in the QSL mode will be performed in the near
tween WARP-POSINST and the HCX experiment and arfuture. Once this will be validated, we will be in a posi-
presented in [13, 14]. tion to make meaningful comparisons between results from
self-consistent WARP-POSINST runs and HEADTAIL or

RECENTLY ADDED FEATURES AND QuIickPIC results, via the use of WARP-QSM or WARP-

CONSIDERATIONSFORITS QSL runs, or hybrids.
APPLICATION TO HIGH-ENERGY ) _ _
PHYSICS New considerations on the computational cost

of self-consistent (SC) versus quasi-static (QS)
We have started to apply the WARP-POSINST codgngdes
to the modeling of electron cloud effects in high-energy
physics accelerators. In [13], we show a snapshot from the Computational cost of the SC mode in the labora-
WARP-POSINST modeling of a train of bunches in ondory frameand a boosted frame  Let us assume that we

Large Hadron Collider (LHC) FODO cell . plan on modeling the propagation of a cylindrical beam of
length o, and radiuss,, moving alongz at the assumed

constant relativistic velocity,, in a linear structure consti-
tuted of NV cylindrical elements of unit length and radius

In order to allow for direct comparisons between selfR. If n is the number of points that we specify per small-
consistent runs with WARP-POSINST and “reduced” sinest unit that we need to resolve in any dimension, then the
gle bunch instability codes like HEADTAIL [15] or Quick- required resolutions in andz are given respectively by
PIC [16, 17], we have added a new mode of operation
(see Fig. 1), based on the quasistatic approximation [18]. { dr = min(o,., R)/n, (1)
This approximation is valid if the electron transit time 0z = min(o,, L)/n.
through the driver pulse (laser or particle beam) is short . i i
compared with the characteristic driver pulse deformation,Dem"ngO < a <1, foragiven accuracy, the time step
time, which is the case for one high-energy physics ad’y'” be set so that
celerator bunch traversing an electron cloud. In our im-
plementation, similarly to implementations in [15] and 6t = amin [r/ max(v,), 62/ max(vy)]. (2)
[16, 17], the beam and electrons are modeI(_ed r_esp_ectlvelyAssuming that. << NL, the time it takes for the beam
as a6-D{z,y, s, v, vy, vs }4-D{x, y, v, v, } distribution .
of macro-particles, where s is the coordinate along the retfg go across the accelerator is given by
erence orbit and x and y are the coordinates defining the NI
plan that is perpendicular to it. In the current mode, a num- Tz = —. 3
ber of interaction points (stations) between the bunch and b
the electron clouds is set per turn of the ring (or per lat- Using a moving window of length, following the beam
tice period for a linear structure). At each of these statjonand assuming a constant electron density, the number of
the 2-D electron slab is initialized with a fresh predefinednacroparticles present in the moving window at every step
distribution which is then followed as it slips backward thdés a constantv, = N, + N., whereN, and N, are re-
bunch, under the influence of the bunch field and the extespectively the number of beam macro-particles/electrons
nal field from the lattice. At each step, a 2-D Poisson solveontained in the window. The number of cells of a three-
produces a transverse slice of potential values, which adémensional grid covering the moving window is given by

Addition of the “quasi-static” mode



2-D slab of electrons
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Figure 1: Schematic of the quasi-static mode implement&dARP-POSINST.

R\’ /0. N~ DNop ©)
Ng = (g) X (E) . (4) op ,-YQ
The total number of operations for the full run is thensmcevb/ (v + vy) is of order un_lty.
As an example, let us consider the parameters of the

given by Large Hadron Collider in the laboratory frame
Nop _ (CLNp + b];]g) X Taz (5) { o, =~ T.cm, (10)
t L =~ 107.m,
wherea andb are the number of operations respectively .
per particle push/grid operation for one cycle. In a boostedf'd in @ boosted frame with = v/1000
frame traveling in the direction of the beam at veloeipy .
we have the following transformations { o; ~ 4.42m, (12)
' L* ~ 3.38m,
oy = Ao, whereL is the length of one FODO cell in the laboratory
vy, = vrp/ (AY), (6) frame. According to (9), the calculation in the boosted
L* = L/, frame will require about three orders of magnitude less
Vpe = Y *Ure, computer operations than in the laboratory frame, which

is similar to the savings obtained with the use of the quasi-
where3 = vy/c, v = 1/4/1— 2, cis the speed of static mode [17].
light, the star superscript refers to the quantities in the

boosted frame, the b/e subscripts refer respectively to theRelationship with the savings of the quasi-static mode

beam/electrons, and In order to provide a more intuitive understanding of the
relationship between the savings obtained in the quaisistat

_ 1— 2 @ mode and the one obtained by calculating in the boosted
1-88 frame in full self-consistent mode, we provide diagrams

in Fig.4 and 5. Figure 4 shows diagrams of three events
(A,B,C) in the laboratory frame and in the boosted frame.
Event A is the emission of one electron at the wall, coin-
ciding with the passage of the head of the pulse. Event

whereg, = vy /c.
Still assuming that? << NL*, the time it takes for the
beam to go across the accelerator is given by

NL* NL* B is the coincidence of the center of the bunch and the
oz = o7 £ o7) ~ ) (8) emitted electron. Event C is the electron hitting the tail of
b T b the bunch. These events involve each only one pait}
in the boosted frame. and thus transform each into a unique pair{ef,¢*} in

Combining Eg. (1) through (8), noting that< A < 2, the boosted frame, i.e. these events are invariant through
thata, a andb are invariant under the Lorentz transformaa Lorentz transformation along. Figure 5 shows dia-
tion at fixed accuracy, and assuming thigt < L*, one grams for three of each of these events in both calculation
finds that the number of operations in the boosted frame feames. It is interesting to note that the three electroms an
given approximately by the three bunches which are well separated in space and



Proposed Model for Instability Simulations

round bunch in a round pipe: 1ell protons
uniform electron cloud with density 1le12 mA-3
each bunch passage starts with a uniform cloud
chamber radius 2 cm

uniform transverse focusing for beam propagation
zero chromaticity, zero energy spread

no synchotron motion

energy 20 GeV

beta function 100 m

ring circumference 5 km

betatron tunes 26.19, 26.24

rms transverse beam sizes 2 mm (Gaussian profile)
rms bunch length 30 cm (Gaussian profile, truncated at +/- 2 sigma_z)
no magnetic field for electron motion

elastic reflection of electrons when they hit the wall

NEW: with open and/or conducting boundary conditions (please specify
boundary assumed), with 1 and/or several interaction points per turn or
continuous interaction (please specify)

result: plot of x&y emittances vs time

Figure 2: List of parameters proposed for single bunch biktyabenchmarking at CERN[19].

time in the laboratory frame collapse to very close loca- CONCLUSION
tions in the boosted frame. The quasi-static approximation

assumes that, for a given event, the electrons and the buncr\we have developed a three-dimensional self-consistent

do not evolve but areju_st translated by Vi¢. This corre- code suite which includes advanced numerical methods,
sponds to the fact that, in the boosted frame, these elex:troenlowing the modeling of configurations which were out
and bunches fall within a small volume. Thus, where th

X . S i . o Bt reach with previously available tools. Benchmarking
guasi-static approximation bridges the disparities otepa

q ti les in the laboratory f " ; d against the HCX experiment has provided some very good
and ime scales in the laboratory frame, It 1S Not Needeg Jjiaiive and guantitative agreements, and is being pur-
in the boosted frame where those disparities vanish, a

: A "Wed actively in order to fully validate the code and the em-
where the full self-consistent approach, which involves n

approximation to the physics, can be applied at no add|
tional cost.

odied physical model. We have also started applying the
NARP-POSINST code to the modeling of electron cloud
effects in high-energy physics accelerators. To this end,
we have implemented a “quasi-static” mode of operation
in WARP-POSINST, for comparison with other codes em-

Application torings The application to rings will in- ploying this approximation. We also showed that it is pos-
volve an additional complication since it calls for the uge osible to model the system without any approximation for
a rotating frame, which is not an inertial frame. Howeverthe same numerical cost as with using the quasi-static ap-
methods have been developed to treat these mathematigadximation, provided that the calculation is performed in
transformations within the framework of special relagivit a frame traveling at a specific relativistic velocity alohg t
[20]. More work is needed however before obtaining a cobeam trajectory. The application to rings demands for ad-
herent numerical scheme. Meanwhile, we plan to applgitional work. Finally, we note that the result that we ob-
this technique to rings anyway by substituting linear mocktained for this configuration applies also to others like the
ups where the direction of bends could be alternated so thabdeling of Free Electron Lasers, laser plasma accelera-
each FODO cell is effectively a chicane, or by altering théion, plasma lenses, relativistic collision of nuclei,,etnd
physics of the particles to account for the leading order ethat a more general description of it (to be published else-
fects of curvature in the “linearized” ring [21]. where) is in preparation.
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Figure 3: Comparison of the WARP-QSM and HEADTAIL's emittarhistories for the CERN benchmarking[19] for 1

and 2 stations/turn.
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