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Domain-general categorisation principles explain the prevalence of animacy and
absence of colour in noun classification systems

Ponrawee Prasertsom, Kenny Smith, Jennifer Culbertson
({ponrawee.prasertsom, kenny.smith, jennifer.culbertson}@ed.ac.uk)

Centre for Language Evolution, University of Edinburgh, UK

Abstract

Animacy is prevalent as a semantic basis for noun classifi-
cation systems (i.e., grammatical gender, noun classes and
classifiers), but colour is completely absent, despite its visual
salience. The absence of colour in such systems is sometimes
argued to suggest domain-specific constraints on what is gram-
matically encodable. Here, we investigate whether this ten-
dency could instead be explained by the superior predictive
power of animacy (i.e., the degree to which it predicts other
features) compared to colour. In a series of experiments, we
find that animacy-based noun classes are learned better than
colour-based ones. However, when participants are encour-
aged, by manipulating predictive power, to sort images based
on colour, they are subsequently worse at learning animacy-
based noun classes. The results suggest the animacy bias in
grammar may have its roots in domain-general categorisation
principles. They further serve as evidence for the role of cog-
nitive biases in constraining cross-linguistic variation.

Keywords: animacy; colour; gender; noun class; typology;
artificial language learning; domain-specificity

Introduction
Despite their great diversity, languages exhibit recurring pat-
terns, sometimes called language universals (Croft, 2002;
Newmeyer, 2005). This study is concerned with a univer-
sal of noun classification systems (Aikhenvald, 2017). These
are grammatical systems found in many languages, which di-
vide nouns into a set of classes, in some cases indicated by
morphological agreement on other words (e.g., grammatical
gender and noun class), and in others only indicated by co-
occurring markers or morphemes (e.g., classifier systems).

Noun classification is often based, at least partly, on the
semantics of the noun. The two most common semantic fea-
tures relevant in such systems are social gender or perceived
sex (Kramer, 2020) and animacy (Corbett, 2013). For exam-
ple, Swahili and other Bantu languages have animacy-based
noun classes, reflected through prefixes on both the noun and
agreeing words. In contrast with these two features, there
are other semantic features which appear not to be used as
a basis for classification. For example, no known language
has colour-based noun classification. This may be surpris-
ing, given that colour categories are highly salient in other
domains of cognition. In vision, Holmes and Regier (2017)
found that English speakers exhibited lateralised categorical
perception between warm and cool colours, being able to dis-
criminate e.g. between yellow and green better than blue and
green in the right visual field. This absence of colour and per-

vasiveness of animacy in noun classification, and other gram-
matical domains, has long been noted in theoretical linguis-
tics research, and has led some to propose that only certain
conceptual domains, of which animacy is one, are made avail-
able to language learners during acquisition (Adger, 2018;
Cinque, 2013; D’Alessandro, 2021; Talmy, 1988).

A domain-specific constraint on grammar is not, however,
the only possible explanation. The bias for animacy in noun
classification could be driven by a domain-general principle
that governs categorisation, both linguistic and non-linguistic.
Aikhenvald (2000) suggested that common semantic bases
for classification correspond to conceptual domains that yield
high within-category similarities and inter-category differ-
ences, i.e., high cue validity (Rosch, Mervis, Gray, John-
son, & Boyes-Braem, 1976; Lee, 1988). These categorial
(dis)similarities allow humans to predict other features from
existing ones. In the categorisation literature, Bayesian ap-
proaches derive categorisation preferences from the predic-
tive power of features (Anderson, 1991; Griffiths, Sanborn,
Canini, Navarro, & Tenenbaum, 2011). Simplicity-based ap-
proaches likewise suggest that the most informatively com-
pressed categories are highly predictive (Pothos & Chater,
2002; Pothos, Chater, & Hines, 2011). Under this view, an-
imacy is more common as a basis for noun classification be-
cause it is highly predictive, while colour is not. Intuitively, it
is possible predict from animacy a number of other features of
an object: the ability to move, the organic nature, the posses-
sion of limbs and so on. On the other hand, knowing colour is
much less helpful: knowing that an object is warm-coloured
doesn’t tell you much else. This latter view is consistent with
much recent experimental research, according to which lan-
guage universals arise due to domain-general cognitive biases
active during learning and processing (Culbertson & Kirby,
2022; Culbertson & Newport, 2015; Kemp & Regier, 2012;
Kirby, Tamariz, Cornish, & Smith, 2015; Maldonado, Za-
slavsky, & Culbertson, 2023).

Here, we test the hypothesise that the bias for animacy
over colour as a basis for noun classification is ultimately due
to the difference in predictive power. We first test whether
there is such a bias at all in an artificial noun class learn-
ing task, taking accuracy in learning as a proxy for the bias
(Exp 1). We then test whether predictive power underlies the
bias (Exp 2a-2b). We manipulated the predictive power of
colour and animacy features and tested whether learning cor-
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Figure 1: The set of visual stimuli used in Exp 1. Each image is either animate (frog, lizard) or inanimate (present, bag), and is
cool- (blue, green) or warm-coloured (red, yellow).

relates with predictive power. To preview, the results of Exp
1 confirmed the animacy bias. In Exps 2a-2b, we did not find
straightforward evidence for the predicted effects—likely due
to the strength of the a priori bias for animacy. However, ex-
ploratory analyses showed that the change in predictive power
modulated the animacy bias indirectly. Participants whose
preference in a sorting task was shifted toward colour by its
higher predictive power subsequently learned animacy-based
noun classes worse than they would have.

Exp 1: Animacy- vs. colour-based noun classes
Materials
We taught participants an artificial language consisting of 16
nouns and two definite determiner variants (da and te ‘the’).
Each noun is a combination of an entity type (animate: frog,
lizard; inanimate: bag, present) and a colour (warm: red,
yellow; cool: blue, green). In order to simplify learning,
each noun’s syllables were designed to resemble their En-
glish counterparts (e.g., frigru for ‘green frog’). The audio
for each word was generated using MacOS TTS (say) with
the voice Samantha. We used a set of 16 images to represent
these meanings (Figure 1).

Methods
Each participant was assigned to one of the two conditions
(animacy or colour). The experiment consists of two main
phases: noun learning and noun class learning (via deter-
miners), followed by a post-experiment questionnaire. In the
noun learning phase, in each trial, participants were shown
an image from the set accompanied by two buttons, each of
which contained a noun in the language. Participants listened
to the audio of the noun, and had to click on the button match-
ing it. The trial was repeated if the response was incorrect.
Each noun-image was presented twice, hence 32 trials in to-
tal. After initial training, they were further trained to criteria.
The trials were exactly the same, except no audio was played
and participants had to recall the noun from the image. They
proceeded to the next phase after scoring at least 13 in 16
consecutive trials.

In the noun class learning phase, participants were told that
the language had two words for ‘the’ and were instructed to
find a pattern for when each is used. They then learned the
determiners the same way they did the nouns, except each im-
age now had a word with a blank space (e.g. frigru), and
the audio of the full phrase rather than the noun alone was
played. Participant had to click on the determiner matching
what they heard, and feedback was provided. The determiner
varied based on either the noun’s colour (e.g. da for warm, te

for cool) or animacy (e.g., da for animate, te for inanimate),
depending on the condition. At test, the trials were the same,
except the audio played only contained the noun, and partici-
pants had to choose the correct determiner. No feedback was
provided. Each unique training trial was presented 3 times
(for a total of 48), and each test trial was presented twice (for
a total of 32). Finally, participants were asked to give their
strategy in choosing the determiner, and to provide informa-
tion about their language background.

The determiner-category mappings, the noun-determiner
relative order, and the order of trials in each phase were ran-
domised per participant. This and subsequent experiments
were all implemented with jsPsych (de Leeuw, Gilbert, &
Luchterhandt, 2023).

Participants
To minimise L1 influence, we targeted native speakers of En-
glish, which does not have a noun classification system, and
whose grammar makes relatively little reference to animacy
(i.e., only in singular third person pronouns). We exclude
participants who indicated non-negligible knowledge of lan-
guages with noun classification on the post-experiment ques-
tionnaire, and who scored lower than 90% on the noun train
trials, the vocabulary testing trials, or the determiner train-
ing trials. All participants in this and subsequent experiments
were recruited through Prolific (https://prolific.co) and
compensated at the rate of 9 GBP per hour. We kept collect-
ing data until we reached 80 participants after exclusion (40
per condition).
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Figure 2: Proportion of correctly selected determiners (y-
axis) for Exp 1 participants (unfilled dots) by semantic ba-
sis (x-axis). Error bars are 95% CI around the means (filled
dots).
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Results
Our main prediction for Exp 1 is that, if an animacy bias is
at work during noun class learning, participants should score
higher in the determiner learning test in the animacy condi-
tion. Consistent with this prediction, Figure 2 shows that par-
ticipants in the animacy condition outperformed those in the
colour condition (Mean prop. correct answers = 0.915 for
animacy vs. 0.841 for colour). We fit a logistic regression
model predicting per-trial correct responses from condition
with by-participant and by-noun random intercepts, and a by-
noun random slope on condition. A likelihood ratio test re-
veals a significant improvement in model fit when condition
is included as a fixed effect (βsemBasis = 1.859; p = 0.023;
deviation-coding). In summary, while participants in both
conditions were generally very good the learning both sys-
tems, they are better at learning an animacy-based system.

Exp 2a: Manipulating predictive power
The results from Exp 1 have shown that there is a small but
significant bias for animacy over colour in a simple artificial
noun class learning task. Recall that above, we proposed (fol-
lowing e.g., Aikhenvald, 2017) that this bias is due to the fact
that animacy features are more predictive of other features
than colour. In Exp 2, we tested whether this mechanism
can explain better learning of animacy-based noun classes
in our task. To do this, we first manipulate the predictive
power of animacy and colour in our stimuli. We predict that
participants should learn animacy-based noun classes better
when animacy is more predictive than colour; by contrast they
should learn colour-based classes better when colour is more
predictive than animacy. In other words, learning should be
facilitated when the more predictive feature serves as the ba-
sis of classification—i.e., when predictiveness is congruent
with semantic basis.

Materials
We used 16 meanings and 2 ‘the’ variants (da and te) as in
Exp 1. However, in order to full control meaning dimensions,
here meanings corresponded to unfamiliar objects that differ
along 5 dimensions (animacy, colour, shape, horn type, and
appendage type). Noun labels were drawn from those used in
Fedzechkina and Jaeger (2020); i.e., the forms do not hint at
meaning, but still conform to English phonotactics. The audio
of each word was generated as in Exp 1. The label-meaning
mappings were randomised per participant.

To manipulate predictive power, we created two sets of
image stimuli that differ only in whether colour or animacy
is more predictive of the other features. Higher predictive
power is given by lower conditional entropy. For example,
if animacy is more predictive, then H(Fi|FA)< H(Fi|FC), for
every feature aside from animacy and colour Fi, where FA
and FC are animacy and colour features. To ensure symmetry,
the same feature matrix is used for both sets, the sole differ-
ence being which feature is associated with higher predictive
power. The matrix also ensures that animacy/colour is the

most predictive of the features aside from animacy and colour
(i.e., shape, horn type, appendage type). Figure 3 shows the
set of stimuli where animacy is more predictive.

Methods
We manipulated whether the most predictive feature in the
stimuli (animacy or colour) was used as the basis of classifi-
cation or not. Each participant was therefore assigned one of
four conditions that differ in whether 1) animacy or colour is
more predictive of other features and 2) animacy or colour is
the basis for noun classification. In the two congruent con-
ditions, either animacy or colour was both most predictive,
and the basis of classification; in the two non-congruent con-
ditions, the feature that was most predictive was not the one
used for classification.

Based on piloting, we determined that using a image sort-
ing task prior to learning was an effective method of familiar-
izing participants with the predictive structure of the stimuli.
Therefore, the experiment consisted of two phases: familiari-
sation and noun class learning. The familiarisation phases
started with an image sorting task. Participants were pre-
sented with all the stimulus images in two rows, in a random
order, and were instructed to sort all of them into two boxes
appearing below (Figure 4). The participants were free to sort
them as desired, but must sort all of the images into the two
boxes to proceed.

After this, participants were exposed to the same stimulus
images once more, one at a time. In each trial, an image
was shown. After 1.5 seconds, a button appeared allowing
participants to proceed to the next trial. Every 4 trials, there
was an attention check, where participants had to choose an
image they had just seen from two choices.

After familiarisation, participants were trained and tested
on the noun classes using the same procedure as Exp 1.

Participants
We excluded all participants who scored less than 90% on
the attention check trials or the determiner train trials. We
kept collecting data until we reached 240 participants after
exclusion (60 per condition).

Results
To determine whether a bias for more predictive features
could be observed in a non-linguistic (sorting) task, we first
look at the image sorting responses in the familiarisation
phase. Figure 6 shows the proportion of best-fit sorting strate-
gies for participants separated by whether animacy or colour
was the most predictive feature. The best fits were determined
by the following method. We calculated the adjusted mutual
information (Vinh, Epps, & Bailey, 2010) between each par-
ticipant’s sorting and reference sorting categories (i.e., based
solely on animacy, colour, horn type, etc.). We took the refer-
ence sorting that yielded the highest information as the sort-
ing strategy of a given participant.

As Figure 6 shows, while participants sorted by animacy
the most regardless of predictive features, they were sig-
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Figure 3: The set of images in Exp 2a-2b in the conditions where animacy is more predictive. Note, for example, that animates
(stimuli with faces) are circular, have a crescent-like horn, and have squiggly appendages; most inanimates are inkblot-shaped,
have a zigzag horn and have straight appendages.

Figure 4: The image sorting phase in Exp 2a-2b. Colour fea-
tures are more predictive in the stimuli depicted.

nificantly more likely to sort by colour when colour was
more predictive than animacy (12.5% vs. 26.667%; χ2(1) =
6.773, p = 0.009). They were also significantly more likely
to sort by animacy when animacy was more predictive than
colour (50.833% vs. 36.667%; χ2(1) = 4.334, p = 0.037).

Moving on to the noun class learning results, Figure 5
shows the proportion of correct determiner responses for par-
ticipants based on the semantic basis of the system (animacy
or colour), and which feature is most predictive (animacy or
colour). Recall that when animacy is the most predictive fea-
ture (blue dots), we predicted animacy-based classes to be
learned better; when colour is the most predictive feature (or-
ange dots), we predicted colour-based classes to be learned
better. To test our prediction, we first fit a logistic model
predicting per-trial correct responses from predictive feature,
semantic basis, and their congruence (i.e., their interaction,
coded as 0.5 when predictive feature matches semantic basis,
and -0.5 otherwise). We also included by-participant random
intercepts.1 A likelihood ratio test comparing this full model
to reduced models reveals no significant effect of congruence
(βcongruence = 0.276; p = 0.5189). Our general prediction
is thus not confirmed. Additional model comparisons indi-
cate a significant effect of semantic basis (βsemBasis = 1.251,
deviation-coding, p = 0.003), suggesting participants were
better at learning animacy-based noun classes, as in Exp 1.

To test whether congruence facilitates learning for either
of the two predictive features separately, we fit two additional
logistic models. The first model predicted per-trial correct
responses by semantic basis (animacy vs. colour) when an-
imacy was most predictive. The second predicted per-trial
correct responses by semantic basis when colour was most

1More complex random effects structures resulted in singular
fits; we progressively reduced the model and ended up with only
the by-participant random intercept.
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Figure 5: Proportion of correctly selected determiners (y-
axis) for Exp 2a participants (unfilled dots) by semantic ba-
sis for noun classes (x-axis) and most predictive feature (dot
colour). Error bars are 95% CI around the means (filled dots).

predictive. We also included by-participant and by-item2

random intercepts. Likelihood ratio tests indicate no sig-
nificant improvement for either model including semantic-
basis as a fixed effect (animacy model: βsemBasis = -0.013,
p = 1; colour model: βsemBasis = 0.580, p = 0.313; con-
gruent coded as 0.5, incongruent as -0.5). This suggests that,
despite a numerical trend when animacy was most predictive,
in neither case did congruence facilitate learning.
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Figure 6: Proportion of Exp 2a participants (y-axis) with each
best-fit image sorting strategy (x-axis) by stimulus predictive
features (dot colour). Mixed aggregates responses with mul-
tiple best fits. Error bars are 95% CI around the proportions.

2We fit a by-item random intercept for the colour model only,
since including it for the animacy model caused singular fits.
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Importantly, not all participants sorted based on the most
predictive feature. We therefore compared participants
who did sort based on the most predictive features—i.e.,
whose bias was potentially shifted toward the most predic-
tive features—and those who sorted by the least predictive
feature—whose bias clearly was not.3 Numerically, when
colour was most predictive, participants who sorted based
on colour were better at learning colour-based than animacy-
based noun classes (Figure 7, middle panel). However, when
animacy was most predictive, no such trend can be observed
(Figure 7, left panel). Thus, in Exp 2b, we sought to replicate
this with a larger set of participants in the predictive colour
conditions.

Exp 2b: Focusing on colour
In Exp 2b we test the prediction that participants who sort
by colour when it is most predictive will be better at learning
colour-based noun classes than animacy-based ones.

Materials
We used the subset of image stimuli from Exp 2a where
colour is more predictive. The artificial language is identi-
cal to Exp 2a.

Methods
Participants were randomly assigned to the congruent con-
dition in which the semantic basis of class is colour, or the
incongruent condition where it is animacy. The procedure
was identical to Exp 2a except that participants who did not
sort solely by colour in the sorting task were taken directly to
the post-experiment questionnaire and did not take part in the
learning phase.

Participants
Participants were native English speakers. We excluded all
participants who did not sort the images by colour, or scored
less than 90% on the attention check trials or the determine
train trials. We kept collecting data until we reached 120 par-
ticipants after exclusion (60 per condition).

Results
Figure 7 (right panel, green dots) shows the results of
Exp 2b, which suggest no difference between animacy
and colour-based noun classes. Indeed, a logistic model
predicting response accuracy by congruence, with a by-
participant intercept4 revealed no significant effect of congru-
ence (βsemBasis =−0.510, deviation-coding, p = 0.314). In
other words, the numerical trend we saw above was not borne
out in this larger sample

However, it is clear from the results so far that participants
have a prior bias for animacy across these tasks. One possibil-
ity is therefore that the manipulation did shift participants’ bi-
ases, but not strongly enough to reverse this bias for animacy-
based class systems. In other words, learning a colour-based

3We ignore participants who sorted on other features.
4More complex random effects structures caused singular fits.

noun class system is harder, regardless of feature predictive-
ness. If this is the case, instead of seeing a facilitatory effect
of colour predictive power on learning colour-based classes,
we might instead see that learning of animacy-based classes
is hindered. In other words, participants who sort based on
colour when it is more predictive might find animacy-based
system harder to learn than those who continue to sort based
on animacy.

We explored this possibility by comparing participants in
Exp 2b, who were exposed to colour predictive stimuli and
sorted by colour, to participants in Exp 2a who sorted the
same set of stimuli by animacy (N = 44, 22 for each seman-
tic basis). As Figure 7 (right panel) shows, while colour
noun class systems were always harder to learn, partici-
pants learned animacy-based noun classes worse when their
bias was shifted toward colour (i.e., they sorted by colour)
than when their bias was not shifted toward colour (i.e.,
they sorted by animacy). We fit a logistic model predict-
ing per-trial correct responses from semantic basis for noun
classes, sorting strategy (animacy or colour) and their inter-
action with a by-participant random intercept. Likelihood
ratio tests revealed significant main effects of all three pre-
dictors. The significance of semantic basis (βsemBasis =
1.957, p < 0.001, colour coded as -0.5, animacy as 0.5) con-
firms that there is an overall bias for animacy. The signif-
icance of sorting strategy suggests that participants sorting
by animacy (i.e. those from Exp 2a) generally scored higher
(βsortStrategy =−1.350, p = 0.014, colour coded as 0.5, ani-
macy as -0.5). Crucially, the interaction between the seman-
tic basis for noun classes and sorting strategy was significant
(βsemBasis×Sorting = 1.440, p = 0.006, coded as 0.5 when
semantic basis matches sorting strategy, -0.5 otherwise) , sug-
gesting that lower predictive power of animacy did weaken
the animacy bias. A logistic model predicting per-trial correct
responses from sorting strategy including only participants
who learned animacy-based noun classes likewise confirms
that performance is higher among participants who sorted by
animacy (βsortStrategy =−3.333, p = 0.002).

General Discussion
The experiments reported here investigate whether the appar-
ent prevalence of animacy-based noun classification and ab-
sence of colour-based noun classification is driven by a cog-
nitive bias for the former, and if so what underlies this bias. In
Exp 1, we tested whether participants learned animacy-based
noun classes more easily than colour-based ones. Our results
suggest that indeed they are, providing evidence that learners’
biases align with this language universal.

In Exp 2a and 2b, we tested the hypothesis that this bias
might be driven by a domain-general principle of categori-
sation: features higher in predictive power are a better ba-
sis of categorisation. In the real-world, animacy is likely to
be a better predictor of the other features of an object than
colour. We therefore tested our hypothesis by manipulating
the predictive power of animacy and colour features in a set
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Figure 7: Proportion of correctly selected determiners (y-axis) per participant (unfilled dots) by predictive features (panel),
semantic basis (colour), and whether sorting matches the most or the least predictive features (x-axis). Error bars are 95% CI
around the means (filled dots). The left and middle panel shows results from Exp 2a. The right panel compares participants
under predictive colour conditions across Exp 2a (red, sorting by animacy) and 2b (green, sorting by colour).

of artificially-created unfamiliar objects. We then embedded
these in a noun class learning task to see whether predictive
power would modulate learning of animacy and colour-based
classes. Our results do not straightforwardly confirm this pre-
diction. Across Exp 2a and 2b, we were not able to show
that learning was facilitated when the more predictive feature
served as the basis of classification. This is likely due to the
strong bias for animacy (in both noun class learning and im-
age sorting) combined with the fact that participants did not
always notice (i.e., sort based on) the most predictive feature
of the stimuli in our task. However, we did find some indi-
cation in Exp 2a that when participants actually did notice
that colour or animacy was more predictive (as evidenced by
their image sorting behaviour), they did learn classes based
on these features better. In addition, we found that partici-
pants shown stimuli in which colour was most predictive were
worse at learning animacy-based noun classes when their bias
was successfully shifted toward colour, compared to when it
was not.

These results constitute the first experimental evidence for
the role of predictive power of features in noun classification.
This supports the claim that domain-general principles of cat-
egorisation may play a role in explaining the pervasiveness
of animacy and the absence of colour in noun classification
systems. At the same time, it is notable that in both a non-
linguistic sorting task and a noun class learning task, partic-
ipants prefer animacy over colour regardless of our manipu-
lation of predictive features. This could reflect participants
prior experience with these features, or something else. De-
spite this, participants were consistently successful in learn-
ing colour-based noun classes across experiments (i.e., they
scored consistently around 80%). Whatever underlies the
dominance of animacy in these tasks, then, there is no strong
bias against colour-based classes as one might expect under a
theory of hard constraints (e.g., Adger, 2018; Cinque, 2013)

The hypothesis put forward here has implications for the-
ories of language change. In particular, there is a cross-
linguistically common historical pathway for nouns to de-
velop into various noun classification systems with progres-
sively fewer categories, i.e., nouns (numerous) → classifiers
(up to hundreds of classes) → noun classes and genders (two
to a dozen classes) (Corbett, 1991; Seifart, 2010). If pre-
dictive power does indeed shape noun classification, these
systems should evolve in a way that preserves the highly, if
not maximally, predictive features, given the number of cat-
egories at each stage. There is some informal evidence that
is the case. Documented cases of the development from noun
to classifier appear to retain animacy features, if any feature
is retained at all. For example, in Vietnamese, the classifier
for inanimates cái developed from the noun meaning ‘piece’
(Löbel, 2000). Similarly, in Akatek, the classifier for humans
winaj developed from the noun for ‘man’ (Zavala, 2000).
Aikhenvald (2000, p. 401) notes many other similar cases.

Of course, the relationship between our results and this
language universal crucially depends on the assumption that
animacy-based classifications yield better, i.e., more coherent
and distinct, clusters than than colour-based ones. While in-
tuitively correct, this should also be empirically verified, for
instance, by comparing the quality of animacy- and colour-
based clusterings of word embeddings (Mikolov, Chen, Cor-
rado, & Dean, 2013).

Finally, as noted in the introduction, our study contributes
to a growing body of empirical research that highlights the
role of cognitive biases in shaping language. Since high pre-
dictive power is entailed by maximally compact categorisa-
tion, the bias for animacy over colour in noun classification
may ultimately be an instantiation of a highly general simplic-
ity bias, which accounts for not only universals in language
(Culbertson & Kirby, 2016) but also phenomena across cog-
nitive domains (Chater & Vitányi, 2003).
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