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Abstract 

Human neutrophils play an essential role in the immune system, acting as first responders to 

infection by migrating through tissue along chemical gradients and consuming foreign objects 

such as pathogens. These processes, known as chemotaxis and phagocytosis respectively, require 

neutrophils to deform in a controlled manner, balancing adhesion to surfaces and protrusive 

forces exerted by the cell’s own cytoskeleton. Bursts in the concentration of intracellular calcium 

ions (Ca2+) are commonly observed during such deformations, but the link between neutrophil 

mechanics and Ca2+ bursts remains unclear. In this work, we first examine the mechanical 

underpinnings of neutrophil phagocytic spreading, and then study the causes and the effects of 

Ca2+ bursts during neutrophil chemotaxis and phagocytosis. Throughout, we use a combination 

of biophysical experiments and computational models to answer fundamental questions about 

neutrophil biology. In initial experiments, we deposit human neutrophils onto surfaces coated 

with different densities of IgG antibodies to probe the roles of adhesion and protrusion in 

phagocytic spreading. These experiments, in combination with computational models of cell 

deformation, demonstrate that frustrated phagocytic spreading is driven by cell protrusion, but 

the maximum contact area to which the cell can spread is limited by the availability of adhesion 

sites. We then turn our attention to the causes and effects of Ca2+ bursts in neutrophil chemotaxis 

and phagocytosis. Using single-cell biophysics experiments, we show that neutrophil 

chemotactic protrusion alone neither requires nor causes Ca2+ bursts. On the other hand, we find 

that phagocytic spreading is consistently accompanied by Ca2+ bursts, and the timing and 

magnitude of these bursts are determined in part by the density of ligands on a pathogenic 

surface. We develop a computational model of these Ca2+ bursts in phagocytosis and show that 

the model agrees with our experimental data. Finally, we determine the effects of altering 
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intracellular or extracellular Ca2+ on the dynamics of phagocytosis. Remarkably, we find that 

eliminating Ca2+ bursts by depleting intracellular Ca2+ stores does not prevent phagocytosis of 

IgG-coated targets but does result in slower cell spreading and lower maximum contact areas in 

frustrated phagocytosis experiments. Removing all extracellular divalent cations has only a small 

effect on Ca2+ bursts but does lead to altered cell morphology in phagocytosis; we attribute this 

to the general ability of divalent cations to modify the binding affinity of cell adhesion receptors 

such as integrins. Overall, our work shows that Ca2+ bursts, while not strictly required for 

neutrophil protrusion, do facilitate efficient spreading over pathogenic surfaces during 

phagocytosis. 
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Chapter 1: Introduction 

Neutrophils are the most abundant type of white blood cells in the human body and are the first 

responders to infection. The initial steps of their recruitment involve rolling to arrest on the 

endothelium and exiting the vasculature via transmigration. They then navigate to the site of 

injury by migrating along chemical gradients, a process known as chemotaxis. At the site of 

interest, they bind to foreign objects such as pathogens and internalize them. This process of 

engulfment, known as phagocytosis, is central to neutrophil function and involves some of the 

same cytoskeletal machinery by which neutrophils and other cells migrate.  

Although decades of research have been devoted to understanding chemotaxis and 

phagocytosis in neutrophils, there remain many gaps in knowledge, particularly with respect to 

the physical mechanisms underlying these processes. Furthermore, although diverse signaling 

pathways have been characterized during both chemotaxis and phagocytosis, it remains unclear 

how various signaling events are coupled with cell mechanics. In this introductory chapter, we 

give a brief overview of past studies on the biophysics of phagocytosis, followed by a summary 

of the research on large bursts in intracellular calcium concentration during neutrophil migration 

and phagocytosis. We then outline the content covered in this dissertation, which seeks to 

characterize the relationship between mechanics and calcium bursts in neutrophil chemotaxis and 

phagocytosis. 

 Much of the initial research on phagocytosis focused on identifying phagocytic receptors and 

their binding targets. Many of the strongest cues on the surfaces of pathogens come from 

molecules produced by a person’s own body, including immunoglobulins such as IgG and 

complement fragments such as C3b or iC3b. These molecules bind to pathogen surfaces and are 

detected by receptors in the phagocyte’s membrane, leading to phagocytosis. The best-known 
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cases of this include Fcγ receptors (FcγRs) binding to IgG molecules [1] and complement 

receptors binding to complement fragments [2]. Based on this knowledge of phagocytic 

receptors, early conceptual models of phagocytosis mostly agreed that immune cells spread over 

pathogen surfaces in a zipper-like fashion; that is, cells require circumferential adhesion to a 

pathogen to efficiently complete engulfment [3, 4]. This process was found to depend on the 

recruitment of certain signaling factors and the mobilization of the actin cytoskeleton to form 

protrusions known as pseudopods which extend around the target surface [5, 6].  

The spreading of phagocytic immune cells over pathogenic surfaces is a mechanically 

intensive process. Accordingly, the biophysics of phagocytosis has been an area of great interest 

– in particular, how do neutrophils and other phagocytes generate the protrusive force and 

surface area required to engulf particles? Early work demonstrated that the success of 

phagocytosis depends on the size of the target particle [7, 8]. The consumption of larger particles 

is limited by the phagocyte’s available surface area, dictated by the amount of membrane stored 

in plasma membrane folds (e.g., microvilli) and surface area recruited by exocytosis. The 

mechanics of phagocytosis were explored in detail through pioneering work that utilized single-

cell biophysical experiments and computational modeling [9, 10]. These studies examined how 

tension in the cell cortex changes with the amount of cell deformation in phagocytosis and 

showed that cell morphology and dynamics in phagocytosis could be recapitulated remarkably 

well by a physical model in which repulsion between polymerizing actin and the cell membrane 

powers pseudopod extension. 

Recently, it has been increasingly appreciated that linkages between the cell membrane and 

the actin cytoskeleton play a key role in the mechanics of phagocytosis. For instance, the 

difference in cell morphology during phagocytosis of serum-opsonized zymosan versus IgG-
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coated microspheres was attributed to variations in the strength of cytoskeleton-membrane 

attachments [11, 12]. Specifically, it was suggested that the outward displacement of zymosan 

particles prior to consumption indicated weakened cytoskeleton-membrane attachments within 

the cell-target contact region; this idea was supported by computational modeling [11]. These 

linkages effectively steer the progress of pseudopod extension in phagocytosis by anchoring the 

membrane to the cytoskeletal network at adhesion sites such that the cell spreads around the 

particle rather than pushing it outwards [13].  The identity of these linkages is likely context-

dependent, but the integrin αMβ2, also known as Mac-1 or complement receptor 3, can certainly 

provide connections to F-actin during complement-mediated phagocytosis [14]. The cytoplasmic 

tail of activated Mac-1 binds to talin, which in turn links to actin filaments [15]. Mac-1 may also 

provide anchoring connections to the cytoskeleton in IgG-mediated phagocytosis by cooperating 

with FcγRs [16, 17]. Other molecules such as myosins can also couple the membrane to the 

cytoskeleton [18]; myosin I in particular has been shown to play a key role in coordinating 

protrusion during phagocytosis [19]. 

 Alongside this research on the mechanics of phagocytosis has come a large volume of work 

characterizing the biochemical signaling networks involved in phagocytosis [20]. One of the 

most dramatic signaling events that occurs consistently during neutrophil phagocytosis is a 

global burst in the cytosolic free calcium (Ca2+) concentration. These Ca2+ bursts have been 

observed in both neutrophils and macrophages for several decades [21-25] and are similar to 

Ca2+ signals observed in lymphocytes [26]. However, basic questions about Ca2+ bursts in 

neutrophil biology remain unanswered. What chemical and mechanical inputs determine the 

onset of Ca2+ bursts? What are the relative contributions of Ca2+ influx versus intracellular store 
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release? Are Ca2+ bursts required for phagocytosis, or do they act in parallel to the main 

pathways involved in cell deformation? 

 Because Ca2+ plays many diverse roles in intracellular signaling and many different pathways 

are known to trigger Ca2+ elevations, answers to the above questions are often subtle and context 

dependent. For instance, although Ca2+ bursts often occur during neutrophil chemotaxis in 

response to G-protein-coupled receptor agonists, select studies have shown that these elevations 

are neither triggered by nor required for chemotactic protrusion itself [27, 28]. Rather, these 

signals appear to be mediated by a combination of cell-substrate adhesion and chemoattractant 

receptor engagement. Likewise, the reliance of phagocytosis on Ca2+ elevations differs 

depending on the type of receptor being engaged. One study showed that complement-mediated 

phagocytosis hardly depends on elevated intracellular Ca2+, whereas IgG-mediated phagocytosis 

is significantly reduced when Ca2+ bursts are suppressed [24]. 

Ca2+ elevations are known to play a general role in neutrophil adhesion and spreading on 

surfaces. Inducing Ca2+ bursts by uncaging inositol triphosphate (IP3) in the cytosol was  

sufficient to trigger neutrophil spreading on glass surfaces [29]. Ca2+ bursts were also found to be 

required for acceleration of β2-integrin-mediated phagocytosis [30]. Both studies attributed these 

effects to calpain, a Ca2+-sensitive enzyme which cleaves connections between the membrane 

and the cytoskeleton. Cleaving these connections allows for unfurling of membrane folds and 

permits more efficient receptor diffusion, both of which encourage faster cell spreading. Ca2+ 

bursts can also mediate the formation of cytoskeleton-membrane linkages within the cell-

substrate contact region through inside-out integrin signaling [31]. As discussed above, 

cytoskeleton-membrane linkages at the site of contact play a key role in the mechanics of 

phagocytosis by anchoring the cytoskeletal network, allowing the cell to spread around a particle 
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rather than push it outwards. These known associations between Ca2+ dynamics and 

phagocytosis mechanics suggest that Ca2+ signaling and mechanics may be tightly coupled in 

phagocytosis. 

 This dissertation continues work on both the mechanics of phagocytosis (Chapters 2-3) and 

Ca2+ bursts in chemotaxis and phagocytosis (Chapters 4-6), with the overarching goal of 

understanding the complex interplay between Ca2+ bursts and neutrophil mechanics. Our central 

hypothesis is that human neutrophils integrate chemical and adhesive cues during chemotaxis 

and phagocytosis through global Ca2+ release, which leads to increased cytoskeletal protrusion 

and the controlled lock and release of cytoskeleton-membrane attachments. 

Throughout, we use a combination of experiments and computational modeling to answer 

fundamental questions about neutrophil mechanics and Ca2+ signaling. Two primary 

experimental setups are utilized: single-cell micropipette experiments (Fig 1.1A) and frustrated 

phagocytosis assays (Fig 1.1B). In later chapters, both setups are used in combination with 

fluorescence imaging to examine Ca2+ dynamics simultaneously with changes in cell shape. 

 
Fig 1.1: Two experimental setups for phagocytosis. (A) In dual-micropipette-manipulation experiments, opposing 
micropipettes hold a neutrophil (right) and a pathogen particle (left). The movement of these pipettes is precisely 
controlled using micromotors, allowing us to examine the response of a human neutrophil as the target particle is 
brought close to or in contact with the cell. (B) In frustrated phagocytosis experiments, neutrophils are deposited 
onto a coverslip coated with IgG and imaged during phagocytic spreading using reflection interference contrast 
microscopy (RICM). 
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Chapters 2 and 3 of this dissertation focus on the mechanics of phagocytic spreading over 

pathogenic surfaces, first from an experimental angle (Chapter 2) and then via computational 

modeling (Chapter 3). These studies show conclusively that phagocytic spreading is not well 

described by models of passive spreading in which ligand-receptor binding powers cell 

deformation. Rather, spreading is primarily driven by active forces exerted by the cell; actin 

polymerization powers membrane protrusion over opsonized pathogen surfaces. 

In Chapter 4 of this dissertation, we show that extension of chemotactic pseudopods neither 

causes nor requires Ca2+ bursts in neutrophils. Although it is often observed that neutrophil 

chemotaxis is accompanied by large Ca2+ transients, such increases seem to require cell-substrate 

adhesion or supraphysiological concentrations of chemoattractant. Chapter 5 then turns to Ca2+ 

bursts in phagocytosis, examining global Ca2+ dynamics during phagocytosis of fungal model 

particles or surfaces coated with various densities of IgG. In addition to carefully quantifying 

global changes in intracellular Ca2+ concentration in our experiments, we develop a 

computational model of Ca2+ dynamics during phagocytosis using a system of ordinary 

differential equations, which reproduces key features of Ca2+ bursts observed experimentally.  

Chapter 6 then characterizes the effects of perturbing intracellular or extracellular Ca2+ 

concentration on phagocytosis mechanics. Depleting extracellular Ca2+ and Mg2+ alters the 

mechanics of phagocytosis without eliminating Ca2+ bursts; this effect appears to primarily be 

due to inhibition of integrin binding rather than elimination of Ca2+ influx. On the other hand, we 

find that phagocytosis is surprisingly robust to treatments which either partially or fully inhibit 

Ca2+ bursts; for instance, pre-depleting intracellular Ca2+ stores essentially eliminates Ca2+ 

bursts, but only slightly decreases the speed of phagocytic spreading. Regardless, we conclude 
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that Ca2+ bursts help facilitate neutrophil protrusion; the nature of this relationship, as well as 

future directions for this work, are discussed in the conclusions to Chapter 6. 
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Chapter 2: Mechanisms of frustrated phagocytic spreading of human neutrophils on 

antibody-coated surfaces 

Reproduced with permission from E.A. Francis, H. Xiao, L. Teng, and V. Heinrich.  

Manuscript currently in revision as of July 2022. Preprint available on BiorXiv [32]. 

Abstract 

Complex motions of immune cells are an integral part of diapedesis, chemotaxis, phagocytosis, 

and other vital processes.  To better understand how immune cells execute such motions, we 

present a detailed analysis of phagocytic spreading of human neutrophils on flat surfaces 

functionalized with different densities of immunoglobulin G (IgG) antibodies.  We visualize the 

cell-substrate contact region at high resolution and without labels using reflection interference 

contrast microscopy (RICM) and quantify how the area, shape, and position of the contact region 

evolves over time.  We find that the likelihood of the cell commitment to spreading strongly 

depends on the surface density of IgG, but the rate at which the substrate-contact area of 

spreading cells increases does not.  Validated by a theoretical companion study, our results 

resolve controversial notions about the mechanisms controlling cell spreading, establishing that 

active forces generated by the cytoskeleton rather than cell-substrate adhesion primarily drive 

cellular protrusion.  Adhesion, on the other hand, aids phagocytic spreading by regulating the 

cell commitment to spreading, the maximum cell-substrate contact area, and the directional 

movement of the contact region.  
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Introduction 

Innate immune cells, in particular white blood cells, stand out among animal cells due to their 

deformability and extraordinary motility.  Their mechanical flexibility enables them to carry out 

vital immune functions, such as chemotaxis toward sites of infection, and phagocytosis of 

foreign particles.  These and other processes critically depend on the cells’ ability to spread onto 

surfaces, for example, during firm arrest of white blood cells at the endothelium, or during the 

engulfment of target particles.   

 Phagocytic spreading is distinct from other forms of cell spreading in that it engages specific 

cell-surface receptors known to trigger phagocytosis [20, 33, 34].  In many physiological 

situations, phagocytosis is initiated by opsonic ligands such as immunoglobulin G (IgG) 

antibodies and complement fragments.  When bound to a pathogen surface, these ligands are 

recognized by the immune cells’ Fcγ receptors (FcγRs) and complement receptors, respectively 

[1, 2].  Ligation of these receptors activates receptor-specific intracellular signaling [20, 35-37] 

and ultimately leads to progressive spreading of the phagocyte over the target surface.  In 

conventional phagocytosis, cell spreading concludes when the phagocytic cup closes to create a 

phagosome compartment.  However, in some cases known as frustrated phagocytosis, the target 

is too large to be completely engulfed by a single phagocyte.  During these encounters, immune 

cells strive to maximize the area of contact with the target surface, resulting in thinly spread, 

lamella-shaped cells that partially cover the target.  Such frustrated phagocytic spreading has 

been observed, for instance, in interactions of human neutrophils with spherules of the fungal 

pathogen Coccidioides posadasii [38] as well as with large beads [9].  The extent of spreading in 

these cases seems to be limited by the maximum apparent cell-surface area that a phagocyte can 

generate.  For example, the maximum surface area observed during phagocytosis by human 
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neutrophils amounts to about 300% of the surface area of the spherical resting shape of these 

cells [7, 9, 38, 39], while for macrophages this plateau value is as high as 600% of the respective 

resting area [8, 40]. 

 The targets encountered by immune cells during frustrated phagocytosis are characterized by 

very low surface curvatures.  Although curvature-dependent variations in phagocytic behavior 

have been reported [7, 8, 41-43], they do not appear to reflect qualitative changes in the cellular 

response but are likely due to the same response program coping with different “input” sizes and 

shapes of target particles [10, 44].  Thus, it is reasonable to assume that the same preprogrammed 

cellular response also controls phagocytic spreading of immune cells on surfaces with zero 

curvature, i.e., flat substrates.  Considering the high resolution of imaging methods that inspect 

cell-substrate interactions directly at the bottom of an experiment chamber, the study of 

frustrated phagocytic spreading of immune cells on such planar surfaces is a powerful tool to 

examine fundamental mechanisms of phagocytosis [14, 19, 45, 46]. 

 Here, we present an in-depth quantitative analysis of human neutrophil spreading on IgG-

coated coverslips.  Our main objective is to address the lacking consensus between two different 

hypotheses that have been put forward to explain the mechanistic origin of phagocytic spreading, 

denoted as “Brownian zipper” and “protrusive zipper” mechanisms [13].  Both hypotheses agree 

that fresh contact between the phagocyte membrane and target surface results in a zipper-like 

adhesive attachment that is essentially irreversible.  However, they differ in their assumptions 

about the primary driving force of cellular protrusion that produces fresh cell-target contact in 

the first place.  The Brownian zipper hypothesis views the phagocyte as a passive object and 

postulates that strong adhesion alone is responsible for pulling the cell membrane onto the target 

surface.  In other words, this hypothesis treats phagocytic spreading as a wetting phenomenon, 
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akin to a water droplet spreading on a hydrophilic surface.  In contrast, the protrusive zipper 

hypothesis assumes that the phagocyte’s cytoskeleton actively generates protrusive force to push 

the front of the cell outwards.  

 We investigate which of these hypotheses captures the main driving force of phagocytic 

spreading using well-controlled frustrated phagocytosis experiments.  Our strategy is based on 

the following reasoning.  If the Brownian zipper hypothesis of adhesion-driven spreading holds 

true, then both the rate as well as the extent of spreading should strongly depend on the density 

of adhesive binding sites on the substrate.  In contrast, because the protrusive zipper hypothesis 

assumes that the spreading speed is primarily set by the rate of cytoskeletal protrusion, this 

mechanism would predict a weaker dependence of the spreading speed on the ligand density.  To 

expose which type of behavior human neutrophils exhibit, we allow the cells to settle onto 

coverslips pre-coated with different densities of rabbit IgG and analyze their subsequent 

spreading dynamics.  Visualization of the cells with reflection interference contrast microscopy 

(RICM) allows us to image the cell-substrate contact region with exceptional contrast without 

the use of labels.  In addition to the spreading speed and maximum contact area, this analysis 

enables us to further characterize the effects of IgG density on phagocytic spreading by 

quantifying parameters such as the spreading probability, contour roundness, and centroid 

motion.  In an accompanying theoretical study in Chapter 3, we leverage these results against 

computational models of cell-spreading mechanics.  Overall, we find that, although the strength 

of adhesion can modulate phagocytic spreading, it is the cellular protrusion that sets the rate of 

spreading, in support of the protrusive zipper hypothesis.   

 



12 
 

Materials and Methods 

Surface preparation 

After partial assembly of the 3D-printed chamber (Fig 2.3A), the surface of the glass coverslip 

serving as chamber bottom was incubated with 1% (10 mg/ml) bovine serum albumin (BSA; 

VWR, Radnor, PA) in phosphate buffered saline (PBS; Bio-Rad, Hercules, CA) for 1 hour at 

room temperature, then rinsed with PBS.  The surface was then incubated with a mixture of 

polyclonal rabbit anti-BSA IgG (Cat# A11133; Invitrogen, Waltham, MA) and monoclonal 

mouse anti-BSA IgG-1 (Cat# MA1-82941, Invitrogen, Waltham, MA) for another hour at room 

temperature.  All mixtures contained a total of 150 µg/ml IgG, which was sufficient to saturate 

the surface, but the ratio of rabbit to mouse IgG concentration was varied to produce solutions 

containing 0%, 0.1%, 1%, 10%, or 100% rabbit IgG.  After a final rinse with Hanks’ balanced 

salt solution (HBSS with Ca2+ and Mg2+; Thermo Fisher Scientific, Waltham, MA), the chamber 

was loaded with HBSS containing 2% human serum albumin (HSA; MP Biomedicals, Irvine, 

CA) to block any uncoated regions.   

 To quantify the actual density of rabbit IgG on coated glass surfaces, coverslips of each batch 

were incubated with 30 µg/ml anti-human IgG Fc (cross-reacts with rabbit) conjugated to Alexa 

Fluor-488 (Cat# 409321; BioLegend, San Diego, CA) for 45 minutes at room temperature in the 

dark, then rinsed with PBS before imaging.  Beads from the Quantum Simply Cellular Kit (QSC; 

Bangs Laboratories, Fishers, IN) were incubated with the same secondary antibody at 6.25 

µg/ml, again for 45 minutes at room temperature in the dark, then washed 3 times in PBS with 

0.01% Tween and deposited onto plain glass coverslips for imaging. 
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Quantification of IgG surface density from fluorescence microscopy 

As outlined in the main text (Fig 2.2), we determined the density of deposited rabbit IgG by 

comparing the fluorescence intensities of labeled coverslips to a calibration curve created using a 

set of QSC beads with known numbers of antibody-binding sites.  All fluorescence images were 

taken on a spinning disc confocal microscope (488 nm laser, 100x oil objective, NA = 1.4).  Due 

to the large spread of fluorescence intensities of the inspected surfaces, we used two different 

exposure times  te = 1 s  and  te = 2 s  and adjusted the originally measured intensities  I  to a 

corrected value  Ī  using 

 0

e

I II
t
−=  (2.1) 

where  I0  is the background intensity, i.e., the intensity at the substrate surface in the absence of 

fluorophore.  To minimize photobleaching, we first preadjusted the microscope focus at a 

suitable location, then moved the microscope stage to a neighboring field of view and acquired a 

Z-stack of images of this unbleached region. 

 In fluorescence measurements of coverslips, we chose a region of interest of at least 10,000 

pixels and determined the most frequent pixel intensity in this region for each image using kernel 

density estimation.  After plotting the most frequent intensity values of all images of a given 

stack as a function of Z-height and fitting a cubic polynomial to these data, we calculated the 

maximum of the polynomial fit and identified its function value as the fluorescence intensity of 

the plane containing the fluorophore.   
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Fig 2.1.  Procedure to quantify the fluorescence at the underside of labeled beads.  (A)  Confocal image of QSC 
beads labeled with secondary antibody resting at the bottom of a chamber.  A search box (yellow square) was placed 
around each isolated bead.  (B)  Robust determination of the center of bead images.  For each image, we first 
computed axes of mirror symmetry in a user-definable number of directions.  We used 12 such axes in the present 
analysis (orange lines).  For each direction, the symmetry axis was determined by shifting a straight line across the 
region of interest containing the bead image.  For each position of this line, we calculated the cross-correlation of the 
bead image with its respective mirror image obtained by flipping the original image about this line.  The line 
position corresponding to the interpolated maximum of cross-correlation values then defined the symmetry axis in 
the given direction.  Finally, the bead center was calculated as the center of mass of the cross-sections of all pairs of 
symmetry axes.  This procedure gave consistent results even for moderately noisy bead images and bead images 
with dark center regions.  (C)  Filmstrip representation of a Z-stack of confocal images of a QSC bead.  The focal 
plane was moved from below the bead’s underside (image (1)) to a height where it cut through the bead slightly 
above its lowest point (image (13)).  The center of each bead image in the stack was determined as explained in (B).  
(D)  Circularly averaged radial intensity profile of a confocal bead image.  We calculated the mean intensities along 
circles centered about the center of the bead image, spaced out by one pixel (blue symbols).  We then fit an even, 
low-order polynomial function to a subrange of the discrete intensity data (red curve).  We identified the 
fluorescence intensity at the center of the bead image with the function value of the fitting function at radius zero.  
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(E)  Plot of the polynomial fitting functions obtained for bead images of the stack of (C).  For clarity, only the 
graphs for every other bead image are shown.  (F)  Determination of the fluorescence intensity at the lowest point of 
the bead surface.  The intensity values at the center of all bead images of the stack of (C) (obtained as explained in 
(D)) are plotted as a function of their number within the stack (blue symbols).  We fit a low-order polynomial 
function to a subrange of these data (orange curve) and identified the sought fluorescence intensity at the underside 
of the bead with the calculated maximum of the polynomial fitting function 

 

 A more elaborate procedure was needed to measure the pertinent fluorescence intensity of 

labeled QSC beads (Fig 2.1).  We reasoned that the fluorescence at the underside of a bead 

resting at the chamber bottom is most closely relatable to the fluorescence at the top surface of 

labeled coverslips.  Accordingly, we measured for each selected bead the fluorescence intensity 

at the center of all bead images in a given Z-stack and then again used polynomial fits to 

determine the interpolated maximum value of these intensities, which we identified as the 

fluorescence intensity corresponding to the known density of fluorophore coating the bead.  

Details of this procedure are illustrated in Fig 2.1.  Having quantified the relationship between 

the surface density of rabbit IgG and the fluorescence intensity in this manner, we were able to 

establish the number of rabbit IgG molecules per μm2 of the surface of functionalized coverslips 

for each of the used IgG incubation mixtures, i.e., for each nominal concentration of rabbit IgG 

(Fig 2.2). 

Cell isolation 

The protocol for this study was approved by the Institutional Review Board of the University of 

California, Davis and all donors provided written informed consent.  Human neutrophils were 

isolated from whole blood of healthy donors by immunomagnetic negative selection using the 

EasySep Direct Human Neutrophil Isolation Kit (STEMCELL Technologies, Vancouver, 

Canada).  Isolation began from an initial blood volume of 0.5-1 ml, and was carried out 

according to the protocol described by the manufacturer.  Immediately following isolation, the 
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cells were resuspended at 5-10×106 cells per ml in HBSS without Ca2+ and Mg2+ (Thermo Fisher 

Scientific) to ensure their quiescence prior to stimulation by contact with IgG. 

Contact area analysis 

The cell-substrate contact area was quantified using customized MATLAB software based on 

code graciously provided by Daniel Kovari [45].  In brief, the RICM image was thresholded on 

both intensity and variance to construct an initial binary image by detecting regions where the 

local variance was greater than  σ2min  or the intensity was less than  Imax  (both thresholds could 

be adjusted on an image-by-image basis).  The binary image was then convolved with a Gaussian 

kernel to smooth the outline of the cell footprint.  Holes in the footprint were filled to define the 

total contact area.  In cases where the automatic recognition algorithm performed poorly 

(especially during early spreading), the cell outlines were traced manually. 

 The spreading speed was quantified using sigmoidal fits to contact-area-versus-time graphs 

whenever possible.  When necessary, a linear fit was used over a smaller range of the contact 

area data.  The maximum contact area was determined as the average over the plateau region of 

the curve.  To calculate the roundness of the cell-substrate contact region, we determined the 

largest inscribed and the smallest circumscribed circle of the cell footprint using open-source 

MATLAB functions [47, 48] (Fig 2.7A) and took the ratio the radii of these two circles.   

Analysis of centroid directional persistence 

We restricted our analysis of the directionality of the motion of the geometric centroid of the 

substrate contact region of each cell to the phase of fastest contact-area growth, where the 

spreading speed was greater than 0.4 µm2/s.  To assess for how long the centroid motion 
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typically maintained a preferred direction, we evaluated the directional autocorrelation function 

[49].  First, for each pair of successive video frames (recorded at times  ti  and  ti+1,  

respectively), we determined the angle  θ(ti) between the x-axis and the line of centroid 

displacement using 

 ( ) 1
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i i
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x x

+

+
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Then, after identifying all pairs of angles  θ(ti)  and  θ(tj)  along a given centroid trajectory for 

which the time gap  tj – ti  equaled a given value  Δt,  we calculated the autocorrelation function  

AC(Δt)  defined by 

 ( ) ( ) ( ) ( ) ( )AC cos cosj i i it t t t t t   Δ = θ − θ = θ + Δ − θ    (2.3)

  

where the angular brackets  …  are used to denote the average over all such pairs.  Persistence 

times are typically defined as the time constants of exponentially decaying autocorrelation 

functions; however, because of a limited number of data points in this analysis, the 

autocorrelation functions of the centroids of individual cells often did not lend themselves to 

exponential fits.  Instead, recalling that the persistence time of an exponential decay equals the 

area under the autocorrelation curve, we here defined the directional persistence time by 

 ( ) ( )
16 s

0 s
= AC dpers t tτ Δ Δ  (2.4) 
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Computational modeling 

Details of our computer model, including all equations and parameter values, are presented in 

Chapter 3 of this dissertation. In short, we represent the cell interior as a highly viscous 

Newtonian fluid and assume mechanical equilibrium.  This allows us to solve a perturbed form 

of the Stokes equations at each time step using the finite element method, yielding the flow 

profile inside the cell.  In order to complete this calculation, the relevant stresses are computed 

for a given shape of the cell, comprising (i) adhesion stress, assuming an attractive potential 

acting between the cell membrane and the IgG-coated surface, (ii) protrusion stress, assuming 

this stress acts normal to the cell membrane and decays exponentially along the membrane, and 

(iii) cortical stress, assuming a uniform cortical tension whose magnitude depends on the amount 

of surface area expansion as previously quantified for human neutrophils [9].  All calculations 

are carried out in MATLAB; our code is available at 

https://github.com/emmetfrancis/phagocyticSpreading. 

Statistics 

All tests for significance were conducted using one-way ANOVA followed by Tukey’s post-hoc 

test in Origin software.  Values more than 1.5 interquartile ranges above the upper quartile or 

below the lower quartile were excluded as outliers prior to ANOVA. 
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Results 

Comparison with bead standards provides density of IgG on glass coverslips 

We prepared surfaces displaying the Fc domains of IgG by saturating BSA-coated glass 

coverslips with anti-BSA antibodies (Fig 2.2).  To adjust the surface density of human-reactive 

IgG, we used incubation buffers containing different ratios of polyclonal rabbit IgG and 

monoclonal mouse IgG-1.  The total concentration of IgG was the same in all buffers.  Because 

mouse IgG-1 is hardly recognized by human Fcγ receptors [50-52], it served to dilute the amount 

of human-reactive (rabbit) IgG decorating the coverslips.  This approach appeared to produce 

consistently functionalized substrates for cell-spreading experiments.  However, because the 

rabbit and mouse antibodies may have different affinities for BSA, the ratio of the two types of 

IgG deposited on the surface is not necessarily the same as in the incubation buffer.   

 To quantify the actual amount of deposited rabbit IgG, we labeled IgG-coated coverslips with 

fluorescent secondary antibody against rabbit IgG (Fig 2.2A) and compared the measured 

fluorescence intensity to a suitable standard.  This standard consisted of batches of microspheres 

pre-functionalized with known numbers of antibody-binding sites (QSC Kit; Bangs Laboratories, 

Fishers, IN) that we saturated with the same secondary antibody as used to label the coverslips 

(Fig 2.2B).  We analyzed Z-stacks of confocal images of these beads to determine the intensity of 

the fluorescent layer at the underside of each bead local to the center of the bead image 

(Materials and Methods; Fig 2.1).  This analysis provided a calibration curve relating the 

fluorescence intensity of an essentially flat layer of secondary antibody to the known surface 

density of rabbit IgG (Fig 2.2B).  The calibration curve then allowed us to convert measurements 

of the mean fluorescence intensity of confocal images of labeled coverslips (Fig 2.2A) to the 

density of rabbit IgG deposited on these coverslips.  We note that the fluorescence intensity of 
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the most densely coated coverslips lay outside the intensity range of the bead standards; in this 

case, our analysis involved an extrapolation of the calibration curve.   

 

Fig 2.2.  Preparation of substrates with controlled rabbit-IgG surface density.  (A)  BSA-coated glass coverslips 
that had been incubated with various ratios of rabbit and mouse anti-BSA antibodies were labeled with green-
fluorescent secondary antibodies and then imaged on a confocal microscope.  (B)  Standard beads with known numbers 
of antibody-binding sites were saturated with the same fluorescent secondary antibody as used in (A).  (C)  The 
fluorescence intensity at the underside of the coated beads was measured with the same confocal-microscope settings 
as used in (A).  (For a more detailed explanation see Fig 2.1.)  The results, along with a straight-line fit (red line), are 
presented as a function of the known density of antibody-binding sites in a log-log plot.  Error bars denote the 
geometric standard deviation.  Examples of confocal bead images are included.  (D)  The calibration curve of (C) was 
used to convert the measured fluorescence intensities of labeled coverslips into the rabbit-IgG density.  The geometric 
mean values (with error bars denoting geometric standard deviation) of the IgG density are plotted as a function of the 
concentration of rabbit IgG used in the incubation buffer.  The result of a linear fit (dashed line) to the portion of the 
data obtained at IgG concentrations of 1% or higher is included. 

 

 These measurements confirmed that our method to functionalize coverslips resulted in a 

reproducible, broad spectrum of controlled rabbit-IgG densities.  They also revealed that the 

relationship between the rabbit-IgG concentration in the incubation buffer—denoted as the 

“nominal” rabbit IgG concentration throughout this paper—and the actual surface density of 

rabbit IgG on coverslips was nonlinear (Fig 2.2C), indicating that the rabbit and mouse IgGs 

indeed had different affinities for BSA.  Fitting a mathematical model of competitive binding to 
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these data allowed us to estimate that the effective affinity of the used polyclonal rabbit antibody 

was about 0.4 times that of the monoclonal mouse IgG.   The measured surface densities of rabbit 

IgG ranged from below our detection limit (at 0.1% nominal rabbit-IgG concentration where the 

surface density was indistinguishable from our negative control) to a maximum density of 

~25,000 rabbit-IgG molecules per μm2 (at 100% nominal rabbit-IgG concentration).  Assuming a 

uniform distribution of bound IgG molecules, the maximum surface density corresponded to an 

area of roughly 40 nm2 occupied by each rabbit IgG, consistent with a dense, essentially 

contiguous layer of IgG coating the coverslips. 

Cells are more likely to spread on higher densities of IgG 

We used an IgG-coated coverslip as the bottom of our assembled experiment chamber (Fig 

2.3A,B).  A plastic insert with funnel-shaped vertical thru holes served as the chamber’s top (Fig 

2.3A).  The chamber was filled with Hanks’ balanced salt solution supplemented with 2% human 

serum albumin and placed on an inverted research microscope set up for epi-illumination.  This 

design allowed us to introduce small volumes of a suspension of isolated human neutrophils at 

non-overlapping locations through the chamber ceiling.  Each deposited cell population 

dispersed to some extent by diffusion while sinking to the chamber bottom.  The cells settled 

onto the functionalized coverslip within ~5 minutes, usually without piling into clusters. 
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Fig 2.3.  Illustration of a frustrated phagocytic spreading experiment.  (A)  Parts and assembly of the experiment 
chamber.  (B)  After settling onto the functionalized coverslip, initially passive, round cells recognize the deposited 
antibodies and spread along the surface.  (C)  Reflection interference contrast microscopy allows us to visualize the 
cell-substrate contact area label-free at high resolution.  The combination of polarizing beamsplitter and quarter-wave 
plate (QWP) ensures that the light components reflected off the coverslip top surface and the cell are the dominant 
contributions to the recorded interference pattern.  (D)  Example snapshots from a series of recorded video images of 
the dark cell-substrate contact area.  Timestamps are included.  The scale bar denotes 10 μm. 

 

 We imaged the cells using reflection interference contrast microscopy (RICM, Fig 2.3C,D).  

The interference patterns produced by RICM markedly enhanced the visibility of contact regions 

between the primary light-reflecting interface—the top surface of the coverslip—and the 

underside of reflective objects resting on this surface.  Regions of direct cell-substrate contact 

generally appeared as clearly outlined, distinctive dark patches.  It is important to bear in mind 

though that light-reflecting structures inside a cell, such as granules, can produce brighter spots 

within the dark contact region that could be misinterpreted as areas where part of the cell has 

detached from the substrate.  Close inspection of the interference patterns revealed that in our 
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experiments, contiguous contact regions did not appear to contain local areas of cell-substrate 

separation.  

 Contact with the substrate caused a fraction of the cells to start spreading either immediately 

or after some lag time.  Despite the mixed response of the cells in a given population—reflecting 

cell-to-cell variation typical for the behavior of primary human immune cells—we found that the 

overall proportion of spreading to non-spreading cells strongly depended on the density of rabbit 

IgG coating the coverslip.  We quantified the cells’ commitment to spreading on a given surface 

in terms of the “spreading probability”, i.e., the ratio between the number of spreading cells and 

the total number of observed cells.  We consistently evaluated this ratio 30 minutes after 

depositing the cells, defining “spreading cells” as those cells whose cell-substrate contact area 

had reached at least 100 µm2 at this time.   

 The measured spreading probabilities ranged from 0.16 on the lowest density of surface-

bound rabbit IgG to about 0.85 on the highest density (Fig 2.4).  The result for the lowest density 

was not significantly different from the spreading probability on substrates presenting pure 

mouse IgG-1 (negative control).  While this result may be attributed in part to spurious 

recognition of mouse IgG-1 by human neutrophils, it also highlights that neutrophil populations 

almost always contain cells that can be activated by non-specific interactions with otherwise 

non-stimulatory target surfaces.  On the other hand, almost all cells spread on substrates coated 

with high-density, 100% rabbit IgG, confirming that antibody-coated targets generally draw a 

vigorous response by human neutrophils.   
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 We limit our remaining analysis to spreading neutrophils.  Thus, when interpreting the 

following results, it is important to bear in mind that they were obtained with selected 

subpopulations of cells, and that the fraction of cells making up each subpopulation depended on 

the cell response to a particular surface density of rabbit IgG. 

The cell-substrate contact region of spreading cells is essentially radially symmetric 

After settling on the bottom coverslip, individual neutrophils typically formed one or two initial 

attachment spots with the IgG-coated substrate.  In cases were more than one spot was visible, 

the growing spots quickly merged into a single, contiguous region of cell-substrate contact.  

Subsequently, the contact region of spreading neutrophils generally had a roughly circular shape 

that expanded in a radially symmetric manner, as expected for phagocytic spreading (Fig 2.5).  It 

typically took neutrophils only about 2 minutes from the start of spreading to form contact 

footprints with diameters as large as 20 μm.   

Fig. 2.4.  Dependence of the spreading 
probability on the surface density of IgG.  (A)  
At low surface densities of rabbit IgG, the 
majority of deposited cells do not spread and 
appear as bright, out-of-focus spots in our RICM 
images (top panel).  In contrast, almost all cells 
spread on surfaces coated with the highest density 
of rabbit IgG (bottom panel).  Scale bars denote 
50 μm.  (B)  The spreading probability depends 
strongly on the nominal concentration of rabbit 
IgG, confirming that the observed cell response is 
IgG-specific.  Spearman’s rank correlation 
coefficient  ρ  is reported with the associated  p-
value for the null hypothesis  ρ = 0. 
 

Fig 2.4.  Dependence of the spreading 
probability on the surface density of IgG.  (A)  
At low surface densities of rabbit IgG, the 
majority of deposited cells do not spread and 
appear as bright, out-of-focus spots in our RICM 
images (top panel).  In contrast, almost all cells 
spread on surfaces coated with the highest density 
of rabbit IgG (bottom panel).  Scale bars denote 
50 μm.  (B)  The spreading probability depends 
strongly on the nominal concentration of rabbit 
IgG, confirming that the observed cell response is 
IgG-specific.  Spearman’s rank correlation 
coefficient  ρ  is reported with the associated  p-
value for the null hypothesis  ρ = 0. 
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Fig 2.5.  Overview of the human neutrophil response to IgG-coated surfaces.  (A)  The first four snapshots of 
each video sequence illustrate the common morphology of the cell footprint observed during the outward-spreading 
phase of almost all cells.  In contrast, three qualitatively distinct types of post-spreading cell behavior were observed, 
as illustrated in the last two snapshots of each video sequence.  Time stamps are included.  Scale bars denote 10 μm.  
(B)  Contours of the cell footprint of the first four images of the respective video sequences of (A) demonstrate the 
roughly symmetric cell morphology during spreading.  Scale bars denote 10 μm.  (C)  The table reports the fractions 
of cells that exhibit one of the three types of post-spreading behavior for each of the tested IgG concentrations.  On 
low densities of IgG, the majority of cells attempted to migrate after reaching a maximum cell-substrate contact area.  
In contrast, on high IgG densities the majority of cells remained in place and exhibited little further shape changes.   

 

 After the contact area reached an apparent plateau, neutrophils exhibited a spectrum of 

different behaviors.  Some remained in place but continued to modify the cell-substrate contact 

region, gradually expanding or contracting it, or altering its shape while leaving its net area 

essentially unchanged.  Other cells appeared to adopt a more migratory phenotype, attempting to 
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crawl away from the original location of spreading.  Common to most post-spreading behaviors 

was the formation of trailing membrane extrusions at retracting cell regions.  These structures 

connected the main cell body to focal cell-substrate adhesion sites from which the moving cell 

often was unable to detach (Fig 2.5).  We have not attempted to analyze this highly variable post-

spreading behavior beyond a coarse empirical classification (Fig 2.5), demonstrating that cells 

spreading on higher densities of IgG were less likely to try to leave their original spot of 

spreading (Fig 2.5C). 

Density of IgG does not affect spreading speed but weakly correlates with extent of spreading  

Our quantitative comparison of neutrophils spreading on different densities of IgG is based on 

the analysis of image sequences recorded at intervals of 2 s.  We semi-automatically traced the 

outline of the cell footprint in each image and stored the resulting polygons of cell peripheries 

(Fig 2.6A).  Our primary quantity of interest was the area circumscribed by these polygons, i.e., 

the cell-substrate contact area.  Plots of the contact area as a function of time revealed a 

comparatively slow, brief initial spreading phase, followed by a roughly linear expansion of the 

contact footprint, and eventually, a gradual approach to a plateau of maximum contact area (Fig 

2.6A-C).   

 We define the speed of spreading as the value of the steepest slope of a given contact-area-

versus-time graph.  We used sigmoidal or linear fits to such curves to determine the spreading 

speeds in suitable experiments.  Remarkably, the average spreading speeds, measured over a 

1000-fold range of nominal IgG concentration, were all close to 3 μm2/s, exhibiting no 

significant differences on different IgG densities (Fig 2.6D).    
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Fig 2.6.  Quantitative analysis of the cell-substrate contact area of spreading cells.  (A)  The contact area is 
determined from a polygonal trace of the circumference of each cell footprint (yellow polygons in the examples 
included at the top; scale bar denotes 10 μm).  A suitable fit to the time-dependent contact area yields the (maximum) 
spreading speed.  The plateau value of the contact-area curves provides the maximum contact area.  (B)  Representative 
examples of contact-area-versus-time curves measured on the lowest (red) and highest (green) IgG densities illustrate 
the variability of the dynamical behavior of the cell footprint.  (C)  Average curves of all suitable area-versus-time 
measurements obtained for each tested rabbit-IgG density expose a largely conserved spreading speed.  On the other 
hand, the maximum contact area appears to reach greater values on high IgG densities.  Error bars denote standard 
errors.  (D)  The summary of all spreading speeds measured over three orders of magnitude of the IgG concentration 
confirms that the spreading speed is independent of the surface density of IgG.  (E)  The summary of maximum contact 
areas reveals a small but significant increase of the contact area at high densities of IgG.  Error bars in (D) and (E) 
denote standard deviation. 

 

 The similarity in neutrophil behavior during the rapid-spreading phase also was evident in 

example curves measured for cells spreading on 0.1% versus 100% rabbit IgG (Fig 2.6B).  On 

the other hand, the collection of graphs exposed an apparent difference between the maximum 

contact areas occupied by cells spreading on these two IgG densities.  Most cells spreading on 

100% IgG reached contact areas in the range of 200-300 μm2, whereas on the substrates coated 
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with the lowest IgG density (0.1%), the maximum contact area tended to lie in the range of 150-

250 μm2.  The statistical analysis of all measurements confirmed that the mean maximum contact 

areas on surfaces coated with 10% or 100% IgG were indeed significantly larger than those on 

0.1% IgG (Fig 2.6E). 

 Recalling that originally spherical cells (with diameter  D0)  must increase their apparent 

surface area when spreading on a substrate, it is instructive to convert the measured area of cell-

substrate contact footprints into estimates of the overall cell-surface area  (A)  required to 

accommodate such deformations.  Our conversion assumes that the cell volume remains constant 

during spreading, and that the cell-substrate contact region is circular, denoting its diameter by  

Dc.  Furthermore, we approximate the shape of the upper, free surface of the spread cell as a 

spherical cap, which is the geometry with the smallest possible surface area for the given volume 

and a circular contact footprint.  For this simplified geometry, one can calculate the ratio 

between the final area  A  and the initial cell-surface area  A0=πD02  using the following 

prescription 
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The diameter of most non-adherent, resting human neutrophils lies in the range of 8.5-9 µm.  

With the choice of  D0 = 8.75 µm,  Eq (2.5) predicts that a typical neutrophil will need to expand 

its surface area to ~210% of its initial area in order to form a contact footprint whose diameter is 

twice as large as the cell’s resting diameter (where  xc = 2  and  Dc = 17.5 µm).   

 The average of the 10 largest cell-substrate contact areas measured in our experiments is 359 

μm2, corresponding to a typical footprint diameter of  Dc = 21.4 µm.  Thus, we estimate that the 
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most-spread neutrophils have expanded their apparent surface area to about 303% of their resting 

area during our frustrated-phagocytosis experiments, in agreement with previous findings [7, 9, 

38, 39].     

Higher IgG density results in more uniform, concentric spreading 

The results of the previous section provide compelling support for the protrusive-zipper 

hypothesis.  A detailed analysis of additional features of the cell behavior is likely to produce 

further insight into the fundamental mechanisms of phagocytic spreading.  We next examined 

how the IgG density affects the roundness and type of motion of the cell footprint during 

spreading.   

 We assessed the roundness of the cell-substrate contact region in terms of the ratio of the 

radii of two circles defined by the outline of this region, i.e., the largest inscribed circle and the 

smallest circumscribed circle (Fig 2.7A).  The value of this roundness measure equals 1 for 

circular contours and is smaller otherwise, with lower values corresponding to less round 

contours.  For each spreading cell, we measured the roundness of individual contours within the 

phase of fastest contact-area growth (where the spreading speed was greater than 0.4 µm2/s), 

then applied a moving average filter with a window size of 8 s and finally determined the 

maximum of these averages.  This approach yielded roundness values in the range of roughly 

0.6-0.9 that exhibited no significant differences between surfaces coated with different densities 

of IgG (Fig 2.7B).  Thus, the cell contours generally were characterized by a moderate roundness 

that was independent of the IgG density, indicating that phagocytic spreading proceeded in a 

more or less uniform fashion on all tested surfaces.   
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Fig 2.7.  Roundness and type of motion of the footprints of spreading cells.  (A)  The roundness of the cell-
substrate contact region was assessed in terms of the ratio between the radii of the largest inscribed (red) and the 
smallest circumscribed (blue) circles, as illustrated with two examples.  (B)  The summary of all roundness 
measurements reveals no significant differences on surfaces coated with different IgG densities.  (C)  Illustration of 
our measurement of the displacement  Δr  of the centroid of the cell footprint during the time interval  Δt.  (D)  The 
summary of all centroid-speed measurements reveals no significant differences on surfaces coated with different IgG 
densities.  (E)  The mean square displacements of the centroid as a function of  Δt  (averaged over all suitable 
measurements obtained for each tested rabbit-IgG density; error bars denote standard errors) allow us to quantify the 
degree of randomness of the centroid motion.  The included solid lines show power-law fits of the form  y°=°axb  to 
the data.  (F)  The summary of all measured directional persistence times reveals that on the highest density of IgG, 
the cell footprint tended to move in roughly the same direction for significantly shorter times than on lower IgG 
densities.  For more details see the text.    
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 The roundness measure does not capture unambiguous information about possible lateral 

displacements of the cell footprint.  To quantify the latter, we analyzed the positions of the 

centroid of the cell-substrate contact region of spreading cells in suitable video images.  We 

defined the centroid displacement  Δr  as the Euclidean distance by which the centroid position 

moved during a given time interval  Δt  (Fig 2.7C).  We used these measurements to estimate the 

instantaneous velocity of the centroid motion in terms of the ratio  Δr/Δt  evaluated for 

successively recorded centroid positions.  For each spreading cell, we then averaged the 

instantaneous values over the active spreading phase.  Most of the resulting average centroid 

speeds were in the range of 0.01-0.06 µm/s and exhibited no significant differences between 

substrates coated with different IgG densities (Fig 2.7D).   

 In addition to evaluating the centroid speed, we also used the measured centroid positions to 

assess the type of motion of the cell footprint.  Now choosing  Δt-values in the range from 4 s to 

60 s, we averaged the squared centroid displacements of a given cell over all pairs of video 

frames whose recording times differed by  Δt.  We then calculated the averages of these mean 

square displacements as a function of  Δt  for the whole population of cells spreading on a given 

substrate (Fig 2.7E).  Power-law fits of the form  y°=°axb  to plots of these mean square 

displacements as a function of  Δt  allow for a rough classification of the type of centroid motion.  

An exponent of  b°=°1  of such a fit implies a random motion with Gaussian-distributed 

individual displacements, as is typical, for example, for diffusion.  If the exponent approaches 2, 

the motion generally is interpreted as more migratory.  The exponent of the power-law fit to the 

measured mean square centroid displacements was 1.57 on the highest density of IgG, whereas 

on the lowest IgG density it was 1.86, suggesting that lateral displacements of cells spreading on 
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the highest IgG density were more random, i.e., the cells were less likely to transiently explore 

the substrate in a preferred direction.   

 The lack of a clear correlation between IgG density and centroid speed (Fig 2.7D) contrasted 

with the observed differences in centroid displacement (Fig 2.7E), suggesting that on some 

substrates, moving cells changed direction more frequently than on others.  We verified this 

assumption by assessing the directional persistence of centroid displacements in terms of the decay 

of the time-dependent autocorrelation function of the tangents of the centroid trajectory [49].  The 

resulting “directional persistence time” (Materials and Methods) exposes for how long a cell 

footprint continues to move in roughly the same direction.  The measured persistence times 

generally were small and exhibited a large spread; however, they were significantly shorter (~4.4 

s on average) on coverslips coated with the highest density of IgG than on lower IgG densities 

(~7.5-8.3 s) (Fig 2.7F).  The averages of the closely related “directional persistence distances” 

(product of centroid speed and persistence time) traversed in a preferred direction were small, 

falling in the overall range of 0.16-0.36 µm, and exhibiting a significant difference between 

substrates coated with nominal IgG concentrations of 100% and 1% (data not shown).  In 

summary, transient lateral polarization and directional movement of the cells, while generally 

unlikely, indeed met with stronger resistance on higher densities of IgG.   

 This analysis confirmed that the observed type of spreading motion was specific to the 

phagocytic ligand IgG.  Overall, cells spreading on IgG tended to expand the contact region in a 

uniform, concentric manner without extending substantial exploratory protrusions in preferred 

directions.  As shown earlier (Fig 2.5), this behavior may change once the area of the cell-

substrate contact region has reached an apparent plateau. 
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Computer simulations reinforce mechanistic insights gained from experiments  

The comparison of experimental results with theoretical predictions is an essential approach to 

test mechanistic hypotheses and decide whether observed correlations are coincidental or 

causative.  In Chapter 3, we have translated different hypotheses about the driving force of 

phagocytic spreading into mathematical models and examined the mechanical ingredients that 

such models require to reproduce the cellular behavior.  This section provides a broadly 

accessible summary of our comparison between the measured dynamics of the growth of the 

cell-substrate contact area and theoretical predictions based on the Brownian zipper and the 

protrusive zipper models, respectively.   

 Details of our mathematical models are provided in Chapter 3.  In short, we consider an 

immune cell as an axisymmetric body with uniform surface tension that is filled with a highly 

viscous, incompressible fluid [53, 54].  The model incorporates adhesive interactions between 

the cell surface and a flat, rigid substrate in terms of a short-range attractive force that acts to pull 

the cell onto the substrate in an irreversible manner.  This basic version of the model captures the 

essential assumptions of the Brownian zipper hypothesis.   

 To introduce active cellular protrusion into this framework, we postulate that fresh contact 

between the substrate and the cell surface results in a transient, outward-pushing force local to 

the leading edge of the cell-substrate contact region.  We do not attempt to model the 

microscopic origin of this protrusive force, which would have to account for receptor-induced 

signaling, spatiotemporal redistribution of messenger molecules, translation of biochemical cues 

into mechanical stresses, etc.  Instead, our semi-empirical approach lumps these highly complex 

processes into the rationale that receptor activation due to fresh cell-substrate contact ultimately 

causes the protrusive force.  We also assume that the magnitude of protrusion decays as a 
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function of the time elapsed after the most recent receptor-ligand binding event.  One objective 

of our theoretical study is to establish what distribution and magnitude of mechanical stresses 

can account for the experimental results, and whether the predicted stresses are physically 

realistic and biologically plausible.  The model version that includes the protrusive force 

represents the protrusive zipper hypothesis.   

 As reasoned earlier, adhesion-driven, passive spreading, which forms the core of the 

Brownian zipper hypothesis, should result in a stronger correlation between the IgG density and 

the spreading speed than active, primarily protrusion-driven spreading.  To verify this common-

sense expectation and place it on sound quantitative grounds, we simulated the dependence of 

the spreading speed on the IgG density using both versions of our mathematical model (Fig 2.8).  

The simulations indeed revealed a dramatic difference in predicted cell-spreading behavior 

between these two models.  For realistically chosen parameter values, the Brownian zipper 

model predicts a strong dependence of the cell spreading speed on the density of IgG binding 

sites, and the spreading speeds on low IgG densities are predicted to be much slower than 

observed experimentally.  In contrast, the spreading speed predicted by the protrusive zipper 

model hardly changes over a 1000-fold range of nominal IgG concentrations and is similar to 

experimental results.  Comparison of the predictions of Fig 2.8D,E with the measurements 

shown in Fig 2.6C,D clearly supports the conclusion that the protrusive zipper hypothesis 

successfully captures the basic mechanisms underlying phagocytic spreading, whereas the 

Brownian zipper hypothesis does not.   
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Fig 2.8.  Summary of pertinent predictions by two different mechanistic models of cell spreading.  (A)  The 
models incorporate attractive interactions between the cell surface and the substrate via short-range adhesion stress 
(left panel).  The protrusive-zipper model postulates that the cell interior generates protrusion stress local to the leading 
edge of the spreading cell in a manner that depends on fresh contact between the cell and substrate (right panel).  (B)  
A snapshot of a computer simulation of a spreading model cell illustrates the motion of the viscous cell interior 
according to the Stokes equations for creeping flow.  (C)  Time series of cross-sectional shapes of spreading model 
cells illustrate morphological differences between the predictions of the two considered models.  (D)  The Brownian-
zipper model predicts that both the cell-spreading speed as well as the maximum contact area exhibit a strong 
dependence on the surface density of IgG coating the substrate.  The final shapes are predicted to be spherical caps in 
this case.  These predictions fail to reproduce experimental observations such as those presented in Fig 5.  (E)  In 
agreement with our experimental results (Fig 5C,D), the spreading speeds predicted by the protrusive-zipper model 
are essentially independent of the IgG density, and the IgG dependence of the maximum contact area is much weaker 
than in (D).   
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  The dependences of the maximum contact area on the IgG density (Fig 2.8D,E) reveal 

another difference between the two model versions.  Recall that our experiments exposed a 

significant increase of the maximum contact area at higher IgG densities (Fig 2.6E).  However, 

this increase is much smaller than the large differences between the plateau values of the graphs 

predicted by the Brownian zipper model (Fig 2.8D).  On the other hand, the predictions of the 

protrusive zipper model again provide a notably better match with our experimental observations 

(Fig 2.8E).    

Discussion and Conclusion 

The rapid execution of complex cellular motions is one of the most amazing feats of immune 

cells, and critical to phagocytosis, cell migration, and other vital processes.  However, precise 

descriptions of such motions and, more importantly, understanding of the underlying 

mechanisms, remain scarce.  The quantitative analysis of frustrated phagocytosis presented in 

this paper is part of a larger research area that focuses on the biomechanics of cells spreading on 

surfaces, comprising both experimental work [55-61] as well as theoretical studies [62-69].  Our 

integrative experimental/theoretical approach expands most previous analyses by quantifying 

how the ligand density affects the cells’ spreading behavior, and to what extent adhesive versus 

protrusive forces contribute to the cell motion.  In conjunction with our theoretical companion 

paper, this approach has allowed us to resolve controversial mechanistic notions about the 

spreading behavior of immune cells. 

 Our experimental strategy has been to expose human neutrophils to target surfaces that 

presented a range spanning three orders of magnitude in density of deposited IgG.  The strong 

dependence of the cells’ spreading probability on the IgG density confirms that the ligation of 
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Fcγ receptors is the original cause of spreading.  It also suggests that a threshold in cell 

stimulation needs to be reached to induce spreading.  The most likely type of stimulating trigger 

appears to be a minimum number of engaged receptors.  Alternatively, the primary stimulus 

could be the spacing between engaged receptors, in which case their total number might play a 

lesser role.  Our current setup does not allow us to distinguish between these two alternatives.  It 

also is important to bear in mind that the threshold level that triggers spreading can vary 

considerably from cell to cell, suggesting that it is affected by other factors such as the degree of 

quiescence of individual neutrophils.   

 The absence of a significant correlation between the IgG surface density and the spreading 

speed of the cells is perhaps the most consequential result of our experiments.  It provides a 

counterexample to the notion that spreading might be driven by strong cell-substrate adhesion, 

thus discrediting the Brownian zipper hypothesis in the case of neutrophils and similar cells.  In 

contrast, the protrusive zipper hypothesis intuitively provides a better explanation of our results.  

The strongest support for the validity of the latter hypothesis comes from the agreement between 

computer simulations based on the protrusive zipper model and our experiments performed on 

different substrates.  Our finding agrees well with reports that during isotropic fibroblast 

spreading, the speed of spreading depended on protrusive stress generated by the actin 

cytoskeleton [57, 66, 67]. 

 It is worth noting that the spreading speed of macrophage-like cells of the J774 murine cell 

line on IgG-coated surfaces also was found to be largely independent of the IgG density [45].  

Thus, our conclusion that cell spreading is primarily driven by an active protrusive force likely 

holds for motile immune cells in general.  It also agrees with a previously reported “all-or-

nothing” signaling response during IgG-mediated phagocytosis by macrophages [70], as well as 
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with other studies in which macrophages readily consumed particles coated with low densities of 

IgG [42, 71].  On the other hand, it conflicts with computer simulations that neglected the role of 

cytoskeleton-driven protrusion and predicted that phagocytosis should proceed most quickly at 

an optimal ligand density [72]. 

 Our finding that the spreading probability, but not the spreading speed, depends on the IgG 

density reveals that beyond the stimulus threshold that causes a cell to commit to spreading, 

further strengthening of the stimulus appears to have little effect on the mechanical cell response.  

In other words, the spreading speed becomes decoupled from the stimulus strength at some point.  

This raises the interesting question at which step in the sequence of processes leading from 

receptor ligation to cell movement the decoupling occurs.  Does receptor-induced signaling reach 

a limiting level beyond which the activation of additional receptors is ignored?  Is there a 

bottleneck built into the redistribution of messenger molecules?  Or are the cell’s resources to 

generate additional protrusive force exhausted?  Answers to questions like these, although 

beyond the scope of this study, are an essential part of a comprehensive understanding of vital 

immune-cell functions. 

 Our analyses of the geometry and type of motion of the contact footprint, as well as the post-

spreading behavior of neutrophils, round out this study, allowing us to paint a detailed picture of 

the events following cell contact with an IgG-coated surface.  After reaching the surface, an 

initially quiescent cell may undergo detectable Brownian motion and/or be dragged along the 

surface by convection until cell-substrate adhesion causes its arrest.  Cell arrest is usually 

faster—often immediate—on surfaces coated with higher densities of IgG, suggesting that it is 

mediated by specific bonds between immobilized Fc domains and Fcγ receptors of the cell.  It is 
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worth bearing in mind though that neutrophils can arrest even on negative control surfaces 

through nonspecific interactions.    

 Ligation of Fcγ receptors ultimately leads to cell activation and spreading.  Many 

intermediate mechanistic details of this response remain uncertain, but our results strongly 

suggest that an active protrusive force generated by the cell local to the periphery of the contact 

footprint is the main driver of spreading.  There is ample qualitative evidence supporting the 

cytoskeleton’s key role in the generation of this force through local actin polymerization and 

cross-linking, both generally [73-75] as well as in the specific context of phagocytosis [5, 14, 46, 

76].  For example, F-actin accumulation at the front of the phagocytic cup has been shown to be 

correlated with force production during macrophage phagocytosis [77].  Novel techniques to 

measure phagocytic forces with high resolution hold great promise for illuminating the detailed 

mechanisms linking actin remodeling to force generation [78, 79].  It seems plausible to ascribe 

the local character of this cytoskeletal remodeling to localized signaling triggered by fresh cell-

substrate contact. 

 Although cell-substrate adhesion is not the primary cause of spreading, it still plays a critical 

role by securing and stabilizing fresh contact regions, thus aiding further cell motion parallel to 

the surface.  A subtle detail in the cell’s control of its motion is the coordination of structural 

linkages between the actin cytoskeleton and the plasma membrane.  Weakening of such linkages 

at the protruding front is likely to facilitate local forward displacements of the cell surface.  A 

molecular example of such behavior is the calcium-dependent disruption of FERM-mediated 

linkages by calpain [30, 80, 81].  In contrast, in regions of established cell-substrate contact, 

strengthening of membrane-cytoskeleton linkages prevents the main cell body from being lifted 

away from the surface, while also providing bracing support to the protrusive motion along the 
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surface [11, 14, 19, 82].  Several molecular players that either link integrins to the cytoskeleton 

(e.g., talin, paxillin) or directly link the membrane to the cytoskeleton (e.g., myosin I, ezrin) have 

recently been shown to colocalize with the neutrophil or macrophage phagocytic cup and 

facilitate directional force generation [14, 19, 46, 83]. 

 Once the cell commits to spreading, it generally expands its contact footprint in an isotropic, 

essentially concentric fashion, resulting in a more or less round contact region throughout the 

spreading phase.  This behavior is fundamentally different from migratory cell motions like 

chemotaxis, which require sustained cell polarization not only in terms of morphology and 

mechanics, but also intracellular signaling.  It seems logical to attribute this difference to the 

nature of the stimulus, which is uniform in one case and localized in the other.  However, 

especially our substrates coated with low densities of IgG are unlikely to present perfectly 

uniform IgG layers.  Yet even on these substrates, the cell roundness was unaffected by the IgG 

density, providing further support to the “all-or-nothing” notion of phagocytic spreading.  This 

result also makes sense biologically, considering that a phagocyte should be able to engulf 

pathogens that are not uniformly coated with antibodies.  Finally, our conclusion that phagocytic 

spreading tends to proceed in a symmetric fashion is particularly impactful for theoretical 

investigations, as it reinforces the validity of predictions made by mathematical models of 

phagocytosis that assume an axisymmetric cell-target configuration.   

 That said, we did observe larger centroid displacements and a significantly higher directional 

persistence of cells spreading on lower densities of IgG, in agreement with observations of 

neutrophils spreading on different densities of fibronectin or BSA [84] as well as other cell types, 

for instance, endothelial cells that spread more unevenly on lower densities of Arg-Gly-Asp 
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(RGD) [58].  This behavior appears to resemble haptokinesis, albeit on a very small scale 

considering that the overall cell displacements rarely exceeded 1 μm. 

 Our picture of phagocytic spreading would be incomplete without considering its limits.  

What determines the maximum extent of spreading?  Key to answering this question is the 

mechanical resistance to expansion of the apparent cell surface area, i.e., the cortical tension.  

This ever-present tension maintains the spherical shape of quiescent immune cells, and it rises as 

the cell surface area increases during shape changes [9, 38, 85, 86].  Geometrical arguments 

similar to those leading to Eq (2.5) show that the apparent cell surface area grows monotonically 

as the cell-substrate contact region increases.  Thus, the protrusive force generated by the 

cytoskeleton meets with increasing mechanical resistance during cell spreading.  The magnitude 

of the outward pushing force is not unlimited, and neither is the amount of material that can be 

recruited to the cell surface to enable its further growth.  Either one of these closely related 

constraints will stall spreading.  Remarkably, our estimate of the maximum apparent cell surface 

area produced during frustrated phagocytic spreading agrees well with values measured 

previously in various types of experiments [7, 9, 38, 39].  

 Even before the cell-substrate contact region reaches its maximum extent, the rising 

resistance due to the cortical tension slows spreading.  A higher substrate density of adhesive 

IgG ligands is expected to aid further spreading at this stage, because the distance over which the 

protruding cell membrane needs to be displaced before reaching the next adhesion site is smaller.  

The observed dependence of the maximum extent of spreading on the IgG density (Fig 5E) 

confirms that this is indeed the case.  Yet, this dependence is much less pronounced than 

predicted by the Brownian zipper model.  This finding underlines the role of adhesion as an 

important facilitator of spreading, regulating the cell’s commitment to spreading, the maximum 
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contact area, and the directional movement of the contact region.  However, the results of this 

and other studies leave little doubt that active cellular protrusion rather than adhesion is the 

primary driving force of phagocytic spreading.   
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Chapter 3: Integrative experimental/computational approach establishes active cellular 

protrusion as the primary driving force of phagocytic spreading by immune cells 

Reproduced with permission from E.A. Francis and V. Heinrich.  

Manuscript currently in revision as of July 2022. Preprint available on BioRxiv [87]. 

Abstract 

The dynamic interplay between cell adhesion and protrusion is a critical determinant of many 

forms of cell motility. When modeling cell spreading on adhesive surfaces, traditional 

mathematical treatments often consider passive cell adhesion as the primary, if not exclusive, 

mechanistic driving force of this cellular motion. To better assess the contribution of active 

cytoskeletal protrusion to immune-cell spreading during phagocytosis, we here develop a 

computational framework that allows us to optionally investigate both purely adhesive spreading 

(“Brownian zipper hypothesis”) as well as protrusion-dominated spreading (“protrusive zipper 

hypothesis”). We model the cell as an axisymmetric body of highly viscous fluid surrounded by 

a cortex with uniform surface tension and incorporate as potential driving forces of cell 

spreading an attractive stress due to receptor-ligand binding and an outward normal stress 

representing cytoskeletal protrusion, both acting on the cell boundary. We leverage various 

model predictions against the results of a directly related experimental companion study of 

human neutrophil phagocytic spreading on substrates coated with different densities of 

antibodies. We find that the concept of adhesion-driven spreading is incompatible with 

experimental results such as the independence of the cell-spreading speed on the density of 

immobilized antibodies. In contrast, the protrusive zipper model agrees well with experimental 

findings and, when adapted to simulate cell spreading on discrete adhesion sites, it also 

reproduces the observed positive correlation between antibody density and maximum cell-
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substrate contact area. Together, our integrative experimental/computational approach shows that 

phagocytic spreading is driven by cellular protrusion, and that the extent of spreading is limited 

by the density of adhesion sites. 

 

Introduction 

The ability of cells to spread on surfaces is critical to many biological processes, including 

cell migration, wound healing, and tissue formation. Immune cells are especially adept at rapid 

spreading; for instance, neutrophils commonly travel up to an order of magnitude faster in 

motility assays than fibroblasts or endothelial cells [84, 88-91]. Vital immune cell functions, 

such as firm arrest at the endothelium and phagocytosis of pathogens, rely on this ability. A 

deeper understanding of the physical mechanisms driving cell spreading is essential for informed 

pharmaceutical strategies and new therapies targeting immune cells, such as current efforts to 

enhance phagocytosis for more effective clearance of cancer cells [92, 93].  

Many experimental and theoretical studies have sought to unravel the physical principles of 

cell spreading by analyzing the initial growth of cell contact regions on a flat, adhesive substrate 

[56, 58, 63, 67]. However, it often remains unclear whether any given type of cell spreading is 

primarily driven by passive forces due to adhesion or by active protrusive and/or contractile 

forces generated by the cell. In the simplest model, cell spreading is treated as a purely passive 

process, similar to a viscous droplet spreading on an adhesive substrate [62, 63, 94]. Alternative 

models assume that cytoskeleton-driven protrusion determines the rate of cell spreading, 

neglecting the effective attractive pre-contact force due to ligand-receptor interactions [66, 67, 

95].  
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Here, we aim to illuminate fundamental cell-spreading mechanisms by focusing on the 

mechanistic driving force of phagocytic spreading. In conventional phagocytosis, an immune cell 

first adheres to the surface of a target particle such as a bacterium, often by binding to opsonic 

ligands such as immunoglobulin G (IgG) antibodies. The cell then spreads over the target surface 

until its membrane closes around the particle. On the other hand, when presented with an 

excessively large target, the cell is unable to fully engulf the particle and continues to spread 

until its target-contact area reaches a maximum [8, 45]. Such cases, including phagocytic 

spreading on flat substrates, are termed frustrated phagocytosis. The relatively simple geometry 

of a cell undergoing frustrated phagocytic spreading on a flat surface is particularly amenable to 

theoretical analysis, especially when the cell spreads in an axisymmetric manner. Moreover, it is 

reasonable to assume that insights generated by integrative experimental/theoretical analyses of 

cell spreading in this geometry also carry over to other target shapes. Although several recent 

experimental [41, 96, 97] and theoretical [98] studies have reported variations in the cell 

response to different target shapes, it seems doubtful that the fundamental mechanisms 

governing this response depend on the target curvature, except perhaps in extreme cases. The 

hitherto most successful integrative experimental/computational study of phagocytosis has 

shown that the same mechanical cell response can account for the observed differences in 

phagocytosis dynamics during encounters with beads in the size range of 3-11μm [10]. 

Reflecting the above-mentioned contrasting mechanistic notions about the driving force of 

generic cell spreading, two hypotheses have been put forward to explain phagocytic spreading, 

i.e., the “Brownian zipper” and “protrusive zipper” models [13]. Both models concur that fresh 

contact between the cell membrane and target surface results in a zipper-like adhesive 

attachment that is essentially irreversible, in agreement with experimental observations [32, 45, 
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99]. However, regarding the driving force of cellular advancement, the Brownian zipper model 

postulates that strong adhesion alone is responsible for pulling the cell membrane onto the target 

surface. In contrast, the protrusive zipper model assumes that an active protrusive force 

generated by the cytoskeleton is the predominant driver of outward motion of the cell surface, 

without excluding a possible contribution of adhesive cell-substrate interactions. It is important 

to bear in mind that our definition of these two models in terms of the driving force of spreading 

is not the same as the distinction between “passive” and “active zippers” used elsewhere [100]. 

In contrast, neither of the zipper models defined in [100] included active protrusion but instead 

implemented an effective adhesion stress as the sole driving force of spreading. Therefore, both 

zipper models defined in [100] fall into the category of a Brownian zipper as defined here. 

We seek to establish which of these hypotheses is more realistic by developing mathematical 

models of the mechanics of isotropic cell spreading and comparing our theoretical predictions 

with experimental observations of human neutrophils spreading on flat, IgG-coated surfaces. As 

reported in detail in Chapter 2, our experimental design allowed us to examine the spreading 

behavior of neutrophils on surfaces coated with different densities of IgG. Because higher IgG 

densities correspond to stronger adhesive forces, we reasoned that the Brownian zipper model 

should predict a much stronger correlation between IgG density and rate of contact-area growth 

(“spreading speed”) than the protrusive zipper model. Here, we use computer simulations of 

phagocytic spreading to verify this common-sense expectation and further investigate 

mechanisms governing immune-cell spreading. First, we present the predictions of a Brownian 

zipper model that realistically implements known insights about the mechanical behavior of 

human neutrophils. Then, we investigate the protrusive zipper model, including the contribution 

of adhesive pre-contact interactions to the driving force of spreading. Finally, we also present a 
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version of the Brownian zipper model that implements the discrete nature of receptor-ligand 

interactions more realistically than the continuum models introduced earlier. Together, our 

integrative experimental/theoretical approach establishes that the Brownian zipper model is 

inconsistent with experimental results, whereas the spreading dynamics predicted by the 

protrusive zipper model agree well with our experiments.  

 

Results 

Model implementation of key biophysical mechanisms of cell spreading 

We consider a simple model cell that captures the basic geometrical and mechanical properties of 

human neutrophils, the most abundant type of white blood cell and one of the prototypes of 

professional phagocytes. This model cell consists of an axisymmetric, highly viscous fluid body 

of constant volume that is surrounded by an elastic cortex with uniform tension (Fig 3.1). 

Termed the “cortical shell, liquid core model”, this theoretical concept has successfully 

reproduced the passive response of human neutrophils to imposed deformations [53, 54]. In the 

undeformed reference state, the persistent tension of the cortex maintains a spherical cell shape 

with a typical diameter of 8.5 μm. The nucleus of neutrophils is segmented into two to five lobes 

[101, 102] and appears to play only a minor role during deformations, lending support to the 

approximation of the cell interior as a homogeneous fluid. The effective viscosity (μ) of the 

cytoplasm has been found to be about 200,000 times the viscosity of water at room temperature 

in passive neutrophils [53, 54], and another ~3-times higher in active neutrophils [103]. It is well 

known to increase during phagocytosis [10, 11, 104].  We use a viscosity value of  μ = 200 Pa-s 

in our passive Brownian zipper model and a value of  μ = 1660 Pa-s in our active protrusive 



48 
 

zipper model. The original assumption of a constant cortical tension [54] was later found to be 

approximately true only for small deformations [105]. The revised relationship between tension 

(τ) and cell surface area (Acell) was shown to be roughly biphasic [9]. Assuming an isotropic and 

uniform tension, our simulations incorporate a smoothed version of the following biphasic 

constitutive relationship, in overall agreement with a number of quantitative experimental studies 

[9, 10, 86] (plotted in Appendix C):  
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where  Acell,0  is the surface area of the resting neutrophil before spreading. We also tested 

alternative versions of this constitutive relationship in Appendix C and found that they do not 

qualitatively alter the results of our simulations. 

Movements of the viscous cytoplasm generally do not exceed velocities of 1 μm/s during 

phagocytic cell spreading and are characterized by low Reynolds numbers. Such movements are 

well described by the Stokes equations for creeping flow: 

 2 pμ∇ = ∇v  (3.2) 

along with the continuity equation for incompressible fluids: 

 0∇ ⋅ =v  (3.3) 

Here,  v  denotes the fluid velocity vector, and  p  is fluid pressure. Together, these equations 

govern the flow behavior of our model cell. 
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Fig 3.1. Illustration of our computational model of isotropic cell spreading.  
(A) 3D rendering shows the geometry and defines coordinates for an axisymmetric spreading cell on a flat surface. 
The enlarged inset (right) illustrates the stress balance at the free cell boundary. (B) Pre-contact adhesion stress 
effectively pulls the membrane onto the flat surface. The enlarged insets conceptually depict how the adhesion stress 
is computed for different ligand densities  ρl. (C) Cortical tension and membrane curvature give rise to an effective 
inward normal stress. (D) The protrusion stress acts normal to the cell membrane and is concentrated at the region of 
the membrane closest to the substrate. (E) The cross-sectional snapshot of a simulation illustrates the mesh 
composed of quadrilateral elements used in the calculations, with tighter element packing closer to the flat surface. 
The computational domain only includes half of this mesh due to axial symmetry. Boundary regions are labeled  Γ, 
and the vertical dashed line is the symmetry axis (r = 0) (F) This snapshot of a simulation illustrates the fluid 
velocity (vector field) and relative pressure (heat map) computed for a given cell shape with known boundary 
stresses.  
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 Interactions between the cell surface and the substrate can facilitate cell spreading directly 

via adhesion, and indirectly through receptor-induced signaling that leads to protrusion. 

Including the respective stresses, the moving boundary condition governing the free (i.e., 

nonadherent) part of the cell surface (Гfree) balances up to four types of stress vectors: fluid stress 

(σfluid), adhesion stress (σadh), protrusion stress (σprot), and cortical stress (σcortex) (Fig 3.1A): 

      on fluid adh cortex prot free+ + + = Γσ σ σ σ 0  (3.4) 

The fluid stress vector  σfluid  encompasses the pressure difference across the cell surface as 

well as the stress exerted on the surface by the moving cytoplasm. It is determined by the 

constitutive relation for a Newtonian fluid: 

 ( ), , ( ) ( )T
fluid fluid out fluid in outp p μ= − = − − ∇ + ∇ ⋅σ σ σ n v v n  (3.5) 

where  n  is the unit surface normal, and the dot in the last term on the right-hand side denotes 

the inner product between a tensor and a vector. The extracellular medium has a much lower 

viscosity than the intracellular fluid; therefore, Eq (3.5) neglects the medium’s viscous 

contribution and only accounts for its hydrostatic pressure denoted  pout.  

Our implementation of the adhesion stress is based on the assumption that adhesion can 

effectively be represented by a short-range attractive potential between the cell surface and the 

ligand-coated substrate. We compute the effective adhesion stress at a given point on the cell 

surface by summing over all pairwise interactions with substrate molecules that lie outside the 

cell-substrate contact region at the time (Fig 3.1B). For a continuum of ligand molecules, the 

resulting expression takes the form (derived in Appendix A) 
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where  ρl  is the ligand surface density and  σ0  is a scaling factor representing the strength of 

interaction per unit area of the cell surface. The unit vector  funit  specifies the direction of a given 

interaction,  D  denotes the distance between the interacting points, and  D0  is a constant setting 

the overall range of the adhesion potential (set to 50 nm in our simulations; Table 3.1). 

The origin of the cortical stress is the cortical tension, which resists expansion of the cell 

surface area and acts along the curved surface of the cell (Fig 3.1D). The resulting stress acts 

normal to the surface and is given by the product of the tension  τ  (Eq (3.1)) and the mean 

curvature of the cell surface, as dictated by Laplace’s law: 

 sin
cortex s r

φ φτ ∂ = − + ∂ 
σ n  (3.7) 

Here, the term in parentheses is the mean curvature of the axisymmetric cell surface expressed in 

the coordinates defined in Fig 3.1A. 
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Table 3.1. Summary of modeling parameters, with supporting references. 

Parameter Description Value Notes 
τ0 Resting cortical 

tension 
0.01 mN/m Matches experimental value used 

by Herant et al. [11] 
τmax Maximum cortical 

tension 
~1 mN/m (see 
constitutive 
relation)

In a reasonable range for high 
tensions measured during 
neutrophil phagocytosis [38, 106]

μ Effective cytoplasmic 
viscosity 

200 Pa-s (passive) 
1,660 Pa-s (active) 

Matches experimentally measured 
values [53, 107] 

κb Effective membrane 
bending modulus 

1×10-18 J Matches experimentally measured 
values [108], much higher than 
values for RBCs or vesicles due to 
the neutrophil cortex 

R0 Initial cell radius 4.25 μm Radius of a human neutrophil 

σ0 Adhesion stress 
constant 

370 Pa Together with the ligand density, 
this determines adhesion strength  

ρIgG,max Ligand density 
corresponding to 
100% for Brownian 
Zipper model 

10,000  
IgG/µm2 

This density corresponds to about 600 μJ/m , which exceeds values 
derived from other cases of cell 
spreading [63] 

D0 Zero adhesion force 
distance 

50 nm Relatively large distance required 
for mesoscopic model, as standard 
in other continuum models [62, 
109]

σprot,max Max. protrusion 
stress 

3,500 Pa Actin filaments growing in parallel 
can achieve forces above 1 nN per 
µm2 (> 1 kPa) [75, 110]

s0 Protrusive force 
range 

0.8 μm Controls how the protrusion stress 
decays along the membrane (Eq 8) 

t0 Characteristic time 
for decay of 
protrusion stress 

66 s Used for discrete adhesion model 
(Eq 13) 

kBT Energy scale factor 4.11 ×10-21 J Boltzmann constant (kB) times room 
temperature (298 K), sets scale for 
membrane fluctuations (Eq 12) and 
ligand-receptor binding energy. 

ρFcγR FcγR density in the 
neutrophil membrane 

1,470 μm-2 Receptor density used in discrete 
ligand + discrete receptor 
simulations shown in Fig 8B, 
explained in Appendix F

Deff Effective FcγR 
diffusion coefficient

1×10-4 μm2/s Chosen value explained in 
Appendix F 
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The protrusion stress comprises outward forces exerted on the cell surface by the actively 

remodeling cytoskeleton. Purposeful reorganization of intracellular structures requires tight 

coordination by biochemical signaling cues, which in turn are induced by receptor-ligand 

binding. Rather than attempting to implement these highly complex mechano-chemical 

mechanisms, we capture their localized character in a semiempirical manner. Our model 

postulates that the protrusive stress is greatest at the perimeter of the cell-substrate contact region 

and decays as a function of the distance from this leading edge measured along the arc length (s, 

Fig 3.1A) of the contour of the unbound cell surface. We assume that this stress acts normal to 

the cell boundary, and that its decay along the free cell surface is exponential (Fig 3.1C): 

 0

contacts s
s

prot proteσ
−−

=σ n  (3.8) 

In this equation,  scontact  is the arc length value at which the cell-surface contour makes contact 

with the substrate, and  s0  is the characteristic length that sets the spatial range of the protrusion 

stress.  

Bearing in mind that cytoskeletal remodeling also is responsible for the behavior of the 

cortical tension, and that the tension varies during cell spreading (Eq (3.1)), it is reasonable to 

assume that the overall strength of the protrusion stress (σprot) varies in a similar fashion. In 

addition to the spatial distribution of the cortical stress governed by Eq (3.8), we therefore also 

postulate a deformation-dependent strength of the protrusive stress. Our choice of this 

dependence, and its motivation, will be explained in a later section.  

Finally, for the part of the cell surface that is in contact with the substrate, we enforce a no-

slip boundary condition, requiring that 

      on adherent= Γv 0  (3.9) 
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Each simulation begins with a model cell that rests on the surface and has formed a very 

small initial contact footprint (area < 0.1 μm2). The shape of the upper, free part of the cell at this 

time is a spherical cap. We determine the fluid velocities and pressure distribution at each time 

step by solving a perturbed form of the Stokes equations using the finite element method (FEM; 

Fig 3.1E,F) as described previously [111]. We then use the computed velocities to evolve the cell 

shape over a small time step. Details of our model implementation and solution method are given 

in Methods and Appendix D. 

This generic modeling framework of cell spreading can easily be adopted to represent 

different mechanistic notions by adjusting the relative contributions of the adhesion and 

protrusion stresses. Disregarding the protrusion stress altogether results in a mathematical 

representation of the Brownian zipper model described in the Introduction. On the other hand, 

the protrusive zipper model generally includes both the protrusion stress as well as the adhesion 

stress. A purely protrusion-driven mode of spreading also can be tested by setting the pre-contact 

adhesion stress to zero, although one needs to bear in mind that irreversible adhesion still 

maintains the cell-substrate contact region in this case. In all model versions, the adhesion stress 

can be varied over several orders of magnitude to predict how the spreading behavior depends on 

the density of ligand displayed on the substrate. 

Quantitative experimental results for the validation of model versions 

The computational framework presented in the previous section can be adopted to simulate 

interactions by various cell types with targets of different axisymmetric geometries. Our present 

focus on human neutrophils spreading on flat substrates is motivated by a wealth of experimental 

results obtained for this particular scenario and presented in Chapter 2. In brief, we exposed cells 
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to glass coverslips coated with IgG antibodies at densities (ρIgG) spanning ~3 orders of 

magnitude. The analysis of these highly controlled experiments included measurements of the 

cell-substrate contact area of spreading cells over time (Fig 3.2). Regardless of IgG density, we 

found that the area-versus-time curves typically were sigmoidal in shape (Fig 3.2B,C). Defining 

a cell’s “spreading speed” as the fastest rate of contact-area growth (i.e., the slope of a sigmoidal 

fit to the area-versus-time curve at the inflection point), we found that all spreading cells 

increased their substrate-contact area at speeds of around 3 μm2/s irrespective of the density of 

deposited IgG (Fig 3.2D). The measured values of the maximum contact area of spreading cells, 

on the other hand, exhibited a moderate but significant increase at higher IgG densities (Fig 

3.2E). These experimental results provide useful quantitative benchmarks for comparison with 

computer simulations and will be used in the following sections to evaluate the validity of 

different mechanistic notions about cell spreading. 

An additional measure of interest can be inferred from the actual surface densities of IgG 

used in the experiments. The most densely coated coverslips presented about 25,000 IgG 

molecules per μm2 and induced ~85% of deposited cells to spread. Remarkably, even at a low 

IgG surface density of ~44 molecules per μm2, about 30% of the deposited cells still spread in an 

IgG-dependent manner. Fcγ receptors bind IgG with an average equilibrium constant of about 

10-6 M [112], corresponding to a binding energy per bond of ( )6ln 10 14bind B BE k T k T−= − ≈ . 

Assuming that all IgG molecules in the cell-substrate contact region have formed bonds with the 

cell’s Fcγ receptors, conservative (upper-limit) estimates of the adhesion energy density of cell-

substrate interactions on substrates coated with the high and low numbers of IgG yield 1,500 

μJ/m2 and 2.6 μJ/m2, respectively.  
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Fig 3.2. Summary of experimental results.  
(A) The contact region of a spreading neutrophil was imaged using reflection interference contrast microscopy 
(RICM). Contact regions in this example are outlined in yellow. The scale bar in the first image denotes 10 μm. (B) 
Contact area is plotted as a function of time for the spreading cell shown in (A). The spreading speed is defined as 
the maximum slope extracted from a sigmoidal fit, and the maximum contact area is given by averaging the contact 
area at the plateau. (C) Mean contact area is computed at discrete time values for aligned curves of cells spreading 
on different densities of IgG. Mean quantified IgG densities are reported in the figure legend as IgG molecules per 
μm2. Error bars represent standard error of the mean. (D) Average spreading speed was quantified for the different 
IgG densities. There is no significant difference between mean slope values. (E) Maximum contact area increases 
slightly as a function of IgG density. Statistically significant differences in maximum contact area values were 
verified using ANOVA followed by a Tukey post hoc test. Error bars in both (D) and (E) indicate standard 
deviation. The IgG density was quantified for each condition as described in Chapter 2. 

 

Purely adhesion-driven spreading: predictions by the Brownian zipper model 

We first tested the simplest version of our framework, the Brownian zipper model, by simulating 

purely adhesion-driven spreading in the absence of any protrusion stress (Fig 3.3, S1 Movie). In 
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this scenario, the model cell is passive and is pulled onto the substrate by short-range attraction. 

This case is conceptually equivalent to a viscous droplet spreading on an adhesive substrate. 

 

Fig 3.3. Predictions of the Brownian zipper model.  
(A) A model cell spreading on the highest tested ligand density (100%) quickly approaches a spherical cap 
morphology. Time stamps are included for each snapshot. (B) Curves of contact area vs. time show that the 
spreading rate decreases monotonically. The contact area ultimately approaches steady-state values predicted by the 
Young-Dupre equation (dashed lines). Predicted equilibrium shapes are included on the right. (C) Log-log plot of 
contact area vs. time is nearly linear over the initial spreading phase. The slope of this line corresponds to the 
exponent of a power law describing contact area growth as a function of time. The dashed line shows a slope of 0.5 
for reference. 
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Varying the ligand density  ρl  over two orders of magnitude, we found that the model cells 

generally spread fastest immediately after first contacting the substrate. Afterwards, the growth 

rate of the cell-substrate contact area decreased monotonically until the contact area reached a 

steady-state plateau marking equilibrium (Fig 3.3B). As expected, the equilibrium shapes were 

spherical caps. Log-log plots of the contact-area-versus-time predictions during the initial, fast 

spreading phase were approximately linear, with slopes close to 0.5 (Fig 3.3C). Hence, the 

contact-area growth initially obeys a power law, in agreement with various laws proposed to 

describe droplet wetting dynamics [113] or passive cell spreading [62, 63]. In fact, the exponent 

of 0.5 is an excellent match to results of a previous study that modeled cells as highly viscous 

droplets [62]. In Appendix B, we show how this exponent naturally arises during early spreading 

of a passive model cell driven by adhesion stresses concentrated at the contact perimeter. 

Although the predictions of the Brownian zipper model agree well with the typical 

theoretical behavior expected for this kind of passive model cell, they clearly differ from the 

results of our phagocytic spreading experiments (Fig 3.2) in several important ways. First, the 

simulated contact-area-versus-time curves lack the characteristic sigmoidal shapes observed in 

experiments. Second, the predicted spreading curves exhibit a very strong dependence on the 

density of encountered ligands, in stark contrast to the observed spreading behavior. This 

dependence is evident in both the predicted spreading speeds, which increase dramatically with 

ligand density, as well as the predicted maximum contact areas, which increase several-fold as a 

function of the tested adhesive strengths.  

Finally, the equilibrium shapes obtained for the adhesion energy densities used in the 

simulations are inconsistent with the cell deformations observed on the experimentally tested 
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IgG densities. At equilibrium, the adhesion energy density (γ) of the Brownian zipper model cell 

is related to the cortical tension  τ  and the contact angle  θc  via the Young-Dupre equation: 

 (1 cos )cγ τ θ= −  (3.10) 

For a given value of the maximum cell-substrate contact area  Ac, the equilibrium shape of the 

model cell—a spherical cap—is uniquely defined by  Ac  and the known, constant cell volume. 

Thus, basic geometry allows us to calculate the contact angle  θc  as well as the total cell surface 

area  Acell. Inserting the value of the latter into Eq (3.1) provides the cortical tension at 

equilibrium, which then can be used in Eq (3.10) to obtain the adhesion energy density as a 

function of  Ac  (Fig 3.4). As expected, the relationship between maximum contact area and 

adhesion strength predicted by our numerical simulations agrees well with the Young-Dupre 

equation (Appendix A). The quantitative comparison of this theoretical prediction to actual 

adhesion energy densities—estimated from the densities of deposited IgG molecules as 

explained earlier—exposes entirely different behaviors between the model and experiments, 

however (Fig 3.4). Especially in experiments performed at lower IgG densities, the 

conservatively estimated adhesion energy densities were much lower than what would be 

required to form the measured maximum contact areas solely by adhesion. In summary, the 

results of this section rule out adhesion as the primary driving force of frustrated phagocytic 

spreading.  
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Protrusion-dominated spreading: predictions of the protrusive zipper model 

The protrusive zipper model incorporates the protrusion stress into the basic framework 

considered in the previous section, enabling us to account for active force generation by the 

model cell. Our semiempirical implementation is motivated by biological plausibility, and by the 

goal to reproduce experimental observations with a minimum set of rules for the spatial 

distribution (Eq (3.8)) and the deformation-dependent evolution of the protrusion stress during 

cell spreading. To capture the presumed correlation between receptor-induced signaling and 

protrusive force generation by the cytoskeleton, we express the strength of the protrusion stress 

as a function of the cell-substrate contact area  Ac. We assume that in the initial low-tension 

regime, the protrusion stress grows linearly with  Ac. Once the cortical tension increases more 

steeply, the protrusion stress is assumed to grow faster as well. Ultimately, the strength of the 

protrusion stress levels out at a maximum value of  σprot,max = 3.5 kPa, within the range of 

Fig 3.4. Relationship between 
ligand density and maximum 
contact area, as predicted by 
the Young-Dupre equation. 
The adhesion energy  γ, and 
therefore the ligand density  ρIgG, 
can be expressed as a function of 
the contact area of the final 
spherical cap formed by a 
viscous droplet. The tested 
adhesion strengths are marked as 
red dots. Actual experimental 
values are shown for 
comparison. Error bars indicate 
standard deviation. 
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experimentally measured stresses exerted by parallel actin filaments [75, 110]. This behavior is 

implemented in our model through a smoothed version of the following rule (plotted in 

Appendix C): 
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where  Ac,trans  is the contact area when the total cell surface area  Acell  is equal to  1.26Acell,0 , the 

transitional moment when the cortical tension starts rising more rapidly (Eq (3.1)). 

We started examining the behavior of this model by first disregarding the adhesion stress 

altogether. In this limiting scenario, cell spreading is driven by protrusion, whereas the only 

remaining role of adhesion is to render cell-substrate contacts irreversible, as in all our models. 

As mentioned above, cell-substrate contact is coupled to protrusion through biochemical 

signaling via Eq (3.11). We found that in this case, the model cell begins spreading slowly while 

a distinctive leading edge gradually develops (Fig 3.5A, S2 Movie), resulting in a morphology 

that clearly differs from the spherical caps predicted by the Brownian zipper model (Fig 3.3). 

Spreading slows noticeably at about 90 s, around the time the protrusion stress reaches its 

maximum value. The resulting contact-area-versus-time curve has a sigmoidal shape, in 

agreement with the mean spreading behavior observed in experiments on the highest density of 

IgG (Fig 3.5B). We also tested slightly different versions of Eq (3.11) and found that the overall 

curve remains sigmoidal even for these alternative relationships (Appendix C). On average, 

spreading appears to commence somewhat more gradually in experiments than in our model, 
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which may indicate an overestimate of the initial protrusion stress in Eq (3.11). Plots of the 

protrusion stress and the cortical tension as a function of time (Fig 3.5C) illustrate the 

qualitatively similar evolution of these two quantities, with the rise of the tension lagging due to 

the initial “slack” of the cell surface in the low-tension regime (Eq (3.1)). 

 

Fig 5. Predictions of the protrusive zipper model in the absence of adhesion stress. 
(A) For purely protrusion-driven spreading, lamellar pseudopods form as the protrusion stress increases over time. 
Time stamps of the the shown sample shapes are included. (B) Contact area increases sigmoidally over time for the 
protrusive zipper model, in good agreement with our measurements of the time course of the mean contact area on 
the highest density of IgG. Filled circles indicate where the shapes shown in panel A were computed. (C) Protrusion 
stress (governed by Eq (3.11)) and cortical tension (governed by Eq (3.1)) increase during cell spreading. (D) 
Varying the parameter  s0  determines the thickness of the leading lamella, resulting in a thin pseudopod for  s0 = 0.4 
μm (top) and coordinated global cell deformation for  s0 = 2.0 μm (bottom). The sample shapes are shown at t = 120 
s. All other protrusive zipper simulations in this paper were carried out using s0 = 0.8 μm. 

 

We chose the value  s0 = 0.8 μm for the characteristic length that defines the spatial range of 

the protrusion stress (Eq (3.8)) in the simulations shown in Fig 3.5A-C. Because  s0  does not 
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appear to be a directly measurable quantity, it is instructive to inspect how its value affects the 

spreading model cell. Snapshots from simulations using different values of  s0  demonstrate how 

the cell morphology (here: at 120 s) depends on the spatial range over which the protrusion stress 

acts (Fig 3.5D, S3 Movie). The leading edge of the cell assumes the shape of a thin lamella for 

small values of  s0  and becomes increasingly thicker at larger s0-values. Aside from this varying 

thickness of cellular protrusions, the overall spreading behavior is similar for different values of  

s0. 

Next, we inspected the behavior of the full protrusive zipper model by repeating the 

simulation with the same settings as used for Fig 3.5 but now also including the adhesion stress 

that captures the contribution of pre-contact attraction between cell and substrate to cell 

spreading. We again examined the same set of adhesion strengths as used in our tests of the 

Brownian zipper model (Fig 3.3). The simulations expose how, in this scenario, cell-substrate 

adhesion promotes spreading, affecting the overall spreading behavior in a quantitative manner 

but without altering it qualitatively. The model cells spread somewhat faster and farther on 

substrates coated with higher ligand densities (Fig 3.6A), with slightly larger contact angles 

between their leading edge and the substrate (Fig 3.6B, S4 Movie), but otherwise exhibited 

unchanged morphology. The sigmoidal character of the contact-area-versus-time curves is 

conserved through most of the tested adhesion strengths, and both the spreading speeds as well 

as the maximum contact areas vary much less than in the predictions of the Brownian zipper 

model (Fig 3.3). 
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Fig 6. Predictions of the protrusive zipper model with varying adhesion stress.  
(A) Contact area increases faster and reaches higher values for higher ligand densities. The protrusion-only curve is 
shown for reference as a dashed line. (B) Magnified views of the leading edge of the model cell highlight subtle, 
adhesion-dependent changes of the pseudopod morphology. The shapes of the leading cell edge are shown for ρl = 
0% and ρl = 100% at times ranging from 50 s to 130 s. On higher ligand density, both the extent of spreading and the 
dynamic contact angle increase. Other than that, the cell shapes exhibit little dependence on adhesion strength within 
the full protrusive zipper model. 

 

Clearly, the predictions of the protrusive zipper model are in much better agreement with 

experimental observations than those of the Brownian zipper. A spreading cell morphology that 

is characterized by a forward-bulging leading lamella (Figs. 3.5-3.6) matches the cross-sectional 

profile of phagocytes engulfing large particles well [10, 99], in contrast to model cell shapes 

whose leading edge coincides with the perimeter of contact between the cell and substrate (Fig 

3.3). The timing of spreading and sigmoidal shapes of the contact-area-versus-time curves 

predicted by the protrusive zipper model (Fig 3.5-3.6) agree with experiments as well, and the 

time-dependent increase in protrusion stress is consistent with a biphasic signaling response 

measured during FcγR-mediated phagocytosis [70]. Furthermore, both the predicted spreading 

speeds as well as the maximum contact areas are comparable to the respective values measured 
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in experiments, and the slight increase of the maximum contact area at higher adhesion strengths 

is consistent with our measurements (Fig 3.6A). On the other hand, the predicted increase of the 

spreading speeds on higher ligand densities (Fig 3.6A) differs from our experimental data (Fig 

3.2). Therefore, this model still somewhat overestimates the contribution of the adhesion stress to 

the dynamics of phagocytic spreading. Nevertheless, of the two considered models only the 

protrusive zipper model succeeds in capturing the essential dynamics of experimentally observed 

phagocytic spreading, establishing that active cellular protrusion rather than passive cell-

substrate adhesion is the dominating driving force of this type of cellular motion. 

Protrusive zipper model with discrete adhesion sites: best match between experiments and theory 

The previous sections presented continuum models of cell spreading, resulting in predictions that 

overestimated the attractive force due to cell-substrate adhesion even in the case where short-

range adhesion plays only a secondary role. In reality, however, adhesive ligands encountered by 

a spreading cell reside at discrete substrate locations rather than presenting a contiguous adhesive 

film. A pioneering study that considered discrete adhesion sites not only predicted dramatic 

qualitative differences compared to continuum models of adhesion but even concluded that, 

depending on the lateral spacing of discrete cell-substrate cross-bridges, “there is little or no 

tendency for the contact to spread unless the surfaces are forced together” [114]. These 

considerations prompted us to design and examine a version of the protrusive zipper model in 

which the model cell can only form new attachments to the substrate at prescribed locations (Fig 

3.7, S5 Movie).  
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Fig 7. Predictions of the protrusive zipper model with discrete adhesion sites.  
(A) Two time series (times shown at the left) of simulation snapshots illustrate how the progression of the model 
cell’s leading edge is affected by the spacing of discrete adhesion sites. Unoccupied binding sites are depicted by 
empty circles, whereas filled circles indicate that the cell membrane is locally attached. (B) Contact-area-versus-
time curves share similar slopes over three orders of magnitude of ligand density, but plateau at different maximum 
contact areas.  

 

In this model version, the spacing of adhesion sites is determined by the ligand density  ρl  

(the number of ligand molecules per µm2), with the in-plane spacing given by  (ρl)-1/2. 

Furthermore, we introduce two additional rules to capture realistic aspects of cell spreading on 

discrete adhesion sites. First, we replace the continuous adhesion stress (Eq (3.6)) with the 

following concept of discrete bond formation. We consider a new bond as “formed” as soon as 

the distance between the next free ligand site and the closest point of the advancing cell 

membrane reaches a threshold distance  dthresh. As a consequence of such bonding, we place the 

cell surface into irreversible contact with this substrate site when carrying out computations at 

the next time step. The value of the threshold distance is determined by the magnitude of 

membrane fluctuations. Assuming that the time scale of membrane fluctuations is generally 
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smaller than our time step, we define  dthresh  to be the root mean square height  <h2>½  of 

membrane fluctuations at equilibrium through [115]: 

 2
2ln 1

4
cellB
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b

Ak Td h τ
πτ π κ

 
= = + 

 
 (3.12) 

where  kB  is Boltzmann’s constant,  T  is temperature,  Acell  is the cell surface area, and  κb  is 

the membrane bending modulus. According to this rule, increased cortical tension  τ  suppresses 

membrane fluctuations, making it more difficult for the cell to form new adhesive connections at 

later time points. The parameter values chosen in our simulations (Table 3.1) correspond to 

typical fluctuation amplitudes ranging from 18 nm at resting tension to about 2 nm for very high 

tension, in general agreement with measurements of membrane fluctuations in cells on surfaces 

[116, 117]. 

Second, because it seems unlikely that persistent receptor-ligand contacts induce signaling 

indefinitely, we also assume that the protrusion stress can diminish over time. This assumption is 

supported by experimental data showing that actin polymerization does not continue indefinitely 

during phagocytosis if the cell encounters an unopsonized region of the target particle [4, 13, 44]. 

We implement this behavior by postulating a transient protrusion stress that initially is triggered 

by fresh cell-substrate contact (occurring at time  tbind) and then decays exponentially according 

to the relation: 

 0

bindt t
t

prot proteσ σ
−−

=  (3.13) 

In this version of the model,  σprot  in Eq (3.8) is replaced by  protσ   defined in Eq (3.13). The 

effects of varying the rate of this decay are explored in Appendix F. We use a value of  t0 = 66 s 

in our simulations, which gave the best quantitative agreement with experimental data. 
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To avoid possible bias due to the exact placement of discrete binding sites, we performed 

each simulation multiple times, shifting all binding sites laterally by small increments without 

changing their spacing. We then averaged the results of these individual simulations to predict 

the cell-spreading behavior as a function of the chosen spacing—or density—of adhesion sites.  

Overall, the predictions of this discrete protrusive zipper model (Fig 3.7) agree well with 

those of the continuum model version. For instance, maximum cell-substrate contact areas 

exhibit a similar dependence on the ligand density in both models. However, in this discrete 

model, the sigmoidal contact-area-versus-time curves obtained at different ligand densities are 

aligned much more closely during the spreading phase, reflecting spreading speeds that hardly 

depend on the ligand density anymore (Fig 3.7B). 

 
Fig 8. Direct comparison of experimental data with the predictions of the protrusive zipper model with 
discrete adhesion.  
(A) Time courses of the cell-substrate contact area predicted by the protrusive zipper model with discrete adhesion 
are overlaid on experimental results for two different ligand densities. The model curves are not the result of 
nonlinear fits but simply the predictions based on reasonable choices of parameter values. (B) The predicted ligand-
density-dependent increase in maximum contact area agrees well with experimental results obtained in frustrated 
phagocytosis experiments. Modeling only ligands as discrete entities results in an apparent overestimation of the 
maximum contact area at the highest IgG density (solid blue curve), indicating that the number of Fcγ receptors 
rather than the number of IgG ligands becomes the limiting factor of the maximum adhesion strength in this regime. 
A model version that accounts for the discrete nature of both ligands as well as receptors (Appendix F) improves the 
agreement with the data at the highest IgG density (dashed red curve). Error bars indicate standard deviation.  
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Together, the predictions by the model with discrete adhesion sites agree amazingly well 

with the behavior of real human neutrophils during frustrated phagocytosis (Fig 3.8). As in 

experiments, the spreading speed remains remarkably consistent over a range of ligand densities 

spanning 3 orders of magnitude (Figs 3.7B and 3.8A). Moreover, the predicted moderate 

increase of the maximum contact area at higher ligand densities matches experimental 

measurements quite well (Fig 3.8B). On the other hand, whereas the measured dependence of the 

maximum contact area on the IgG density appears to reach a plateau for IgG densities greater 

than 1,000 μm-2, our model predicts a continuous increase of the maximum contact area over the 

whole range of ligand densities. A possible explanation for this discrepancy is the model 

assumption that the ligand density determines the maximum number of discrete adhesion bonds 

between the cell and the substrate, which implies that the receptors on the cell surface are always 

in excess. Human neutrophils indeed present a large number of Fcγ receptors on their surface, 

i.e., several thousand receptors per square micrometer. However, this receptor density is smaller 

than the highest ligand density of ~25,000 IgG molecules per square micrometer used in our 

experiments. Therefore, at the highest IgG densities, we expect the numbers of receptors to be 

the limiting factor determining the maximum number of adhesion sites, which is not accounted 

for in the above model. To verify this expectation, we conducted additional proof-of-principle 

simulations in which both the ligands as well as the receptors were treated as discrete, as 

explained in Appendix F. This approach indeed improved the agreement between experiments 

and theory further, as shown in Fig 3.8B. 

Overall, these results reinforce the conclusion that active cytoskeletal protrusion drives 

phagocytic spreading. They also highlight that it can be important for realistic models of cell 
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spreading on substrates coated with specific adhesion molecules to account for the discrete 

distribution of these adhesion sites.  

 

Discussion 

Quantitative understanding of the behavior of motile mammalian cells—from immune cells to 

metastasizing cancer cells—is a prerequisite for transformative biomedical advances in 

diagnosis, treatment, and therapy of many current and future health threats [118]. Motile cells 

integrate a complex variety of physical and chemical cues to carry out specific functions. 

Genuine understanding of the underlying mechano-chemical processes not only requires an 

interdisciplinary strategy but also integrative experimental/theoretical approaches. Translation of 

mechanistic notions into mathematical models, and comparison of theoretical predictions with 

experimental observations, often provides the strongest arguments for or against the validity of 

biological hypotheses. Confidence in the predictive power of computer simulations requires that 

the model assumptions be realistic and biologically plausible. Guided by this perspective, we 

here examined fundamental biophysical mechanisms that potentially can facilitate spreading of 

biological cells on a substrate.   

Unpolarized cells usually begin spreading in a symmetric fashion [63, 119]. This stage is 

often viewed as a passive process that is entirely driven by adhesion energy due to receptor-

ligand binding [63, 120]. An alternative class of models considers such spreading as dependent 

on cytoskeletal activity [66, 67, 95]. In this study, we have developed a mechanical modeling 

framework that allows us to establish whether frustrated phagocytosis, a specific form of 

isotropic cell spreading, is primarily driven by adhesion (Brownian zipper model) or by 
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protrusive forces generated by the cell (protrusive zipper model). Our findings likely carry over 

to other types of cell spreading inasmuch as key characteristics of adhesion and protrusion are 

shared [34]. 

The incompatibility of our Brownian zipper simulations with experimental data invalidates 

models of phagocytosis that treat neutrophil spreading as an adhesion-driven wetting 

phenomenon [100]. Moreover, our findings invite a careful review of mathematical models of 

other types of cell spreading that consider pre-contact adhesive attraction between cell and 

substrate as the main driving force [62, 63]. A first important prerequisite for the validity of such 

models is the use of realistic values of basic mechanical parameters, such as the effective 

viscosity of the cell interior, the cortical tension, and the adhesion energy density. For example, 

if the equilibrium cell-substrate contact areas measured in our spreading experiments on low-to-

moderate ligand densities were due to adhesion, then the involved adhesion energies would have 

to be several orders of magnitude higher than those estimated from our measurements of ligand 

density. Even receptor accumulation in the contact region could not make up for this difference, 

because the smaller number of available ligands limits the number of possible adhesion bonds. 

Furthermore, the ability to simulate not only equilibrium situations but also the dynamical cell 

behavior, and to leverage time-dependent experimental observations against the predictions of 

such models, considerably raises confidence in a model’s evaluation. As demonstrated in this 

study, such comparison greatly benefits from the availability of experimental data obtained on 

substrates presenting a large range of known densities of adhesive ligands.  

It appears that adhesion-driven spreading is largely limited to situations where adhesion is 

unusually strong, and where the cells—like red blood cells—or surrogate objects—like lipid 

vesicles—are characterized by a low-viscosity interior and very low tension of their cortex or 
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membrane. Indeed, a recent mechanical modeling study found that Brownian membrane 

fluctuations were only sufficient to drive very small amounts of cell spreading on a surface [69]. 

If there are cases in which motile mammalian cells spread predominantly due to adhesion, then 

such spreading will likely occur on much longer timescales than considered here. Finally, it may 

be possible that adhesion plays a more relevant role in the engulfment of very small particles, or 

very early during phagocytic spreading, where cell shape changes do not require a significant 

expansion of the cell surface area [72]. Irrespective of the relevance of Brownian-zipper-type 

models in a particular practical situation, we note that the excellent agreement of our theoretical 

treatment of purely adhesion-driven spreading with other studies focusing on this form of motion 

[62, 63] strengthens confidence in our modeling approach and its numerical implementation. 

The only alternative mechanism by which cells can expand their region of contact with a 

suitable substrate appears to be active, protrusion-dominated spreading. Many imaging studies 

indeed have documented an increased density of F-actin at the protruding front of motile immune 

cells [45, 77, 121], supporting the biological plausibility of the protrusive zipper concept. 

Moreover, inhibition of actin polymerization with cytochalasin B or latrunculin A eliminates the 

rapid phase of fibroblast spreading [57, 66, 67]. Similarly, chemical disruption of the actin 

cytoskeleton generally inhibits phagocytosis by immune cells [44, 86]. We have previously 

shown that extremely small concentrations of actin inhibitors actually can increase the size of 

transient, chemotactic-like protrusions [86, 122]. However, the cortical tension was reduced in 

such cases, and phagocytic spreading was not enhanced, highlighting the multiplicity of—likely 

dichotomous—mechanical roles of F-actin during cell deformations.  

Our simulations based on the protrusive zipper model not only reproduce the main features of 

neutrophil spreading on IgG-coated substrates but, in the case of discrete adhesion sites, they 
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also agree very well with experimental data. We note that this agreement neither is surprising, 

nor does it constitute solid proof of the validity of this model. The scarcity of quantitative 

insights into the underlying mechanisms simply does not place sufficient constraints on the 

design of computational models. Instead, our goal here was to explore what set of minimalistic 

rules would need to be postulated to achieve a good match between theory and experiment. The 

successful implementation of this approach allows us to propose likely mechanistic details that 

can then provide guidance for future studies. Still, we are confident that the protrusive zipper 

model paints a reasonably accurate picture of phagocytic spreading, not only because of the 

elimination of the only alternative hypothesis, but also because our semiempirical model is 

plausible, i.e., it does not contradict pertinent biophysical and biological insights. For example, 

our implementation of the relationship between receptor-induced signaling and the generation of 

protrusive force is consistent with the hitherto most successful model of phagocytosis [10], as 

well as with previous measurements of the biphasic signaling response from a macrophage-like 

cell line during Fcγ receptor-mediated phagocytosis [70]. Models based on the assumption that 

actin polymerization preferentially occurs in regions of higher membrane curvature [123] can 

result in a localization of protrusion stress that is similar to the form it takes in our model (Fig 

3.1D), although the idea of curvature-induced actin polymerization seems problematic in view of 

the much higher membrane curvatures in ever-present surface wrinkles and microvilli of immune 

cells. Importantly, our implementation of the relationship between receptor-induced signaling 

and force generation is independent of the exact mechanism by which intracellular processes are 

translated into protrusive force; instead, it encompasses different mechanistic notions such as the 

Brownian ratchet [124] and end-tracking motors [125]. 
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An important outcome of our simulations of the protrusive zipper model is the difference in 

predictions depending on whether we considered continuous or discrete cell-substrate adhesion, 

in agreement with a previous theoretical study [114]. We are unaware of physiological situations 

in which cell adhesion is not predominantly supported by specific receptor-ligand bonds. Thus, 

the model version that is based on discrete binding sites is the more realistic version of the 

protrusive zipper. Remarkably, it is also the version that yielded the best match between theory 

and experimental observations. To achieve this agreement, we postulated that the formation of 

new receptor-ligand bonds is coupled to the protrusion stress in a time-dependent manner (Eq 

(3.13)), based on the assumption that receptor-induced signaling and subsequential actin 

polymerization are not sustained indefinitely after a ligand activates the receptor. There are 

multiple factors that could lead to this effective decay, such as the depletion of precursor 

molecules needed for the production of signaling messengers (e.g. release of IP3 will cease once 

PIP2 has been locally depleted [20]).   

Perhaps the most important insight from the comparison of model versions based on 

continuous versus discrete adhesion is that models based on continuous adhesion are likely to 

misrepresent key aspects of the cell behavior, especially on lower ligand densities. For example, 

such models cannot capture the possibility that too large ligand spacing may prevent the next 

unbound receptor-ligand pair from approaching one another to within the distance at which they 

are likely to form a bond. In our protrusive zipper model with discrete adhesion, variation of 

substrate adhesivity by changing the density of adhesion sites primarily affects the maximum 

cell-substrate contact area. This prediction agrees well with our experiments, unlike the 

predictions by model versions that treat the ligand layer as a continuum. 
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 The mechanisms governing isotropic cell spreading studied here are likely to also play a 

crucial role in the directional motion of migrating cells. Many immune cells, for example, are 

capable of executing both types of motion, as required during phagocytic spreading versus 

chemotactic and other forms of migration. As revealed by our experiments and reproduced by 

our discrete adhesion model, the rate of isotropic cell spreading is largely conserved on 

substrates presenting a broad range of densities of adhesion sites. This finding exposes an 

interesting difference to the prediction by models of migrating cells, i.e., that the crawling speed 

of such cells has a maximum on substrates with intermediate adhesion strengths [126-128]. This 

difference is a reminder that directional migration generally is a more complex type of motion 

that involves, in addition to protrusion and adhesion, important mechanisms regulating 

contraction and detachment of the rear of the migrating cell from the substrate. The positive 

correlation between low-to-moderate ligand densities and the speed of motion predicted by 

models of migrating cells can be attributed to either a direct scaling of protrusion with the 

amount of adhesion [127], or a postulated increased actin retrograde flow at lower adhesion 

strengths [126]. The predicted slowing of migrating cells at higher ligand densities is caused by 

an effective frictional force due to the need to break stronger adhesive attachments at the cell’s 

rear [129, 130]. A noteworthy recent model of cell migration that decoupled friction from 

adhesive attraction actually predicted faster movement for higher adhesion energies [120]. The 

excellent agreement between our experiments and the protrusive zipper model suggests that the 

above additional mechanisms included in models of migrating cells play at most a minor role in 

isotropic phagocytic spreading. On the other hand, we believe that the main insights exposed by 

our study provide important suggestions on how to treat the interplay between protrusion and 

adhesion in models of migrating cells.  
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Methods 

The perturbed Stokes equations 

Assuming the cell interior can be approximated by a single, highly viscous, slow-moving 

Newtonian fluid, its motion obeys the Stokes equations for creeping flow with no body force, as 

given by Eq (3.2). Furthermore, for an incompressible fluid, the equation of continuity simplifies 

to the incompressibility condition (Eq (3.3)). Due to axial symmetry, there are three unknowns:  

vr,  vz, and  p, where  r  and  z  are cylindrical polar coordinates.  

To solve this system of partial differential equations, we use the finite element method 

(FEM). Because directly solving the Stokes equations using FEM leads to numerical instabilities 

[131], we follow the procedure outlined by Drury and Dembo [111] to solve a perturbed form of 

the Stokes equations, in which the incompressibility condition (Eq (3.3)) is approximated as 

 ) 0( p∇ − ∇ =⋅ v   (3.14) 

In this form, the fluid is nearly incompressible, which allows us to avoid the well-known 

problems with using FEM for incompressible problems [131]. To accurately solve the Stokes 

equations, the value for  ϵ  must be sufficiently small. Specifically, we use the condition given in 

[111]: 

 
2
meshh
μ

≤  (3.15) 

where  hmesh  is the characteristic radius of a single quadrilateral element. We tested different 

values of  ϵ  in our models and found this condition to provide sufficient accuracy and 

convergence (Appendix E). 
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Over the unbound portion of the cell, we specify Neumann boundary conditions, 

corresponding to a stress balance (Eq (3.4)). For the adherent cell surface, we specify Dirichlet 

boundary conditions, simply a no-slip condition in this case (Eq (3.9)). The pressure boundary 

condition is given by assuming the normal component of the pressure gradient goes to zero at the 

cell surface: 

 0p∇ ⋅ =n  (3.16) 

Computational details 

At each time step, we first compute values for the surface curvature of the cell. Local values of 

the angle of the normal  ϕ  are evaluated using cubic polynomial fits.  We then calculate the 

boundary stresses using the relationships outlined in the main text. The integral for the effective 

adhesion stress (Eq (3.6)) is computed numerically as described in Appendix A. The values for 

tension and protrusion stress at each time step are evaluated using smoothed versions of the 

relationships given in Eq (3.1) and Eq (3.11) (see Appendix C for full forms). 

To find the fluid velocity and pressure fields, we must simultaneously solve Eq (3.2) and Eq 

(3.14) for  vr,  vz, and  p. We employ the strategy outlined in [111], which is an adaptation of the 

Uzawa method. Starting with an estimate for pressure  pest  given either by the previous time step 

or as a uniform distribution prior to spreading, we solve for fluid velocities by treating the 

pressure as known in Eq (3.2): 

 2
estpμ∇ = ∇v  (3.17) 

We then treat the fluid velocities as known (vest) and solve an altered version of equation (3.14): 

 1 ( ) ( )est estp p p
μ

− = ∇ ⋅ − ∇ ⋅ ∇v   (3.18) 
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The updated pressure is then inserted back into Eq (3.17) and the procedure is repeated until the 

following condition is met: 

 
( )
( )

6max
10

max
est

out

p p
p p

−−
≤

−
 (3.19) 

This generally occurs in less than 50 iterations. 

The new cell boundary is then given by 

 
( ) ( )
( ) ( )

r

z

r t t r t v t
z t t z t v t

+ Δ = + Δ
+ Δ = + Δ

 (3.20) 

The value for  Δt  was set relative to the Courant number for each iteration, such that fluid flow 

occurs over at most 10% of any individual element (Appendix E). In the continuum adhesion 

case (no discrete adhesion sites), the contact line is updated at each time step by computing the 

intersection between the cell boundary and the surface, then adding all points advected to 𝑧 ≤ 0 

to the Dirichlet boundary condition (contact, no-slip) for the next time step. In the discrete 

adhesion model, contact is determined by the distance threshold computed from Eq (3.12). The 

contour is smoothed after each advection, and then small corrections are made to the cell contour 

to compensate for any deviations from constant volume due to smoothing and numerical error. 

This model was implemented in MATLAB R2020b (MathWorks) and the full code is 

available at https://github.com/emmetfrancis/phagocyticSpreading. Individual simulations 

generally run within 1-3 hours on a personal computer. 
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Chapter 4: Extension of chemotactic pseudopods by nonadherent human neutrophils does 

not require or cause calcium bursts 

Reproduced with permission from E.A. Francis and V. Heinrich.  

Copyright 2018, Science Signaling [132] 

Abstract  

Global bursts in free intracellular calcium (Ca2+) are among the most conspicuous signaling 

events in immune cells.  To test the common view that Ca2+ bursts mediate rearrangement of the 

actin cytoskeleton in response to the activation of G protein–coupled receptors, we combined 

single-cell manipulation with fluorescence imaging and monitored the Ca2+ concentration in 

individual human neutrophils during complement-mediated chemotaxis.  By decoupling purely 

chemotactic pseudopod formation from cell-substrate adhesion, we show that physiological 

concentrations of anaphylatoxins such as C5a induce nonadherent human neutrophils to form 

chemotactic pseudopods but do not elicit Ca2+ bursts.  In contrast, pathological or 

supraphysiological concentrations of C5a often triggered Ca2+ bursts, but pseudopod protrusion 

stalled or reversed in such cases, effectively halting chemotaxis, similar to sepsis-associated 

neutrophil paralysis.  Further inspection of the mechanoregulatory role of Ca2+ bursts revealed 

that the maximum increase in cell surface area during pure chemotaxis was much smaller—by a 

factor of 8—than the known capacity of adherent human neutrophils to expand their surface.  

Because this limited deformability could not be accounted for by the measured values of the 

resisting cortical tension, we attribute it to a reduced ability of the cytoskeleton to generate 

protrusive force.  Thus, we hypothesize that Ca2+ bursts in neutrophils control a mechanistic 

switch between two distinct modes of cytoskeletal organization and dynamics.  A key element of 
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this switch appears to be the expedient coordination of adhesion-dependent lock or release events 

of cytoskeletal membrane anchors. 

 

Introduction 

Calcium ions (Ca2+) participate in many interactions between and within biomolecules.  As a 

consequence, the cytoplasmic Ca2+ concentration in biological cells is an exceptionally potent 

effector of cellular behavior.  Unlike the voltage-gated channels of electrically excitable cells, 

the Ca2+ channels of immune cells have long been thought to be actuated biochemically [133-

138].  In addition, flow chamber experiments have demonstrated that Ca2+ channels can also 

respond to mechanical stimulation of immune cells by shear flow [139-142].   

The majority of existing work on Ca2+ signaling in immune cells has focused on the 

identification of channels and adapter molecules that regulate Ca2+ dynamics, and some studies 

have begun to address the molecular mechanisms that govern Ca2+ fluxes [143-150].  The 

activation of G protein–coupled receptors (GPCRs) by chemoattractants [134-138, 148, 151-155] 

and the ligation of phagocytic [21, 25, 150, 156-160] or adhesive [139, 142, 143, 161] receptors 

have been implicated as primary causes of distinctive Ca2+ surges frequently observed in 

immune cells.  But whereas the involvement of adhesive and phagocytic receptors in such 

transient signaling bursts seems well established, the notion of a causal relationship between 

chemotactic GPCR activation and Ca2+ bursts conflicts with a small number of studies that have 

reported GPCR-mediated immune cell chemotaxis without such bursts [27, 28].   

We employed an interdisciplinary strategy to complement previous efforts by seeking to 

understand Ca2+ bursts in the context of their physiological role in critical immune processes.  
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Questions of interest include, for example:  what are the original causes of Ca2+ bursts?  When 

exactly do Ca2+ bursts occur, and why do they occur at those particular times?  What are the 

major consequences of a Ca2+ burst, and which cellular functions depend on them?  Such 

questions touch upon the core of our understanding of immune cell behavior, yet they are rarely 

addressed in the literature and generally lack definitive answers.  Our knowledge gaps are 

especially wide when it comes to the most important study subjects of immunology—humans—

whose immune cells cannot be cultured or genetically manipulated.   

 We applied a single-live-cell, single-target assay [13, 122, 162] to examine intracellular Ca2+ 

concentrations during controlled one-on-one encounters between neutrophils—the most 

abundant type of human white blood cell—and pathogenic surfaces.  Our results invite a careful 

reevaluation of some common assumptions about Ca2+ signaling in immune cells.  Therefore, it 

is crucial to bear in mind the definitions and experimental conditions that underlie our results.  

First, all our experiments use human neutrophils.  To ensure that all experiments start from a 

common baseline, we always strive to maintain the neutrophils in a nonadherent, initially 

quiescent state.  We use the term “pure chemotaxis” to denote an autonomous cell deformation 

induced by a gradient of chemoattractant in the absence of adhesion to a substrate.  In other 

words, we examined purely chemotactic recognition and protrusion in a manner that rules out 

interference or bias caused by substrate adhesion, which also eliminated the possibility that 

adhesive bonds or the application of a pulling force to these bonds might induce Ca2+ bursts in 

our experiments.   

We define a Ca2+ burst as a rapid, global, and large increase of the intracellular Ca2+ 

concentration.  In all experiments reported here, occurrences of these bursts were distinctive all-

or-nothing events, meaning that the mean fluorescence intensity (MFI) corresponding to the 
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intracellular Ca2+ concentration increased by at least a factor of 2.5 within a few seconds, in 

contrast to much smaller intensity changes that are slight in comparison.  The present study 

focuses on Ca2+ bursts in the context of complement-mediated, pure chemotaxis.  Although we 

frequently allowed neutrophils to phagocytose target particles at the end of single-live-cell 

experiments, the detailed analysis of this final stage is beyond the scope of this study.  Relying 

on the well-established occurrence of Ca2+ bursts during phagocytosis [21, 25, 150, 155, 156, 

159, 160], we simply use the phagocytic stage as a built-in, per-cell positive control.   

Complement-directed chemotaxis is the predominant mechanism by which immune cells 

locate and home in on nearby pathogenic bacteria and fungi [163].  As part of the host’s innate 

immune defense, fragments of serum-based complement proteins assemble into proteases on 

recognized pathogen surfaces.  These convertases cleave other complement proteins to produce 

and release small chemoattractant peptides called anaphylatoxins which stimulate chemotactic 

receptors on immune cells [164].  Among the three anaphylatoxins C5a, C3a, and C4a, the most 

potent inflammatory peptide is C5a [165].  Its acute physiological relevance is underlined by its 

involvement in sepsis [166-170] and various other diseases [165].  Remarkably, the 

physiological concentration of C5a is uncertain because it is difficult to quantify C5a separately 

from its less active, desarginated form C5a(desArg).  Reported C5a-concentrations in healthy 

donors ranging from 0.25 nM to 0.76 nM [171-173] usually represent the values of total 

concentrations of C5a and C5a(desArg) combined.  Realistic estimates of the dynamics of C5a 

desargination reveal that C5a is rapidly metabolized by carboxypeptidases under physiological 

conditions and that appreciable amounts of C5a are expected to persist only within a thin 

anaphylatoxic cloud surrounding complement-recognized particles [163, 174].  This implies that 

systemic physiological concentrations of C5a are actually extremely low, perhaps even 



84 
 

negligible, as also supported by reports that picomolar C5a concentrations suffice to elicit a 

strong response by adherent neutrophils [175, 176].  In this study, we define “physiological 

concentration” in a simple empirical manner, based on the normal response of human neutrophils 

to nearby pathogenic targets under conditions where anaphylatoxins are produced and degraded 

naturally by the supplemented autologous donor serum.   

 

Results 

Absence of Ca2+ bursts during complement-mediated, pure chemotaxis 

Our pure chemotaxis assay uses micropipette manipulation or optical tweezers to maneuver 

bacterial, fungal, or surrogate target particles into the proximity of nonadherent, initially 

quiescent human neutrophils [13].  If chemoattractants emanate from the target surface and 

stimulate a nearby neutrophil, the neutrophil extends a chemotactic process toward the target.  

This morphological change is readily observed microscopically and serves as a straightforward 

readout of the neutrophil’s chemotactic activity, as demonstrated for a selection of previously 

studied bacterial and fungal target pathogens (Fig 4.1A-C) [38, 177].  Thus the neutrophils serve 

as ultrasensitive biodetectors of minuscule amounts of chemoattractant produced at the target 

surface (Fig 4.1D) [174].   
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Fig 4.1. Complement-mediated, pure chemotaxis and Ca2+ bursts.  (A-C)  Examples of single-live-cell, pure-
chemotaxis experiments [38, 177] in which human neutrophils (N) were placed near bacterial (B) or fungal (F) 
pathogens.  The nonadherent neutrophils were held with gentle suction pressure at the tip of a micropipette and 
placed near a cluster of Salmonella Typhimurium bacteria trapped with optical tweezers (A), a single Candida 
albicans cell held with a micropipette (B), or a single Coccidioides posadasii endospore held with a micropipette 
(C).  Each panel is a composite of 3 video images depicting the changes in neutrophil morphology in response to the 
placement of the pathogenic target at different sides of the cell.  (D)  The complement system in the serum of the 
host assembles complement complexes on the surface of foreign target particles (T).  Some of these complexes, such 
as the C5 convertase, are enzymes that cleave other serum proteins and release anaphylatoxins, which are highly 
potent chemoattractants, such as C5a.  The radial concentration profile of anaphylatoxins surrounding the target 
(color gradient) forms rapidly but has a limited spatial reach [163, 174].  Neutrophils (N) detect this anaphylatoxic 
cloud and respond by extending chemotactic pseudopods toward the target.  (E)  Example measurement of the time 
course of the mean fluorescence intensity (MFI) of the Ca2+ indicator Fluo-4 during pure chemotaxis of a human 
neutrophil (N) toward a pipette-held zymosan particle (Z) and eventual phagocytosis of the particle.  Included are 
brightfield and fluorescence images taken at the time points numbered (1)-(6) in the MFI graph.  The MFI remained 
low and essentially flat throughout the chemotaxis stage but exhibited a steep increase caused by a Ca2+ burst after 
the zymosan particle was brought into physical contact with the neutrophil.  (See also Movies 4.1-4.3.)  Scale bars, 
10 μm. 
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 In all cases where neutrophils extended chemotactic protrusions, this cell response required 

the presence of host serum in the medium, confirming that the chemoattractants inducing the 

neutrophil response did not originate from the targets themselves but were produced by the 

host’s complement system.  For bacterial targets such as Salmonella Typhimurium and 

Escherichia coli, the fungal targets Coccidioides posadasii and Candida albicans, and surrogate 

model particles made from cell walls of yeast (zymosan) or from microbial cell-wall 

polysaccharides (β-glucan), this type of microbe-directed chemotaxis was predominantly 

mediated by the anaphylatoxin C5a [38, 165, 177].  For example, blocking the C5a receptor 

CD88 or using C5-deficient serum diminished this chemotactic activity of neutrophils, and 

replacing the normal serum with heat-treated (at 52°C) autologous serum abolished it 

completely, even though the neutrophils still phagocytosed the targets after physical contact [38, 

162, 177].  These findings confirm the broadly accepted view that C5a is the dominating 

chemoattractant in complement-mediated chemotaxis by neutrophils [165]; however, other 

anaphylatoxins are also expected to participate in this process to some extent.  Bearing in mind 

that all complement pathways result in the production of anaphylatoxins, and assuming that the 

purely chemotactic neutrophil response examined in this study is common to all anaphylatoxins, 

we do not explicitly distinguish between different species of these chemoattractants here.  

This study combines our pure-chemotaxis assay with fluorescent monitoring of the 

intracellular Ca2+ concentration of individual human neutrophils (Fig 4.1E).  A dual-camera 

setup allowed us to simultaneously record brightfield and fluorescence images of single-live-cell 

experiments (Fig G.1, Materials and Methods).  The neutrophils were preloaded with the 

fluorescent Ca2+ dye Fluo-4, following a protocol that reduced the dye's side effects in the 

current setting as much as possible (Materials and Methods).  To mimic interactions between 
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complement proteins in the host serum and fungal pathogen surfaces, we used model particles 

made from yeast cell walls (zymosan) and from the microbial polysaccharide β-glucan as targets 

in buffer supplemented with normal, autologous serum.  These model targets are known to 

activate the complement cascade, which results in the production of C5a and other 

chemoattractant peptides [122, 162, 163, 174].  Immunoglobulin G (IgG)-coated beads were 

used as a control.  In each single-cell experiment we first placed the particle near the neutrophil 

and observed the purely chemotactic neutrophil response for ~5-10 minutes, and then placed the 

particle in contact with the cell.   

In agreement with previous results [38], the neutrophils exhibited vigorous chemotactic 

activity in response to stimulation with zymosan or β-glucan particles but did not chemotax 

toward the IgG-coated beads (Fig 4.2A-C, Movies 4.1-4.3).  All three target types readily 

adhered to the cells upon contact and triggered phagocytosis.  We observed Ca2+ bursts in all 

experiments with targets of at least ~3µm in diameter, independent of the type of target particle.  

In all cases, however, the Ca2+ burst occurred only after the target had been brought into contact 

with a neutrophil (Fig 4.2A-C), usually when phagocytosis was already underway.  Importantly, 

this final, phagocytic stage of our integrative recognition assay confirmed that each neutrophil 

was viable and that the cell's Ca2+ signaling machinery was intact.   
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Fig 2. Absence of Ca2+ bursts during pure chemotaxis.  Three representative examples show experiments that 
examined the response of individual pipette-held neutrophils to zymosan particles (A and D), β-glucan particles (B 
and E), and IgG-coated beads (C and F) using the dual-micropipette assay introduced in Fig 1E.  (A-C)  Filmstrips 
combine brightfield and fluorescence images of experiments in which a target (held in the left pipette in each image) 
was first placed near and eventually in contact with a neutrophil (held at the right in each image).  The test with β-
glucan (B) depicts an experiment using a cluster of β-glucan particles but is representative of experiments with both 
clusters as well as individual β-glucan particles.  (D-F)  The graphs show the time course of the MFI of Fluo-4 
corresponding to the intracellular Ca2+ concentration during the experiment.  The numbered points on the graphs 
mark the times at which the respective images in (A-C) were taken.  During single-cell experiments with the fungal 
model particles, the shown neutrophil behavior—chemotaxis without a Ca2+ burst followed by phagocytosis with a 
Ca2+ burst—was observed in 34 (out of N = 36) experiments with zymosan (A and D) and in 16 (out of N = 19) 
experiments with β-glucan particles (B and E).  The shown neutrophil response to an antibody-coated bead—no 
chemotaxis but phagocytosis that then triggered a Ca2+ burst (C and F)—was observed in all N = 43 experiments 
with these beads.  (See also Movies 4.1-4.3.)  Scale bars,10 μm. 
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Each Ca2+ burst manifested as a rapid surge in fluorescence intensity that extended 

throughout the cell and exhibited similar features for all three target types (Fig 4.2D-F).  Despite 

recording fluorescence images at 0.5 s intervals, using a camera exposure time of 100 ms or less, 

we never observed a gradual directional spreading of fluorescence across a cell.  Instead, the 

fluorescence intensity increased throughout the neutrophil at about the same rate, reaching its 

peak within a few seconds.  Surprisingly, Ca2+ bursts never occurred during the earlier, pure-

chemotaxis stage of our experiments with zymosan or β-glucan particles, even when cells were 

stimulated with clusters of β-glucan particles.  Although the cells formed pronounced protrusions 

during this stage, variations in the measured mean fluorescence intensity of Fluo-4 during pure 

chemotaxis were small and usually negligible compared to the surge of intensity observed later 

during phagocytosis (Figs. 4.1E and 2).  Thus under the near-physiological conditions used in 

these experiments, complement-mediated chemotaxis does not trigger global intracellular Ca2+ 

bursts in nonadherent human neutrophils.  In other words, stimulation of the GPCRs of 

anaphylatoxins by physiological concentrations of their ligands alone is insufficient to induce 

Ca2+ bursts in situations such as mimicked here.  Moreover, the type of actin remodeling that 

accompanies the formation of purely chemotactic pseudopods neither requires nor causes Ca2+ 

bursts.  

Anticorrelation of Ca2+ bursts and chemotactic protrusion 

The observed absence of Ca2+ bursts during complement-mediated, pure chemotaxis of 

neutrophils agrees with a previous study that demonstrated neutrophil chemotaxis without Ca2+ 

bursts in a gradient of the chemotactic peptide formyl-Met-Leu-Phe (fMLP) [27].  But the same 

study also reported that Ca2+ bursts did eventually occur when the chemotaxing neutrophils 

encountered very high concentrations of fMLP [27].  Prompted by this observation, we tested 
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whether we could force the occurrence of Ca2+ bursts by exposing nonadherent neutrophils to 

concentrations of C5a higher than those generated by the presence of zymosan or β-glycan 

particles in serum.  We modified our dual-micropipetting system by replacing the target-holding 

pipette (the left pipette in Figs. 4.1 and 4.2) with a micropipette filled with a buffer containing 

C5a [178, 179], which allowed us to apply jets of C5a solutions to individual, nonadherent 

neutrophils.   

It is important to note that various issues handicap the unambiguous interpretation of this 

type of jet experiment.  In short, the cells are not only stimulated by chemoattractant, but also by 

fluid shear flow.  Moreover, neither the concentration gradient of chemoattractant nor the fluid 

flow profile experienced along the cell surface are generally well known, in contrast to the clear 

picture established for single-cell, single-target experiments (Figs. 4.1 and 4.2) [163].   

To determine whether high concentrations of C5a triggered Ca2+ bursts, we first subjected 

human neutrophils resting on the chamber bottom to jets of a 0.1 μM solution of C5a. All tested 

cells indeed responded to these C5a jets with strong bursts of Ca2+ (Fig G.2).  Remarkably 

though, the cells did not exhibit noticeable chemotactic deformations.  Instead, cells that initially 

appeared smooth in microscopic images before the application of the C5a jet tended to develop 

visible surface ruffles without any directional preference after the Ca2+ burst elicited by the C5a 

jet.   

Next, we used our modified setup to apply C5a jets to pipette-held neutrophils (Fig 4.3A-C, 

Movie 4.4), varying the C5a concentration, jet pressure, and distance between the C5a pipette 

and the neutrophil in order to stimulate Ca2+ bursts in chemotactically active cells.  It is 

important to bear in mind that the C5a concentration at the cell surface is lower than in the jet 

pipette due to the fluid flow profile and the metabolization of C5a by carboxypeptidases that are 
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present in the autologous serum supplement in the chamber buffer.  The observed neutrophil 

responses could be roughly categorized into three types (Fig 4.3A-C).  In the first case (Fig 

4.3A), the cells responded to ~0.1-10 nM C5a solutions by extending pseudopods toward the 

source of C5a without generating Ca2+ bursts, replicating the behavior of neutrophils 

encountering target particles under the near-physiological conditions imposed in the previous 

experiments (Figs. 4.1 and 4.2).  In contrast, Ca2+ bursts did occur in the other two cases (Fig 

4.3, B and C), usually after an increase of the C5a concentration or the jet pressure experienced 

at the cell surface.  Almost all observed bursts exhibited similar features as described in the 

previous section, although in some instances (8 out of 26 jet experiments that induced Ca2+ 

bursts), the fluorescence intensity was somewhat stronger in the pseudopod than in the rest of the 

cell.   
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Fig 4.3. Supraphysiological concentrations of C5a or co-stimulation by shear flow can trigger Ca2+ bursts in 
nonadherent neutrophils.  Three representative examples show experiments in which jets of C5a solutions were 
ejected from the left micropipette toward neutrophils held with the right pipette.  Filmstrips of brightfield and 
fluorescence images show snapshots of the neutrophil response at the time points marked by numbers in the 
included graphs of the MFI of Fluo-4.  (A)  The neutrophil responded to a jet of a 0.1 nM C5a solution by extending 
a chemotactic pseudopod for more than 25 minutes.  No Ca2+ burst occurred during this time.  (This example is 
representative of N = 19 single-cell experiments.)  (B)  The neutrophil was subjected to a jet of a 10 nM C5a 
solution.  The jet was initially applied with a low pressure over a distance of 7 μm, inducing the extension of a 
pseudopod.  After ca. 9 minutes, a 5-fold increase of the pipette pressure triggered a Ca2+ burst, accompanied by a 
cell contraction in the horizontal direction.  After temporary removal of the left pipette, a low-pressure jet was 
applied once more, causing the cell to resume the protrusion of a directed pseudopod.  (This example is 
representative of N = 16 single-cell experiments in which C5a jets induced Ca2+ bursts in chemotaxing cells.)  (C)  
Application of a low-pressure, 0.1 μM C5a jet from a short distance triggered a Ca2+ burst in a pipette-held 
neutrophil without prior pseudopod extension.  In response, the cell appeared to flatten against the pipette.  (This 
example is representative of N = 10 single-cell experiments.  Movie 4.4 combines single-live-cell videos of the three 
example experiments included in this figure.)  Scale bars, 10 μm. 
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The second type of neutrophil response was observed at C5a concentrations in the range of 

~1-100 nM and comprised cases where pure chemotaxis was initiated before the Ca2+ burst 

occurred (Fig 4.3B).  In the third type of response, jets with a C5a concentration of ~0.1 μM or 

higher that were applied from a short distance induced Ca2+ bursts in neutrophils that did not 

form pronounced chemotactic protrusions (Fig 4.3C).  In both cases, the Ca2+ burst often 

appeared to coincide with a noticeable neutrophil contraction in the axial direction defined by the 

cell and its holding pipette.  Further analysis revealed that this axial cell contraction was indeed a 

common occurrence, observed in 24 out of 26 cases of Ca2+ bursts (including cases of arrest of 

the axial cell extension; Fig 4.4, A and B, and Fig G.3).  In a few experiments where we later 

retracted the C5a pipette or reduced the jet pressure, the cell recovered and resumed the 

protrusion of pseudopods (time point labeled (5) in Fig 4.3B, second example in Movie 4.4), 

demonstrating that the contractile change in cell morphology was reversible.  Although the 

concurrence of Ca2+ bursts and cellular contraction was often striking (Fig G.3), these 

observations do not constitute definitive proof of a causal relationship between Ca2+ bursts and 

cell contraction.  It is possible that a common original stimulus caused both the burst as well as 

the contraction in parallel.  Yet given that cell contraction and protrusion are opposing types of 

deformation, we can conclude that Ca2+ bursts and purely chemotactic protrusion are 

anticorrelated.   
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Fig 4.4. Coincidence of Ca2+ bursts and axial cell contraction.  Representative examples of jet experiments in 
which C5a solutions were ejected from the left micropipette toward neutrophils held with the right pipette.  The 
brightfield and fluorescence images show the changes of the neutrophil morphology that accompanied Ca2+ bursts 
during two different types of cell response, each illustrated with two examples.  The images were taken at the time 
points marked by numbers in the included graphs of the MFI of Fluo-4.  (A)  Initially chemotaxing neutrophils were 
subjected to a sudden increase of the jet pressure, which also increased the C5a concentration at their surface.  The 
resulting Ca2+ bursts coincided with a contractile morphology change of the cells in the horizontal direction.  (B)  
Sudden exposure of neutrophils to jets of supraphysiological concentrations of C5a triggered Ca2+ bursts that 
coincided with a contractile morphology change of the cells.  The cells did not extend chemotactic pseudopods in 
this case.  We observed the shown behavior—Ca2+ bursts that were accompanied by a decrease or arrest of the total 
axial cell extension—in 24 (out of N = 26) single-cell experiments.  (Detailed time courses of such cell contractions 
are shown in Fig S3.)  Scale bars, 10 μm. 

 

 Two types of contractile force could govern the contractile change in cell morphology.  One 

is the cortical tension, a force (per unit length) that acts tangential to the cell surface and opposes 

the expansion of the apparent surface area.  The other is a normal force (per unit area) that acts to 

pull the cell surface inwards in a perpendicular direction.  If cortical tension dominated the cell 

contraction, the resulting Laplace pressure would give rise to a smooth appearance of the cell 
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surface as well as a cell projection into the cell-holding pipette that fills this pipette and ends in a 

hemispherical cap.  If an inward-pulling force, on the other hand, drove the cell contraction, this 

would result in a rougher cell surface, including a cell projection in the cell-holding pipette that 

might pull away from the pipette wall and partially collapse.  Careful inspection of our 

videomicrographs revealed a mixture of these morphological features, indicating that both types 

of force contributed to the observed cell contraction.  

Limited cell deformation during pure chemotaxis 

Although the above experiments confirmed that high concentrations of C5a triggered Ca2+ bursts 

in nonadherent neutrophils in vitro, it is unlikely that neutrophils encounter similarly high C5a 

concentrations in healthy humans.  Therefore, it is unclear to what extent the observed contractile 

morphology contributes to the natural repertoire of neutrophil behavior.  It seems plausible that it 

represents an exaggerated version of some particular aspect of a preprogrammed neutrophil 

response to anaphylatoxins.  The mechanical nature of the cell contraction prompted us to also 

take a closer look at the mechanical features of the purely chemotactic cell response under near-

physiological conditions where Ca2+ bursts do not occur (Figs. 4.1, 4.2, and 4.3A).   

 An intriguing difference between the cell deformations accompanying pure chemotaxis and 

those accompanying phagocytosis or cell migration became evident when we quantified the 

increase in the apparent cell surface area during the formation of purely chemotactic pseudopods.  

For comparison, human neutrophils are able to increase their apparent surface area to up to 250-

300% of their initial resting surface area during osmotic swelling [180] or phagocytosis [38, 

181].  To establish how changes in surface area during pure chemotaxis compared to this value, 

we developed an image-analysis procedure that allowed us to estimate the cell surface area of 
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neutrophils in suitable video images.  Our analysis is based on the assumption that the visible 2-

dimensional (2D) outline of the cell represents a cross-section of a rotationally symmetric 3-

dimensional (3D) object, and that this cross-section contains the symmetry axis (Fig G.4).  This 

assumption seemed reasonable for many, but not all, video images.  Images of cells that were too 

irregular to be approximated by a rotationally symmetric object were excluded from the analysis.  

We used this analysis to quantify the time course of the cell surface area during pure chemotaxis, 

as demonstrated for a neutrophil extending pseudopods toward a pipette-held zymosan particle 

(Fig 4.5A), and to determine the maximum cell surface area during this process.  In addition to 

our current experiments with target particles and C5a jets, we also estimated the maximum 

surface area increase of neutrophils during the formation of particularly large pseudopods from 

images of previous pure-chemotaxis experiments that were performed with various bacterial, 

fungal, and model targets without Fluo-4 imaging (Fig 4.5B).  

 
Fig 5. Limited surface-area expansion during pure chemotaxis.  (A)  The graph shows an example of the time-
dependent surface area of a neutrophil during pure chemotaxis toward a pipette-held zymosan particle.  
Representative video snapshots that were taken at the time points marked by numbers are included.  (B)  The 
column-scatter plots show of the values of the maximum cell surface area measured during pure chemotaxis in 
previous and current experiments with target particles (N = 81) and during current jet experiments (N = 23), 
respectively.  The upper limit of these values is indicated by a dashed red line.  Example videomicrographs of cells 
extending large chemotactic pseudopods are included.  (Our approach to measure the cell surface area is illustrated 
in Fig G.4.)  Scale bars, 10 μm. 
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 This analysis revealed that the cells rarely expanded their apparent surface area by more than 

~25%, and never by more than 30%, during pure chemotaxis (Fig 4.5B).  This limit is much 

smaller—by a factor of ~8—than the maximum capacity of human neutrophils to expand their 

surface area [38, 181].  However, this value coincides with the amount of mechanical slack 

exhibited by the cortex of these cells.  Human neutrophils are known to accommodate surface-

area expansions of up to ~30% without having to cope with a significantly increased mechanical 

resistance [182].  Larger changes of the surface area, however, require a much stronger outward 

push by the cytoskeleton in order to overcome the rising cortical tension and other contractile 

forces [13, 182].   

 The limited ability of nonadherent neutrophils to expand their surface area could thus be due 

to insufficient protrusive force generation or prohibitive resistance by contractile forces.  In view 

of the peculiar cell contraction induced by high concentrations of C5a (Figs. 4.3, B and C, and 

4.4, and Fig G.3), we next addressed whether physiological concentrations of anaphylatoxins 

might suffice to cause an abnormal rise of the cortical tension.  Using a previously developed 

method (Fig 4.6A) [86, 182], we estimated the effective cortical tension during the formation of 

chemotactic pseudopods in the absence of Ca2+ bursts (Fig 4.6B).  With very few exceptions, the 

measured tensions were within the expected range and consistent with the respective cell surface 

areas (Fig 4.6, B and C) [182].  We therefore conclude that it is not an excessive cortical tension, 

but a limited ability to generate protrusive force, that prevents nonadherent neutrophils from 

expanding their surface area by more than ~30% during pure chemotaxis.  The decisive 

prerequisite for larger surface expansions therefore appears to be cell adhesion to a substrate or 

target particle.  A possible explanation for this requirement is the hypothesis that adhesive bonds 

anchor adjacent cytoskeletal filaments to the substrate or particle and nucleate a local increase in 
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the rigidity of the cytoskeleton by promoting local actin crosslinking and polymerization.  The 

resulting anchored and rigid cytoskeleton then provides the bracing support that is necessary for 

stronger protrusions of nonadherent patches of the cell surface. 

 
 

Fig 4.6.  Effective cortical tension during pure chemotaxis.  (A)  The well-known equilibrium equation for 
converting the measured aspiration pressure  Δp  to the tension  σ  of a pipette-held fluid membrane capsule follows 
from Laplace’s law.  If the length of the cell projection into the pipette exceeds the pipette radius  Rp,  the mean 
curvature  Hp = 1/Rp.  For the mean curvature  Hc ,  we here use the inverse radius of a sphere that approximates the 
outer part of the cell.  (B)  This column-scatter plot presents a total of N = 71 individual measurements of the cortical 
tension of nonadherent neutrophils extending chemotactic pseudopods (without calcium bursts).  Because of the 
dynamic nature of the cell shape and other uncertainties in the current experiments, these values are crude estimates.  
(C)  For direct comparison with our current data, we here include previously measured mean values (error bars 
denote standard deviations) of the maximum cortical tension of human neutrophils phagocytosing zymosan particles 
or antibody-coated beads (5 µm in diameter) [12]. 

 
Discussion 

Ca2+ bursts in immune cells represent a highly distinctive signaling mechanism that conducts a 

signal throughout the entire cell extremely rapidly.  The return of the released Ca2+ into storage 

compartments such as calciosomes or the endoplasmic reticulum requires ATP-dependent pumps 

and is energetically costly.  Therefore, massive global Ca2+ bursts are unlikely to occur very 

frequently, in contrast to the common involvement of Ca2+ ions in local cell functions.  Despite 

this distinctive nature, the question which physiological immune-cell functions cause or require 
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Ca2+ bursts remains unanswered and merits closer attention.  It is reasonable to assume that the 

underlying physiological events occur only occasionally and tend to engage the whole cell.  

Given the prominence and easy detectability of Ca2+ bursts, a better understanding of the 

underlying events could provide a valuable foundation for new insights and tools in biomedical 

research and clinical diagnostics.   

 A closer look at the cause-and-effect sequences or mechanisms governing Ca2+ bursts in 

motile immune cells benefits greatly from a reductionist approach that separates recognition of 

chemotactic cues from other elements of chemotactic cell migration such as cell-substrate 

adhesion.  Unlike other chemotaxis assays, our single-live-cell, pure-chemotaxis experiments 

were designed for this purpose.  As a consequence, we were able to establish that complement-

mediated, pure chemotaxis neither requires nor causes Ca2+ bursts, consistent with previous 

studies that used formyl peptides to stimulate chemotaxis of adherent neutrophils (32, 33).  

Inasmuch as chemoattractant gradient sensing and pseudopod formation can be viewed as local 

processes, our result agrees well with the assumption that Ca2+ bursts are linked to global cellular 

events.   

 Having ruled out that the ligation of GPCRs of anaphylatoxins acts as a direct biochemical 

cause of Ca2+ bursts under physiological conditions, we pursued two lines of further enquiry.  

First, we forced the occurrence of Ca2+ bursts in nonadherent neutrophils by subjecting the cells 

to jets of solutions containing supraphysiological concentrations of C5a.  Second, we examined 

mechanical aspects of the cell behavior during pure chemotaxis.  Although our jet experiments 

revealed important qualitative insights, their quantitative interpretation is difficult.  Ever-present 

pressure drifts in the open experiment chamber make it impossible to completely stop flow 

through the C5a pipette over an appreciable amount of time.  To avoid contamination of the 
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chamber, we therefore maintained a slightly negative pressure in the C5a pipette between actual 

single-cell tests.  As a consequence, the exact moment when, after pressure reversal, the ejected 

jet starts delivering C5a is unknown.  Furthermore, neither the concentration of C5a reaching the 

front of the cell, nor its gradient along the cell surface, are accurately known, for the following 

reasons.  First, carboxypeptidases in the supplied donor serum rapidly metabolize C5a [163].  

Second, the flow rate at which the C5a solution is expelled from the pipette tip is difficult to 

assess because it depends on the pipette geometry and possible additional flow bottlenecks in the 

pressure system.  Third, the flow profile of the jet is affected by nearby walls and the changing 

cell shape.  In addition to these uncertainties regarding the biochemical stimulation of the cells, it 

is also important to bear in mind that human neutrophils can sense and be activated by fluidic 

shear flow alone [139-142, 183-185].   

Our jet experiments identified two causal stimuli of Ca2+ bursts in nonadherent neutrophils:  

(i) co-stimulation of the cells by a combination of fluid shear flow and moderate C5a 

concentrations (typically on the order of 1-10 nM), and (ii) high C5a concentrations alone (on the 

order of 0.1 µM or more).  These observations are qualitatively consistent with the behavior of 

adherent neutrophils, which have been shown to be able to sense shear flow [183-185] and to 

exhibit Ca2+ bursts in response to a combination of shear flow and the chemoattractants 

interleukin 8 (IL-8) [139] or fMLP [140].  Moreover, adherent human neutrophils are able to 

chemotax without Ca2+ bursts when stimulated by low concentrations of fMLP, whereas high 

fMLP concentrations triggered Ca2+ bursts and stopped chemotaxis [27].  (In the latter study, the 

neutrophils might also have been co-stimulated by shear flow.)  It is worth noting that the 

similarities between previously published studies and our findings exist despite the use of 

different chemoattractants.  In general, one may not take for granted that different 
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chemoattractants elicit a common neutrophil response.  In fact, different chemoattractants can 

activate distinct—and even mutually inhibitory—signaling processes in the same cell [175, 176].  

Moreover, the quantitative interpretation of similarities between adherent and nonadherent cells 

is problematic because most types of adhesion to a substrate or phagocytic target cause activation 

of immune cells.  For example, the release of reactive oxygen intermediates can vary up to 100-

fold between adherent and nonadherent neutrophils under otherwise identical conditions [186].   

As part of our second line of enquiry, we carefully examined the cell morphology during 

pure chemotaxis under near-physiological conditions where no Ca2+ bursts occurred.  

Quantifying the degree of cell deformation in terms of the increase of the apparent cell surface 

area, we discovered a large (~8-fold) difference between the increase in surface area due to 

purely chemotactic deformations and the enormous capacity of these cells to change their shape 

during adhesion-dependent processes such as phagocytosis or migration.  Perhaps the most 

interesting outcome of this quantitative assessment was the coincidence between the maximum 

surface-area expansion measured during pure chemotaxis (30%) and the amount of cortical slack 

that neutrophils are known to possess [182].  This result implies that the largest protrusive forces 

that nonadherent neutrophils can generate are much lower than the forces that adherent 

neutrophils are able to produce [13].  

Together, these experiments expose two seemingly contradictory mechanical correlates of 

Ca2+ bursts.  The limited extent of protrusion in the absence of Ca2+ bursts (Fig 4.5) implies that 

such bursts might be a prerequisite for larger protrusive deformations.  In contrast, when Ca2+ 

bursts did occur in our jet experiments, the accompanying cell deformation opposed protrusion 

(Figs. 4.3, B and C, and 4.4, and Fig G.3).  It is important to bear in mind though that the high 

concentrations of C5a required to trigger Ca2+ bursts in nonadherent neutrophils are unlikely to 
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be encountered in vivo.  A quantitative analysis of C5a production under near-physiological 

conditions showed that the highest concentrations of C5a are found in the immediate vicinity of 

pathogenic particles [163].  On the other hand, this analysis also showed that the C5a 

concentration correlates positively with the particle size.  Therefore, the concentrations of both 

C5a as well as the derived C5a(desArg) are expected to rise during infections.  C5a(desArg) 

binds to the C5a receptor with a lower affinity than C5a, but high concentrations of C5a(desArg) 

still significantly contribute to immune-cell activation [187].  It is therefore possible that in 

pathological situations, the total concentration of C5a and C5a(desArg) reaches values high 

enough to stall chemotaxis by the same mechanism that causes the contractile cell deformation 

reported here.  Indeed, high C5a concentrations are an important factor in the neutrophil 

paralysis that is observed in sepsis [166-170].  Thus, the type of single-cell experiments 

presented here could provide an instructive window into the behavior of immune cells during 

sepsis and other pathological conditions.   

Both tangential as well as normal (perpendicular) surface forces are responsible for the 

peculiar cell deformation that accompanies Ca2+ bursts in nonadherent neutrophils.  If we 

conceptually translate these forces to neutrophils that adhere to a substrate or phagocytic target 

under physiological conditions, their actual role becomes clearer.  As part of a “push-and-lock” 

mechanism [13], the normal force stabilizes adhesion by flattening the cell against the substrate 

or particle [155], thus locally counteracting protrusive forces that would otherwise lift the cell off 

the substrate or push phagocytic targets away.  The tangential force, or cortical tension, acts 

globally to pull phagocytic particles into the cell [13] or to reel in the trailing end of a cell 

crawling on a substrate.  Our results (Figs. 3, B and C, and 4) suggest that exposure of 
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neutrophils to excess C5a causes a mechanical imbalance that boosts the contractile forces 

beyond the ability of protrusive forces to keep pace.   

Central to the balance between contraction and protrusion are cytoskeletal membrane 

anchors, which are structural linkages that connect the cytoplasmic domains of transmembrane 

receptors to the actin cytoskeleton either directly or through adapter proteins [11, 13, 122].  The 

function of many of these linkages involves Ca2+.  Examples include the cleavage of anchor 

components by proteases like calpain [29, 188-190], the interaction of β2-integrins with Ca2+ 

channels [139-141, 143, 157, 158], and the involvement of moesin in P-selectin glycoprotein 

ligand-1 (PSGL-1)-mediated Ca2+ signaling [142].  Complement receptor 3 (CR3, also known as 

Mac-1, CD11b/CD18, and αMβ2 integrin) seems particularly suited to function as a mechanistic 

switchboard in the regulation of Ca2+-related neutrophil deformations [143, 157, 158].  CR3 is 

one of the most promiscuous immune cell receptors [191, 192], capable of funneling a multitude 

of stimuli into one or a few common response pipelines.  Not only does the affinity of CR3 

depend on divalent cations, it can also be adjusted by conformational changes induced by 

extracellular as well as intracellular stimuli, including the exposure to C5a and the ligation of 

other phagocytic receptors [193].  The number of CR3 molecules on the surface of neutrophils 

can be increased up to three-fold through exposure to chemokines like fMLP [194] and C5a 

[195].  Lastly, neutrophils are able to regulate the mobility of CR3 [159, 193, 196], implying that 

the cells can control the state of the receptor’s cytoskeletal anchor.  The sum of these features 

tentatively assigns to structural linkages involving CR3, its sibling lymphocyte function-

associated antigen 1 (LFA-1), or similar receptors, along with their cytoskeletal anchors, a 

pivotal mechanistic role in the governance of Ca2+ bursts in immune cells.   

In summary, pure chemotactic protrusion under physiological conditions is characterized by 
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the absences of Ca2+ bursts, cell adhesion, and surface area increases beyond the extent permitted 

by the inherent slack of the neutrophil surface.  It is possible that the release of cytoskeletal 

membrane anchors locally eases the formation of protrusive pseudopods, but this type of assist 

does not require Ca2+ bursts during pure chemotaxis.  A qualitatively different mode of 

cytoskeletal organization and dynamics governs the balance of protrusion and contraction during 

larger deformations of adherent neutrophils.  Maintenance of this balance across various immune 

cell functions requires the expedient coordination of locking or release of cytoskeletal membrane 

anchors.  We hypothesize that the mechanistic switch between the two modes of cytoskeletal 

behavior is an adhesion-dependent, global event that is mediated by a Ca2+ burst.  This 

hypothesis is consistent with previous interdisciplinary studies of Ca2+ bursts in neutrophils [27, 

139-142, 155, 159], and agrees well with the established behavior of the cortical tension of these 

cells [182].  It assigns to Ca2+ bursts a primarily mechanotransductory function.  Although 

further dissection of the nature of this mechanistic switch is beyond this study’s focus on pure 

chemotaxis, our findings have taken us closer to a sound understanding of the physiological role 

of Ca2+ bursts in immune cells. 

 

Materials and Methods 

Human neutrophil isolation 

Written informed consent was obtained from all subjects.  The Institutional Review Board of the 

University of California Davis approved the protocol for this study. Neutrophils were isolated 

from whole blood of healthy donors by immunomagnetic negative selection using the EasySep 

Direct Human Neutrophil Isolation Kit (STEMCELL Technologies).  First, 25 μL each of the 

isolation cocktail and the magnetic bead solution were added to a small volume of blood (~0.5 
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mL) to facilitate cross-linking of cells other than neutrophils to magnetic beads using tetrameric 

antibody complexes.  After 5 minutes, the sample was diluted with phosphate-buffered saline 

containing 2% fetal bovine serum and 1mM EDTA (EasySep Buffer, STEMCELL 

Technologies) at a minimum 2:1 ratio, and placed adjacent to a magnet.  After 10 minutes, 0.5-

1.0 mL of the enriched, lighter-colored neutrophil fraction was carefully transferred into a new 

test tube, and another 25 μL of the magnetic bead solution was added.  After two more 5-minute 

magnetic separation cycles, the cells were re-suspended in Hank's balanced salt solution 

containing 1.26 mM Ca2+ and 0.9 mM Mg2+ (HBSS with Ca2+ and Mg2+; Thermo Fisher 

Scientific) and treated with Fluo-4 as described below.   

Fluo-4 labeling of live human neutrophils and reduction of side effects 

Fluo-4 (Fluo-4, AM; Thermo Fisher Scientific) was reconstituted in anhydrous dimethyl 

sulfoxide (DMSO; Thermo Fisher Scientific) at a concentration of 1 µM and stored at 4°C 

protected from light.  For each experiment, 1 mL of isolated neutrophil suspension was incubated 

with 0.5 µL of Fluo-4 solution at 37°C for 25 minutes, and then re-suspended in HBSS.  The 

labeled cells were gently rotated in a dark container at room temperature until use.  

We encountered the following side effects of the fluorescent Ca2+ dye Fluo-4.  When 

examining neutrophils preloaded with Fluo-4 under the high-power excitation light provided by a 

mercury arc lamp, we occasionally observed spontaneous increases of the intensity of the emitted 

fluorescence without any other sign of neutrophil activation, presumably due to photo or heat 

activation of the dye.  Such false positives were overcome by using, as our standard excitation 

source, the cyan LED of the SpectraX light engine (Lumencor), strobed at 0.5-second intervals at 

10% of its maximum intensity and filtered through an ET480/40x bandpass excitation filter 
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(Chroma Technology).  Despite this low-power excitation, we still frequently observed cell death 

toward the end of an experiment, usually after a Ca2+ burst.  This cytotoxic effect of Fluo-4 was 

noticeably reduced after we decreased the concentration of the dye in the neutrophil-

preincubation buffer to half the recommended value.  Even then, we found that the cortical 

tension of the neutrophils was often slightly increased, causing the cells to appear stiffer than in 

the absence of Fluo-4.  Therefore, we cannot exclude that the presence of Fluo-4 affected the 

values of our quantitative measurements somewhat.  However, throughout the relevant stages of 

our experiments (pure chemotaxis, adhesion, phagocytosis), the time-dependent behavior of 

neutrophils preloaded with Fluo-4 was the same as in numerous previous experiments without 

the dye.  Therefore, it seems reasonable to assume that Fluo-4 did not qualitatively affect the 

main results reported here.    

Preparation of target particles 

Zymosan particles (Sigma-Aldrich) were suspended in phosphate-buffered saline (PBS; IBI 

Scientific) at 3-10 mg/mL, boiled in a water bath for 30 minutes, washed twice in PBS, and 

stored at 4°C.  On each day of experimentation, the solution was sonicated for 30-60 minutes 

before use.  Whole 1,3/1,6-β-glucan particles (WGP Dispersible; InvivoGen) were suspended in 

PBS at 2-10 mg/mL.  After three washes in PBS, the solution was sonicated for 30-60 minutes.  

The solution was stored at 4°C.  Sonication was repeated on each day of experimentation.  

Polystyrene microspheres were opsonized with antibody as described previously [182].  In short, 

beads with 5.0 or 9.7 µm nominal diameter (Duke Standards Microspheres; Thermo Fisher 

Scientific) were incubated overnight at 4°C in PBS containing 10 mg/mL BSA.  After 3 washes 

in PBS with 0.01% Tween 20 (Calbiochem/MilliporeSigma), the beads were incubated with 

rabbit polyclonal anti-bovine albumin antibody (Thermo Fisher Scientific) at room temperature 
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for one hour.  The beads were then washed three more times in the PBS/Tween solution, and re-

suspended in PBS for storage at 4°C. 

Single-live-cell, single-target experiments 

An inverted microscope (Zeiss) was equipped with a dual micropipette manipulation system as 

described previously [86, 197].  The experiment chamber was filled with HBSS with Ca2+ and 

Mg2+.  For experiments with zymosan or β-glucan particles, the buffer was supplemented with 

20% autologous donor serum.  When using opsonized microspheres, the buffer was 

supplemented with serum or 20 mg/mL bovine serum albumin (BSA; AMRESCO).  All 

experiments using human neutrophils were performed at room temperature. 

Jet experiments 

Native (not recombinant) human C5a (Complement Technology, Inc.) was diluted in serum-free 

buffer to the desired concentration and preloaded into the pipette facing the cells.  To minimize 

contamination of the experiment chamber, the C5a pipette was kept under a slight suction 

(negative) pressure until the start of each single-cell test.  Once the cell-holding pipette and the 

C5a pipette had been positioned at the desired distance from one another, the pressure in the C5a 

pipette was reversed to the desired positive value, causing its solution to be expelled in a jet 

directed toward the cell.  

Dual-camera setup for simultaneous recording of fluorescence and brightfield images 

Micropipette manipulation requires a low-noise environment.  To prevent vibrations caused by 

mechanical shutters or filter wheels, we used a dual-camera setup that allowed us to record 

fluorescence and brightfield images without such devices (Fig G.1).  The microscope was 
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coupled to two video cameras using a Zeiss dual-camera adapter.  A uEye USB-3 camera (UI-

3240; IDS/1stVision) was used to record brightfield images, and a sensitive EMCCD camera 

(Andor Ixon Ultra; Technical Instruments) was synchronized with an electronically strobed LED 

(SpectraX light engine) and used to record fluorescence images under low-intensity excitation.  

White LED light (Thorlabs) was filtered to produce red light for brightfield illumination.  Epi-

illumination by the cyan LED of the SpectraX light engine provided optimum excitation of Fluo-

4.  The emitted green light was passed through suitable dichroic mirrors and an emission filter 

(Fig G.1) to be imaged by the EMCCD camera.   

Measurement of the cell surface area 

The principal workflow of our measurement of the cell surface area involved the following steps 

(Fig G.4).  First, we manually traced the boundary of the cell body outside the pipette in a 

suitable video image (Fig G.4).  We then found the mathematical expression of a Fourier-

smoothed, continuous representation of the resulting polygon (Fig G.4).  The 2D region enclosed 

by this curve was assumed to be the cross-section of a rotationally symmetric 3D body 

containing the symmetry axis.  We also assumed that the axis of rotation ran through the 2D 

center of mass of the cross-sectional region.  We next determined those two straight lines 

containing the mass center for which the contour parts on either side exhibited maximal mirror 

symmetry.  From these two candidates, we chose the most likely axis of rotation based on the 

experimental context, usually defined by the position of the nearby target particle.  The two parts 

of the contour on either side of this axis were not usually exact mirror-symmetric replicas of each 

other, so we approximated the actual contour with a mirror symmetric version, which here is the 

average of the two parts.  Finally, we used this symmetric contour to generate a 3D image of the 

resulting axisymmetric shape (Fig G.4).  We used a slightly different approach in our surface 
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area calculation.  Rather than averaging the two contour parts, we generated separate 

axisymmetric 3D bodies for each of them and then calculated the average of the surface areas of 

these two bodies.   

As long as the osmotic conditions do not change, the cell volume remains constant during the 

deformations considered here.  We calculated the total volume of the deformed cell as the sum of 

the volume of the axisymmetric approximation of the cell body outside the pipette and the 

volume of the cell projection in the pipette, which was assumed to consist of cylindrical and 

hemispherical parts.  If this total volume was different from the volume of the same cell 

measured in its initially relaxed, spherical state, we enforced the volume constraint by rescaling 

the outer cell body.  Only then did we calculate the total surface of the deformed cell.  Our 

calculation accounted for the hole in the surface of the outer cell body at the pipette entrance by 

subtracting the area of a disc that had the same radius as the pipette. 
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Chapter 5: Experimental characterization and computational modeling of calcium bursts 

during neutrophil phagocytosis 

 

Abstract 

Rapid, global bursts in free cytosolic calcium (Ca2+) are well-known to occur during a variety of 

immune cell processes including migration and phagocytosis. However, the key factors 

determining the onset, magnitude, and duration of Ca2+ bursts have not been fully characterized. 

Here, we examine Ca2+ bursts in human neutrophils during phagocytosis of serum-opsonized 

fungal model particles or IgG-coated targets using a combination of biophysical experiments and 

computational modeling. In one experimental setup, we used two opposing micropipettes to hold 

a human neutrophil and a pathogenic particle; by gently handing over the target particle, we 

could closely observe single phagocytosis events. In an alternative setup, we deposited human 

neutrophils onto an IgG-coated coverslip and imaged them during frustrated phagocytic 

spreading. Ca2+ bursts occurred consistently during phagocytosis of the particles tested in our 

micropipette experiments, but the timing and magnitude of these bursts depended on the type of 

target particle. Additionally, we found that Ca2+ burst duration, but not magnitude, correlated 

with particle size. In frustrated phagocytosis experiments, IgG density determined the timing of 

Ca2+ burst onset and correlated with the magnitude and duration of Ca2+ bursts. Ca2+ bursts still 

occurred in the absence of extracellular Ca2 but were eliminated by pre-treating cells with 

thapsigargin in Ca2+-free media. Therefore, the predominant source of Ca2+ for these bursts was a 

pool of thapsigargin-sensitive intracellular stores. Extracellular Ca2+, on the other hand, was 

mainly important for refilling Ca2+ stores on longer timescales. Our experimental findings 

matched well with predictions from our computational model of Ca2+ bursts during phagocytic 
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spreading. This model predicted that the timing and magnitude of Ca2+ bursts would both be 

altered by changes in IgG density and that the majority of Ca2+ in the initial burst comes from the 

endoplasmic reticulum. Together, our experiments and computational model illuminate key 

quantitative features of Ca2+ bursts in human neutrophil phagocytosis. 

 

Introduction 

Rapid, global bursts in free intracellular calcium (Ca2+) concentration are a hallmark of immune 

cell activation, observed in diverse processes including arrest and spreading on the endothelium, 

immunological synapse formation, and phagocytosis [26, 139, 140, 160]. Unlike other localized 

Ca2+ signaling events, these Ca2+ bursts occur uniformly throughout the cell body, with the 

cytosolic Ca2+ increasing several-fold in a matter of seconds. Although Ca2+ bursts are 

commonly used as a readout of immune cell activity, many fundamental questions about these 

bursts remain unanswered. What determines the onset of a Ca2+ burst? Does the overall 

magnitude of a Ca2+ burst depend on the types of receptors being engaged? Are Ca2+ bursts 

primarily a result of release from intracellular stores such as the endoplasmic reticulum (ER) or 

influx through the plasma membrane (PM)? 

 In neutrophils, the resting Ca2+ concentration is typically 100 nM [198], whereas the Ca2+ 

concentration in intracellular stores such as the ER or in the extracellular space is typically 

several orders of magnitude higher (about 200 μM in the ER lumen [155] and 1-2 mM in the 

extracellular medium). The steep electrochemical gradients across the ER membrane and the PM 

can be exploited to drive rapid elevations in cytosolic Ca2+ levels. Following biochemical 

stimulus, the opening of channels such as the IP3 receptor in the ER membrane can quickly 
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increase cytosolic Ca2+ levels, accelerated by positive feedback loops that drive the opening of 

Ca2+ channels in both the ER membrane and the PM.  Some experiments have indicated that 

these signals can also be modulated by tension acting on integrins in the presence of shear flow 

[139-141, 199].   

Ca2+ bursts have been observed in phagocytosis for several decades (reviewed in [160]). One 

key study in human neutrophils indicated that, compared to complement-mediated phagocytosis, 

IgG-mediated phagocytosis is much more sensitive to intracellular Ca2+ chelation [24]. 

Additionally, it is known that the biochemical pathway leading to Ca2+ bursts differs depending 

on the receptors being engaged. Release of Ca2+ from intracellular stores occurs via a 

phospholipase C gamma (PLCγ)-mediated pathway in Fcγ receptor (FcγR)-mediated 

phagocytosis [200], but depends on phospholipase D (PLD) activation in complement receptor 3 

(CR3)-mediated phagocytosis [201]. In either case, store emptying leads to a Ca2+ influx through 

the process of store-operated calcium entry (SOCE) [147]. However, the contribution of store-

release vs. influx through SOCE remains unclear in the literature. Some studies attribute most of 

the global Ca2+ elevation to influx through store-operated channels [141, 148, 157, 202], but 

others find that eliminating influx has only small effects on Ca2+ bursts [203, 204].  

In this study, we examine global Ca2+ dynamics during neutrophil phagocytosis using 

experiments and computational modeling. We test two complementary experimental setups: 

dual-micropipette-manipulation experiments to examine single events of phagocytosis and 

frustrated phagocytosis experiments to image cells in bulk during phagocytic spreading on IgG-

coated coverslips. In either case, we label neutrophils with a Ca2+-sensitive fluorophore and 

examine changes in cell shape and intracellular Ca2+ over the time course of phagocytosis. We 

measure differences in global Ca2+ dynamics depending on the type of target particle (serum-
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opsonized fungal model particles vs. IgG-coated particles), the size of target particle, and 

opsonin density on the target surface. In the case of IgG-mediated phagocytosis, we also assess 

how the removal of extracellular Ca2+ or the pre-depletion of intracellular Ca2+ stores influences 

the magnitude of Ca2+ bursts during phagocytosis. We then relate our experimental findings to 

the predictions of a computational model of global Ca2+ dynamics during phagocytosis of an 

IgG-coated target. The model consists of a system of ordinary differential equations that account 

for Ca2+ fluxes passing through the ER membrane and the PM, allowing us to predict changes in 

global Ca2+ concentration over time. We examine the predicted effects of varying IgG density, 

eliminating extracellular Ca2+, and depleting intracellular stores, and compare these predictions 

to our experimental observations.  

 

Materials and Methods 

Cell isolation and treatment conditions 

The protocol for this study was approved by the Institutional Review Board of the University of 

California, Davis and all donors provided written informed consent.  Human neutrophils were 

isolated from the whole blood of healthy donors using the EasySep Human Neutrophil Isolation 

Kit (Cat#17957; STEMCELL Technologies). Prior to use of the kit, blood was mixed at a 1:5 

ratio with HetaSep (STEMCELL Technologies) and centrifuged for 5 minutes at 110g, then the 

leukocyte-rich fraction was collected. Cells were washed twice more (once at 500g to remove 

platelets, then once more at 120g), and then resuspended at about 5×107 cells per mL. The 

isolation protocol was then completed according to the manufacturer’s protocol. 
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 For Fluo-4 or Fura Red loading, cells were resuspended at about 1×106 cells per mL in 

Hanks’ balanced salt solution with Ca2+ and Mg2+ (HBSS+; Thermo Fisher Scientific) with 0.1% 

human serum albumin (HSA; MP Biomedicals) and either 0.5 μM Fluo-4 AM (Thermo Fisher 

Scientific) or 1 μM Fura Red AM (AAT Bioquest). The suspension was placed on a rotator in the 

dark at 37°C for 15 minutes. For pipette experiments, cells were resuspended in HBSS without 

Ca2+ or Mg2+ (HBSS-; Thermo Fisher Scientific) with 2% HSA following this incubation step. A 

small volume of cells was then added to the experimental chamber which contained HBSS+ with 

2% HSA (in experiments with IgG-coated beads) or 20% autologous donor human serum (in 

experiments with fungal model particles).  

In frustrated phagocytosis experiments, cells were resuspended according to their treatment 

condition. Because the 1 mM stock solution of thapsigargin (Thermo Fisher Scientific) was 

prepared in anhydrous dimethyl sulfoxide (DMSO; Sigma-Aldrich), DMSO was present in 

thapsigargin experiments at a final concentration of 0.01%. To ensure this small amount of 

DMSO did not contribute to any differences observed in our experiments, we included 0.01% 

DMSO in all other solutions used during the frustrated phagocytosis experiments. Accordingly, 

under standard conditions, we resuspended cells in HBSS+ with 2% HSA and 0.01% DMSO. In 

the Ca2+-free media condition, we resuspended cells in HBSS- with 0.1 mM ethylenediamine 

tetraacetic acid (EDTA; Affymetrix), 2% HSA, and 0.01% DMSO.  In the thapsigargin 

condition, cells were resuspended in HBSS- with 0.1 mM ethylene glycol tetraacetic acid 

(EGTA; Research Products International), 0.9 mM MgCl2, 100 nM thapsigargin, and 2% HSA. 

Thapsigargin was added 40 min prior to starting the experiment and cells were rotated at room 

temperature for the duration of treatment.   

 



115 
 

Surface preparation 

Zymosan (Sigma-Aldrich) and β-glucan particles (WGP Dispersible; InvivoGen) were dissolved 

at ~10 mg/ml in 1X phosphate buffered saline (PBS; Bio-Rad) by boiling in a water bath for 1 

hour. They were then washed two times in PBS and stored at 4°C. Prior to use, either solution 

was sonicated for 30 minutes to break apart large clusters of particles. Experiments using these 

particles were conducted in the presence of 20% autologous donor serum in HBSS+. 

 IgG beads were prepared using the same approach described in Chapter 4. 5 or 10 μm 

polystyrene microspheres (Duke Standards) were incubated in 1% (10 mg/ml) bovine serum 

albumin (BSA; VWR) in PBS for 1 hour at room temperature or overnight at 4°C, then washed 3 

times in PBS with .01% Tween-20 (PBST; Tween-20 from Calbiochem). Beads were then 

incubated in 150 μg/ml polyclonal rabbit anti-BSA IgG (Cat# A11133; Invitrogen) in PBS for 1 

hour at RT or overnight at 4°C. We ensured that at least 10 μg of IgG was present per 1 cm2 of 

bead surface area for consistency with our coverslip coating protocol. Finally, beads were 

washed twice more in PBST, resuspended in PBS, and stored for up to 1 month at 4°C. 

 IgG-coated coverslips were prepared as described in Chapter 2. However, for these 

experiments, we used a new experimental chamber with individual wells sealed to the glass 

coverslip, allowing us to easily test different conditions in parallel. Each well had 0.3 cm2 of 

exposed glass and was incubated with 30 μL of 150 μg/mL anti-BSA IgG to ensure at least 10 μg 

of IgG was present per cm2 of glass. Effective IgG density was altered by preparing mixtures of 

polyclonal rabbit anti-BSA IgG and monoclonal mouse anti-BSA IgG-1 (Cat# MA1-82941; 

Invitrogen, Waltham, MA), as described in Chapter 2. The coating densities are reported as 

percentages present in the incubation solutions (100 × moles of rabbit IgG / moles of total IgG), 

or, in some cases, as the absolute surface densities measured for these surfaces in Chapter 2. 
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Fura Red imaging and dye calibration 

To image cells loaded with Fura Red, we alternated between excitation with two LEDs; their 

excitation filters were centered at 436 nm (blue) and 470 nm (cyan). Emission light passed 

through a 585 nm long-pass filter and was then collected with an emission filter centered at 640 

nm. The two fluorescence images were collected in quick succession, with a 100 ms exposure 

time each. Brightfield images were collected simultaneously using green light (centered at 546 

nm). 

 Given the intensity upon excitation with blue light (Iblue) and upon excitation with cyan light 

(Icyan), the Fura Red ratio  r  was calculated by subtracting the background noise for each channel 

(Iblue,BG  and  Icyan,BG) and taking the overall ratio: 
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 Background images were collected each day to correct for any day-to-day experimental 

variability in ambient light. From this ratio, the Ca2+ concentration was calculated using the 

following well-known relationship: 
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To complete this calculation, one must first determine the Fura Red ratio at zero Ca2+ (rzero) and 

the Fura Red ratio at very high Ca2+ (rhigh) [205, 206]. The ratio between  Icyan,zero  and  Icyan,high  

was approximated by  rhigh / rzero  , because  Iblue  did not change for different Ca2+ concentrations 

in our setup. Kd,FR  is the Fura Red:Ca2+ dissociation constant (400 nM, according to supplier). 

We calibrated Fura Red ratios in the neutrophil-like cell line PLB-985, which allowed us to 

measure  rzero  and  rhigh  in cells without drawing extra blood samples. We followed protocols 
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previously developed for Fura-2 calibration in T cells [207]. Cells were incubated with 1 μM 

Fura Red in RPMI Medium 1640 (Thermo Fisher Scientific) with 10% fetal bovine serum (FBS; 

Atlanta Biologicals) for 15 minutes at 37°C and then resuspended at a very high concentration 

(>1×107 / mL) in intracellular buffer [208] (140 mM KCl, 1 mM MgCl2, 2 mM EGTA, 20 mM 

HEPES, 0.2% HSA, all chemicals but HSA and EGTA from Sigma-Aldrich) or intracellular 

buffer supplemented with 20 mM CaCl2 (Sigma-Aldrich). Cells were deposited into wells, and 

after imaging was initiated, a bolus of diluted Triton-X 100 (Sigma-Aldrich) in intracellular 

buffer was added to a final concentration of 1% to achieve rapid cell permeabilization, and the 

Fura Red ratio was measured over time (Fig 6.1). We performed this test on 9 different days, and 

averaged the ratios reached after permeabilization in high-Ca2+ media (intracellular buffer with 

CaCl2) and zero-Ca2+ media (intracellular buffer) to approximate  rhigh  and  rzero, respectively 

(Fig 6.1A). This then allowed us to compute Ca2+ concentration using Eq (5.2) (Fig 6.1B).

  

Fig 6.1: Calibration of Fura Red in PLB-985 cells. (A) The Fura Red ratio over time averaged over 9 different 
trials is shown in high-Ca2+

 (red curve) and in zero-Ca2+ (black curve) media, with error bars denoting the standard 
deviation across trials at each time point. Dashed lines indicate the chosen values for rhigh  (red) and  rzero  (black). 
(B) This plot shows the relationship between free Ca2+

 concentration and Fura Red ratio, as given by Eq (5.2) for our 
calibrated values of  rhigh  and  rzero. The image shows Fura Red ratios for two human neutrophils on an IgG-coated 
surface; their average Fura Red ratios correspond to the points labeled in the plot. 
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Image analysis 

All image analysis was conducted using custom-written software in MATLAB. Our code is 

available at https://github.com/emmetfrancis/MFICalc and 

https://github.com/emmetfrancis/ratiometric. Fluo-4 images were analyzed by first thresholding 

on intensity and filling holes to identify a contiguous cell body (or multiple bodies in frustrated 

phagocytosis assays) and then averaging over the brightest pixel values in each cell region. For 

consistency, in all cases, we averaged over a number of pixels which corresponded to 40 μm2 

(about 2/3 of the cross-sectional area of a resting neutrophil) and we excluded the brightest 5 

pixel values to avoid any effects due to outlier hot pixels.  

Fura Red analysis was similar, although in this case, we initially segmented on the blue 

channel intensity to identify cell bodies and then assessed the ratio (Eq (5.1)) within each of 

these regions, averaging over the ratio values within a 5 μm radius of the identified cell centroid.  

The average ratio was then used to compute the Ca2+ concentration through Eq (5.2). 

RICM images were analyzed as described in Chapter 2; contact areas were segmented by 

thresholding on both local variance and intensity. The resulting contours were smoothed through 

convolution with a Gaussian kernel. When necessary, cell outlines were manually traced. The 

code used to complete this analysis was written in MATLAB, developed from code originally 

written by Daniel Kovari [45]. Our version of this code is available at 

https://github.com/emmetfrancis/RICMAnalysis.  

Statistics 

All comparisons were made using ANOVA followed by Tukey’s post-hoc test, with p = 0.05 set 

as the threshold for significance. Some outliers were excluded from plots but were included in 
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the statistical analysis. For ease of viewing, statistical significance is indicated using compact 

letter display in some graphs, where groups that share a letter are not significantly different from 

one another. These analyses were completed in Origin graphing software. Correlations were 

assessed in MATLAB, with reported p-values corresponding to the null hypothesis that the 

correlation coefficient equals zero. 

Computational modeling 

Our computational model is described in full in Appendix H, with a full table of parameter 

values, all model equations, and documentation of our sensitivity analysis. The model was 

implemented in MATLAB, using ode15s to solve our system of differential equations; the code 

is available at https://github.com/emmetfrancis/neutrophilCalcium.  We approximated the Sobol 

indices for our sensitivity analysis using SALib in Python [209, 210]. 

Results 

Ca2+ bursts occur consistently during neutrophil phagocytosis 

We first measured changes in cytosolic Ca2+ during phagocytosis in dual-micropipette 

experiments, in which we used two opposing micropipettes to hold a neutrophil and a target 

particle (Fig 5.2A, Fig 5.3A). This allowed us to gently hand over the target particle and observe 

the subsequent phagocytic response by the neutrophil. We pre-loaded neutrophils with the Ca2+-

sensitive fluorescent label, Fluo-4, allowing us to measure relative changes in cytosolic Ca2+ 

concentration during phagocytosis. Each target particle consisted of either a serum-opsonized 

fungal model particle (zymosan or β-glucan particle, Fig 5.2) or an IgG-coated polystyrene 

microsphere (Fig 5.3). Serum-opsonized fungal model particles generally presented a mixture of 
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stimuli on their surface, including serum immunoglobulins (e.g. IgG), complement fragments 

(C3b, iC3b, C3d, C3dg), and fungal sugars (e.g. β-glucan). 

 
Fig 5.2: Ca2+ dynamics during phagocytosis of fungal model particles. (A) Time lapse images of Fluo-4-labeled 
neutrophils show initial chemotaxis without a Ca2+ burst, followed a Ca2+ burst after the cell adheres and starts to 
phagocytose zymosan or a cluster of beta glucan. Mean fluorescence intensity (MFI) is plotted over time for both 
cells pictured. Scale bars in images denote 10 μm. (B) Plot shows the averaged MFI-versus-time curves during 
phagocytosis of zymosan (43 cells) and phagocytosis of β-glucan particles (17 cells). Curves from individual cells 
were aligned by the start of the Ca2+ burst, defined as t = 0. Error bars denote standard error of the mean. (C) The 
duration of Ca2+ burst (as indicated by the MFI 100 s after the Ca2+ burst, bottom plot), but not its magnitude (as 
indicated by the ratio between the first Ca2+ peak and the initial level, upper plot) correlates with the size of β-glucan 
cluster being phagocytosed.  
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In nearly all cases of phagocytosis, the mean fluorescence intensity increased several-fold 

above baseline within about 5-10 s. Assuming equal baseline Ca2+ concentrations, Ca2+ increased 

more during phagocytosis of IgG-coated beads than during phagocytosis of serum-opsonized 

zymosan and β-glucan particles (Fig 5.2B, Fig 5.3B). 

 
Figure 5.3: Ca2+ dynamics during phagocytosis of 5 or 10 μm diameter IgG-coated microspheres. (A) Time-
lapse images of Fluo-4 labeled neutrophils show Ca2+ burst onset soon after cells contacted IgG-coated beads. Mean 
fluorescence intensity (MFI) is plotted over time for both cells pictured. Scale bars in images denote 10 μm. (B) Plot 
shows the averaged MFI vs. time curves during phagocytosis of 5 μm (33 cells) and 10 μm (18 cells) IgG-coated 
beads. Curves from individual cells were aligned by the start of the Ca2+ burst, defined as t = 0. Error bars denote 
standard error of the mean. (C) Ca2+ remains elevated longer during phagocytosis of 10μm beads, but the initial Ca2+ 
burst has the same magnitude for both bead sizes. Error bars in these graphs denote standard deviation. 
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Our target particles spanned a range of sizes; β-glucan particles alone formed aggregates 

from diameters of about 3 μm (single particles) to 20 μm (larger clusters). We exploited this 

feature of β-glucan to test for correlations between particle/cluster size and Ca2+ burst magnitude 

or duration. We observed a significant positive correlation between the duration of Ca2+ bursts 

and target size, but no dependence of the initial burst magnitude on target size (Fig 5.2C). The 

same trend held for IgG-coated beads; Ca2+ generally stayed elevated longer during phagocytosis 

of 10 μm beads, but the initial bursts were essentially identical in magnitude to those observed 

during phagocytosis of 5 μm beads (Fig 5.3B-C). 

 Finally, we compared the timing of Ca2+ bursts in experiments with each of these different 

targets (Fig 5.4). For each target, the time delay between the apparent start of phagocytosis and 

the onset of the Ca2+ burst was highly variable, reflecting the inherent heterogeneity in neutrophil 

behavior. However, Ca2+ bursts were significantly more delayed during phagocytosis of zymosan 

particles compared to IgG-coated beads. On average, Ca2+ bursts occurred about one minute after 

the start of cell deformation during phagocytosis of fungal model particles, but almost always 

occurred within a minute of the apparent start of phagocytosis of IgG-coated beads. 
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Ca2+ burst timing and magnitude correlate with IgG density 

We next considered the limiting case in which the cell is confronted with a very large target 

particle that it cannot fully engulf, known as frustrated phagocytosis. For this, we used our 

previously developed frustrated phagocytosis assay (Chapter 2); in this case, reflection 

interference contrast microscopy (RICM) was used to image the cell-substrate contact region 

with high resolution and fluorescence images were collected simultaneously to track intracellular 

Ca2+ dynamics (Fig 5.5A). As described in Chapter 2, we modulated the effective IgG density on 

our surfaces by changing the ratio of polyclonal rabbit IgG (strongly recognized by human 

neutrophils) to mouse IgG-1 (weakly recognized). 

Fig 5.4: Timing of Ca2+ bursts during 
phagocytosis of different model 
pathogens. For each instance of 
phagocytosis in micropipette experiments, 
we assessed the apparent start of 
phagocytosis by close examination of 
video sequences, then determined the time 
gap between the start of phagocytosis and 
the onset of the Ca2+ burst. Error bars 
denote standard deviation and letters 
above each group are used to denote 
statistically significant differences. 

Fig 5.4: Timing of Ca2+ bursts during 
phagocytosis of different model 
pathogens. For each instance of 
phagocytosis in micropipette experiments, 
we assessed the apparent start of 
phagocytosis by close examination of 
video sequences, then determined the time 
gap between the start of phagocytosis and 
the onset of the Ca2+ burst. Error bars 
denote standard deviation. Letters above 
each group are used to denote statistically 
significant differences. 
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Fig 5.5: Measurement of contact area at the onset of Ca2+ bursts. (A) RICM images and fluorescence images 
(Fluo-4) were collected simultaneously to track both intracellular Ca2+ and cell-substrate contact area (outlined in 
yellow in RICM images). Scale bar denotes 10 μm. (B) Fluo-4 mean fluorescence intensity (MFI; green) and contact 
area (red) are both plotted over time for the cell pictured in (A). Contact area at the onset of the Ca2+ burst can be 
readily determined as shown. (C) Contact area at the start of Ca2+ bursts correlates with IgG surface density. Letters 
are used to denote significantly different groups. Error bars denote standard deviation. 
   

We observed Ca2+ bursts during frustrated phagocytosis on a range of different IgG densities. 

Even when lowering IgG density 1000-fold from the saturating concentration, we found that 

Ca2+ bursts occurred consistently during spreading. We quantified the cell-substrate contact area 

at the onset of Ca2+ bursts to measure the dependence of Ca2+ burst induction on FcγR-IgG 

binding. On the lowest density of IgG (0.1%), cells sometimes spread to a contact area of 100 

μm2 or more before the Ca2+ burst onset, whereas in nearly all cases of spreading on the highest 

density, the Ca2+ burst began almost immediately upon cell-substrate contact (Fig 3C). This 

indicates that the density and number of engaged FcγRs dictate the timing of Ca2+ bursts during 

phagocytic spreading. 
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Although the combination of RICM and fluorescence imaging in these experiments was a 

powerful tool, we could only quantify relative changes in Ca2+ concentration rather than absolute 

concentrations. Furthermore, using only a single wavelength Ca2+ indicator (Fluo-4), the absolute 

values of fluorescence intensity depend not only on Ca2+, but also on cell-loading efficiency, 

uneven fluorophore distribution in the cell body, and slight shifts in focal plane. Therefore, we 

ran additional experiments in which we loaded cells with the ratiometric Ca2+ dye, Fura Red, and 

imaged the midplane of cell bodies during spreading. In this manner, we could acquire bulk 

measurements of Ca2+ dynamics during frustrated phagocytic spreading (Fig 5.6A). 

We tested spreading of Fura Red-labeled cells on different densities of IgG, observing Ca2+ 

dynamics that agreed well with our Fluo-4 measurements. On the highest density of IgG, Ca2+ 

levels increased 4-5-fold in less than 10 seconds, and we generally observed at least two peaks in 

Ca2+ concentration during spreading. This multi-peak pattern appears in both the overall average 

Ca2+ dynamics (Fig 5.6B) and the Ca2+ dynamics in individual cells (Fig 5.6C). We measured an 

average resting Ca2+ level of about 100 nM (in agreement with previous measurements in 

neutrophils [198]) and an average initial peak of about 370 nM on 100% polyclonal rabbit IgG 

(Fig 5.6B). On lower densities of IgG, we observed lower overall Ca2+ elevations, as indicated 

by area under the curve over the first 100 s after the onset of the Ca2+ burst (Fig 5.6D). However, 

the overall pattern of Ca2+ dynamics was remarkably consistent, with two primary peaks before 

the Ca2+ levels gradually started to decay. 
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Fig 5.6: Fura Red measurements of Ca2+ dynamics during spreading on different IgG densities. (A) Sample 
brightfield (left) and Fura Red (right, converted to Ca2+ concentration) images of neutrophils spreading on the 
highest density of IgG are shown for several different time points. Scale bars denote 10 μm. (B) Average Ca2+ is 
plotted over time for neutrophils spreading on different densities of IgG, aligned by the start of the Ca2+ burst. Error 
bars denote standard error of the mean. (C) Sample Ca2+-versus-time curves are displayed for three neutrophils 
spreading on the highest density of IgG. (D) Area under the curve from t = 0 s (start of the burst) to t = 100 s is 
significantly greater on higher densities of IgG. Error bars denote standard deviation. 

 

Intracellular stores are the predominant Ca2+ source in Ca2+ bursts 

We then tested whether Ca2+ bursts were primarily driven by extracellular Ca2+ influx or 

intracellular release from Ca2+ stores such as the ER. We either conducted experiments in Ca2+-

free media supplemented with EDTA or pre-treated cells with thapsigargin, which blocks Ca2+ 
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reuptake into the ER, leading to store depletion over time (Fig 5.7A). In this latter condition, 

Ca2+ was also absent from the extracellular medium. 

 

Fig 5.7: Changes in Ca2+ bursts after altering intracellular or extracellular Ca2+. (A) These drawings depict 
treatments to eliminate extracellular Ca2+ (EDTA) or deplete intracellular stores (thapsigargin). [Ca2+]EC and 
[Mg2+]EC denote the extracellular concentrations of Ca2+ and Mg2+. (B) This plot shows the average Ca2+ over time 
under standard conditions compared to EDTA and thapsigargin treatment conditions, aligned by the start of the Ca2+ 
burst. Error bars denote standard error of the mean. In the case of thapsigargin-treated cells with no detectable burst, 
t = 0 was defined by the start of cell spreading. (C) Area under the curve computed over the first 100 s of Ca2+-
versus-time reveals significant differences in the magnitude and duration of Ca2+ bursts between conditions. Error 
bars show standard deviation and different letters denote statistically different groups.  
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For either treatment (EDTA or thapsigargin), we found that cells were still capable of 

frustrated phagocytic spreading despite altered Ca2+ dynamics. Removing extracellular Ca2+ 

(EDTA treatment) only slightly reduced the magnitude of Ca2+ bursts, whereas additionally 

treating cells with thapsigargin essentially eliminated Ca2+ bursts (Fig 5.7B-C). Together, these 

measurements clearly demonstrate that the primary source of Ca2+ in Ca2+ bursts is a pool of 

thapsigargin-sensitive intracellular stores, the largest of which is the ER. 

Computational modeling recapitulates global Ca2+ dynamics during phagocytic spreading 

The above experiments demonstrated how Ca2+ bursts change with factors such as IgG density 

and elimination of extracellular Ca2+. However, to build a better quantitative understanding of 

the events underlying Ca2+ bursts, we developed a compartment model of Ca2+ dynamics during 

phagocytosis. This allowed us to confirm that our experimental data aligned with our 

understanding of known Ca2+ signaling pathways, and to also make quantitative predictions 

about information not directly available in our experiments, such as the concentration of Ca2+ in 

the ER. The model consists of a system of ordinary differential equations (ODEs), which is 

detailed in full in Appendix H. In summary, our model involves the following sequence of events 

(Fig 5.8): 

1. Ligand-receptor binding: Given the cell-target contact area as a function of time (chosen 

to match experimental measurements in Chapter 2), we solve for the number of FcγRs 

bound to IgG at each time step. In this calculation, we account for both the rate at which 

receptors diffuse in the membrane [211] and the estimated binding affinity of low-affinity 

FcγRs for IgG [112]. 
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2. Phosphorylation events: Binding and clustering of FcγRs leads to Src-family-kinase 

(SFK)-mediated phosphorylation of immunoreceptor tyrosine activation motifs (ITAMs), 

which are cytosolic domains present on some subtypes of FcγRs expressed by neutrophils 

(predominantly FcγRIIa here). This triggers phosphorylation of spleen tyrosine kinase 

(Syk), which phosphorylates many other enzymes downstream. FcγRIIa-mediated Ca2+ 

signals are primarily mediated by phospholipase C gamma (PLCγ) [22, 200], which 

cleaves phosphatidylinositol 4,5-bisphosphate (PIP2) in the membrane, producing 

diacylglycerol (DAG) and inositol triphosphate (IP3). 

3. IP3 receptor (IP3R)-mediated Ca2+ release: IP3 binds to its receptor in the ER membrane, 

which also acts as a Ca2+ channel. Ca2+ flux through the IP3R is highly nonlinear; it is 

enhanced by elevated intracellular Ca2+ on a fast time scale but is also deactivated by 

Ca2+ on a slower time scale, which introduces two opposing feedback loops [212, 213]. 

Additionally, Ca2+ is pumped back into the ER by sarcoendoplasmic reticulum Ca2+ 

ATPase (SERCA) pumps and leaks out of the ER. At steady state, the leak and SERCA 

fluxes must perfectly balance each other assuming no baseline activation of the IP3R. 

However, upon production of IP3, the system departs from equilibrium, and is known to 

exhibit Ca2+ oscillations for certain parameter choices [212-214]. 

4. Store-operated calcium entry: Following Ca2+ release from the ER, stromal interaction 

molecules (STIMs) oligomerize in the ER membrane and associate with Orai channels in 

the plasma membrane, leading to a Ca2+ influx through a process known as store-operated 

calcium entry (SOCE) [147, 150]. In conjunction with this influx, Ca2+ is also pumped 

out of the cytosol by plasma membrane Ca2+ ATPase (PMCA) pumps. 
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Fig 5.8: Depiction of the sequence of events in a neutrophil Ca2+ burst. Following FcγR clustering, Src family 
kinases (SFKs) phosphorylate the ITAM domains of FcγRIIa (step 1), leading to the recruitment and 
phosphorylation of Syk (step 2). Syk phosphorylates other enzymes downstream, including PLCγ (step 3), which 
cleaves PIP2 molecules in the membrane, producing DAG (membrane lipid) and the diffusible second messenger IP3 
(step 4). Finally, IP3 binds to its receptor in the ER (step 5), leading to release of Ca2+ from the ER and subsequent 
Ca2+ influx through PM channels such as Orai1 via store-operated calcium entry (step 6). 

 

Together, this sequence of events specifies the overall flux balance relationships for free Ca2+ 

in the cytosol (ci) and free Ca2+ in the ER (cER): 

  ( )3 ,
i

i IP R ER leak SERCA SOCE PMCA
dc B j j j j j
dt

= + − + −  (5.3) 

 ( )3 ,
iER

ER SERCA IP R ER leak
ER

voldc B j j j
dt vol

= − −  (5.4) 

All fluxes (j  terms) are given in terms of concentration per unit time (μM/s). They are presumed 

positive, and their directionality is indicated by their associated sign in the flux balance equations 
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(see also Fig 5.9C). The prefactors  Bi  and  BER  are a consequence of the rapid-buffering 

approximation [214], including contributions from common intracellular and intraluminal buffers 

such as calmodulin and calsequestrin. voli  and  volER  denote the cytosolic volume and the ER 

volume, respectively. 

These two ODEs are coupled with five other ODEs controlling the evolution of five 

additional state variables: the number of bound receptors, the number of phosphorylated ITAM 

domains, the number of PIP2 molecules in the membrane, the cytosolic concentration of IP3, and 

the fraction of IP3Rs that have not been deactivated by Ca2+. 

This system of ODEs contains many parameters that are either unknown or have only been 

measured in other cell types. Whenever possible, we estimated values based on our own 

experiments or measurements and models in neutrophils or other types of immune cells (Table 

H.1). However, there is a high degree of uncertainty in the actual values of these parameters, and 

they likely vary from cell-to-cell and/or donor-to-donor. We therefore conducted a sensitivity 

analysis, which is documented in Appendix H. Our approach was to estimate the Sobol indices 

as indicators of the sensitivity of a given model output (area under the curve, contact area at the 

onset of the Ca2+ burst, etc.) to changes in parameter values [215, 216]. This approach also 

allowed us to differentiate between first-order effects and higher-order effects due to interactions 

between parameters. 
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Figure 5.9: Simulations of neutrophil Ca2+ bursts. (A) Predicted Ca2+-versus-time curve for spreading on the 
highest density of IgG using the baseline parameter set specified in Table H.1. (B) Contact area (input function, 
black curve) and other select other state variables are plotted over time (number of phosphorylated ITAM domains 
in orange, IP3 concentration in purple, and ER Ca2+ concentration in green). (C) The five Ca2+ fluxes considered in 
this model are depicted in the upper drawing and their behavior is plotted over time in the lower graphs. Note that 
ER fluxes are almost two orders of magnitude higher than PM fluxes. Red curves make a negative contribution to 
intracellular Ca2+ and blue curves make a positive contribution. The vertical dashed line going across plots marks the 
peak of the Ca2+ burst for reference. 

 

 The Ca2+ dynamics predicted by our model agree well with our experimental data of Ca2+ 

bursts during frustrated phagocytosis on the highest density of IgG tested (Fig 5.9A). In 

simulations, Ca2+ concentration increases several-fold in less than 10 s; there is one initial 
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compact peak in Ca2+ followed by a broader extended elevation, as frequently observed in 

experiments (Fig 5.6C). Our model also predicts underlying events which were not measured 

directly in our experiments: as the contact area increases over time, ITAM domains are 

transiently phosphorylated, leading to a rapid burst in IP3 production, accompanied by Ca2+ 

release from the ER (Fig 5.9B). Our model indicates that the presence of multiple peaks in the 

Ca2+-versus-time curve is primarily due to the dynamics of the flux through the IP3R (Fig 5.9C). 

The predominant source of Ca2+ in these elevations was the ER, in agreement with our 

experiments in Ca2+-free media. Fluxes through the PM were almost two orders of magnitude 

lower than the ER Ca2+ fluxes; however, we still found that Ca2+ influx via SOCE was crucial for 

store refilling over longer time scales, in agreement with the literature [217]. 

Comparison of model predictions with experimental data 

We tested the effects of varying IgG density in our model and compared this to our experimental 

outcomes (Fig 5.10). In agreement with our experiments, the density of IgG governed the timing 

of Ca2+ bursts (Fig 5.10A-B). The predicted relationship between IgG density and contact area at 

the onset of the Ca2+ burst agrees qualitatively with our experimental data (Fig 5.10B), but the 

model generally underestimates the contact area at the time of the Ca2+ burst. This may be 

partially remedied by conducting a formal parameter fitting; sensitivity analysis reveals that the 

burst timing is quite sensitive to the fraction of FcγRs that contain ITAM domains and the Ca2+ 

concentration at which the IP3R is activated (Figs H.2, H.3, H.4). Our model also predicts that 

Ca2+ burst duration and magnitude both increase with IgG density (Fig 5.10A,C), which agrees 

qualitatively with our experiments. However, the relationship predicted by the model 

underestimates the magnitude of Ca2+ bursts at lower IgG densities (Fig 5.10C). This 

discrepancy may indicate a need to include other mechanical and biochemical features in future 
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versions of our model. For instance, Ca2+ bursts may be at least weakly dependent on increases in 

cortical tension, as suggested in Chapter 4. 

 
Figure 5.10: Comparison of simulated vs. experimental Ca2+ bursts on different IgG densities. (A) These 
curves show the model’s predictions of Ca2+ dynamics for the IgG densities tested experimentally. Ca2+ bursts are 
similar on high densities of IgG, but for densities lower than 100 μm-2, the onset of the signal is delayed and the 
overall magnitude and duration of Ca2+ bursts decrease significantly. A smaller region of the curves aligned by the 
start of the Ca2+ burst is shown below the first plot side-by-side with experimental measurements for comparison. 
(B) The predicted dependence of contact area at the time of the Ca2+ burst onset on IgG density agrees qualitatively, 
but not quantitatively, with experimental data. (C) Magnitude and duration of Ca2+ bursts, as indicated by the area 
under the Ca2+ curve from t = 0 s (start of burst) to t = 100 s, increase as a function of IgG density in both 
experiments and simulations, but the magnitude of Ca2+ bursts is underestimated at low IgG densities. Error bars in 
(C) and (D) indicate either standard deviation (y axis error bars) or geometric standard deviation (x axis error bars). 

 

Finally, we tested how well our model matched experimental data upon perturbations of 

extracellular or intracellular Ca2+ levels via EDTA or thapsigargin treatment, respectively. We 

mimicked EDTA treatment by setting extracellular Ca2+ concentration to zero in our model, 

which eliminates the SOCE influx. Because Ca2+ stores are partially depleted over time without 

SOCE [217], we also set the initial ER Ca2+ concentration to 160 μM. In this case, the small 
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decrease in Ca2+ burst magnitude exhibited by our model (Fig 5.11A) agrees well with 

experimental observations (Fig 5.11B). Thapsigargin treatment was modeled by setting the 

SERCA pumping rate to 10% of its baseline value and assuming the ER Ca2+ is lowered to 

approximately 10 μM after our 40-minute treatment. In this case, Ca2+ bursts were strongly 

inhibited in our model (Fig 5.11A), matching well to experimental measurements (Fig 5.11B). 

 
Figure 5.11: Comparison of simulated vs. experimental Ca2+ dynamics after altering intracellular or 
extracellular Ca2+. (A) Predicted Ca2+ concentration is plotted over time for standard conditions, EDTA treatment 
and thapsigargin treatment, given the assumptions laid out in the main text. (B) Experimental curves are shown for 
ease of comparison. Error bars here denote standard error of the mean. 

 

Discussion   

Ca2+ bursts are consistently observed during neutrophil phagocytosis, but their causes and 

downstream effects remain poorly characterized. In this work, we examined Ca2+ dynamics in 

human neutrophils during phagocytosis of serum-opsonized fungal model particles, IgG-coated 

microspheres, and IgG-coated coverslips. Our data yield several key insights about the causes of 

Ca2+ bursts in phagocytosis.  
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Experiments with serum-opsonized zymosan or β-glucan particles represented a 

physiologically relevant case, in which fungal model particles were encountered in the presence 

of autologous donor serum. In these conditions, target surfaces presented multiple stimuli, 

including serum immunoglobulins, complement fragments (both surface-bound and soluble), and 

fungal sugars. Our finding that Ca2+ bursts during phagocytosis of these particles are smaller in 

magnitude compared to those elicited by IgG-coated beads may be explained by the distinct 

signaling pathways triggered during complement-mediated versus IgG-mediated phagocytosis 

[24]. Additionally, there is likely a lower opsonin density on these fungal surfaces compared to 

beads saturated with IgG, contributing to a lower Ca2+ burst magnitude. This would also be 

consistent with the finding that Ca2+ bursts occurred relatively later during phagocytosis of 

zymosan than they did during phagocytosis of IgG-coated particles (Fig 5.4). 

Between our experiments with IgG-coated beads and IgG-coated coverslips, we uncovered 

several key aspects of Ca2+ bursts in IgG-mediated phagocytosis. First, we found that Ca2+ bursts 

in response to IgG were essentially all-or-nothing events; while the onset of these bursts was 

strongly influenced by IgG density, their magnitude depended only weakly on the amount of 

stimulus. We also saw that the duration of Ca2+ bursts correlated with the size of the target 

particle, likely because phagocytosis persists over longer time periods for larger particles. 

Finally, in our experiments, Ca2+ bursts occurred even in the absence of extracellular Ca2+. This 

agrees with some studies of IgG-mediated Ca2+ bursts [203, 204], but many studies attribute Ca2+ 

bursts to influx through the plasma membrane [141, 148, 157, 202]. It is possible that the 

predominant mechanism for Ca2+ elevations depends on the type of receptor being engaged; that 

is, engagement of Mac-1 may lead to global elevations via Ca2+ influx, whereas engagement of 

FcγRs may lead to elevations via store release. 
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Few computational models of Ca2+ dynamics in neutrophils or other phagocytes have been 

developed [155, 218]; to our knowledge, this is the first computational model of Ca2+ dynamics 

during IgG-mediated phagocytosis. For simplicity, we include one main pathway leading to store 

release (PLC-mediated IP3 production), although it is possible that other pathways contribute 

simultaneously. For instance, a previous study showed that Ca2+ elevations induced by 

stimulation of neutrophils with insoluble immune complexes did not require elevations in IP3 

[203]. However, most of the literature concurs that FcγRIIa engagement leads to downstream 

activation of PLCγ, in support of our model’s assumptions [200, 219-221]. Future iterations of 

this model should include contributions of other pathways, such as PLD-mediated Ca2+ release, 

which may also play an important role in FcγR signaling in neutrophils [222, 223].  

 Our computational model not only agrees with Ca2+ bursts observed on high densities of IgG, 

but also matches trends observed in our other experiments, in which we either altered IgG 

density or perturbed intracellular or extracellular Ca2+. However, our model predictions do not 

quantitatively match the experimentally measured dependence of Ca2+ burst timing and 

magnitude on IgG density (Fig 5.10). The match may be improved by conducting formal 

parameter fitting and by adding additional components to our model, such as fluxes of other ions 

or involvement of other Ca2+ channels. We may also need to consider the effects of forces and 

mechanical deformation on Ca2+ signaling. In neutrophils, force on the β2 integrin LFA-1 is a 

known regulator of local Ca2+ release from the ER and Ca2+ influx through the channel Orai-1 

[199, 224]. Force on LFA-1 has also been recently shown to enhance T-cell activation on 

surfaces that engage both LFA-1 and the T cell receptor [225]. Therefore, it seems likely that 

forces on Mac-1 (also a β2 integrin) during phagocytosis may also contribute to Ca2+ dynamics. 

Mac-1 is known to play a cooperative role in IgG-mediated phagocytosis [16, 17], but because it 
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does not directly bind to IgG, it remains to be determined whether forces are exerted on Mac-1 in 

the absence of other ligands. 

We have largely left aside the question of the downstream roles for Ca2+ during 

phagocytosis. As shown here, we see that IgG-mediated phagocytic spreading proceeds when 

Ca2+ bursts are inhibited by thapsigargin treatment. It is clear from the literature that such 

treatments will inhibit later stages of phagocytosis such as phagosomal maturation [156, 226]. 

The degree to which cell morphology and mechanics may be altered under these conditions is 

investigated in the final chapter of this dissertation. 
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Chapter 6: Roles of intracellular and extracellular calcium in the mechanics of neutrophil 

deformation during antibody-mediated phagocytosis 

 

Abstract 

Although Ca2+ bursts are well-known to occur during phagocytosis, it remains unclear if or when 

they are required for efficient target consumption. In this final chapter, we examine IgG-

mediated phagocytosis after chelating extracellular or intracellular Ca2+ or pre-depleting 

intracellular Ca2+ stores. We restrict our focus to phagocytosis of IgG-coated microspheres in 

dual-micropipette experiments and frustrated phagocytic spreading on IgG-coated coverslips. In 

both experimental setups, we tested for any effects of the above treatments on cell morphology 

and phagocytic spreading dynamics. We also fixed and stained cells during frustrated phagocytic 

spreading to examine the organization of F-actin. In micropipette experiments, we found that 

neutrophils were capable of phagocytosing IgG-coated particles in all the conditions tested. 

However, frustrated phagocytic spreading was significantly slower when Ca2+ bursts were 

eliminated by pre-depletion of intracellular stores. In the absence of all extracellular divalent 

cations, cell morphology was significantly altered – neutrophils pushed IgG-coated beads 

outward prior to internalization. This push-out was not observed in Ca2+-free solutions 

containing Mg2+, indicating that the observed effect was not due to lack of Ca2+ influx. Rather, 

we attributed the push-out to the general inhibition of integrin binding in the absence of divalent 

cations. Finally, we found there were significant changes in F-actin distribution during frustrated 

phagocytosis after fully eliminating Ca2+ bursts or removing all extracellular divalent cations. 

Overall, this study shows that Ca2+ bursts regulate phagocytic spreading dynamics and also 

provides evidence that integrins play a key role in the mechanics of IgG-mediated phagocytosis. 
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Introduction 

Phagocytosis, the process by which neutrophils engulf pathogens, is a mechanically intensive 

process, requiring precise spatiotemporal regulation of the cytoskeleton. Upon encountering 

pathogens such as bacteria or fungi, neutrophils must first adhere to the pathogen surface and 

then form pseudopod extensions around the particle via actin polymerization.  

Cytoskeletal reorganization during phagocytosis is supported by different biochemical 

signaling pathways, many of which are associated with rapid, global bursts in intracellular Ca2+ 

concentration. Ca2+ is a known regulator of the cytoskeleton in a variety of cell types; the best-

known example comes from muscle fibers, in which Ca2+ elevations are the key cell-wide events 

leading to muscle contraction [227]. However, in the context of neutrophil phagocytosis, it 

remains unclear if or how Ca2+ elevations may be coupled to the actomyosin machinery of the 

cell. 

In Chapter 4, we showed that Ca2+ bursts are not required for actin polymerization during 

chemotactic protrusion. On the other hand, we also found that stimulating cells with higher 

concentrations of chemoattractant led to Ca2+ bursts in conjunction with cell contraction, 

suggesting that elevated intracellular Ca2+ is in fact coupled to the contractile machinery of 

neutrophils. Past studies have found that phagocytosis did not strictly require Ca2+ bursts, but 

upon chelation of intracellular Ca2+, phagocytosis of IgG-coated particles was significantly 

reduced [24] or, after phagocytosis of yeast particles, actin disassembly was inhibited [228]. The 

elimination of Ca2+ bursts also significantly slowed or stalled β2-integrin mediated phagocytosis 

[30] and was shown to inhibit neutrophil spreading more generally [29]. 
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The effects of Ca2+ on phagocytosis and cell spreading have been partially attributed to the 

Ca2+-sensitivity of the enzyme calpain, which cleaves FERM (4.1/ezrin/radixin/moesin)-domain-

mediated connections between the membrane and the cytoskeleton  [80, 81]. These cleavage 

events increase the mobile fraction of receptors and facilitate rapid unfurling of membrane folds. 

Ca2+ elevations can also mediate the formation of cytoskeleton-membrane attachments; for 

example, elevated cytosolic Ca2+ levels can lead to inside-out activation of integrins such as 

Mac-1 (αMβ2, complement receptor 3) [31, 229], which then form connections to the 

cytoskeleton through the molecule talin [15]. Based on these known functions of Ca2+, we 

hypothesize that Ca2+ bursts regulate phagocytic spreading by controlling the lock and release of 

cytoskeleton-membrane attachments.  

In this chapter, we address the role of Ca2+ in phagocytosis by systematically altering 

intracellular or extracellular Ca2+ in single-cell phagocytosis experiments and in frustrated 

phagocytosis assays. We also image the F-actin distribution in cells fixed during frustrated 

phagocytic spreading, to examine whether altering Ca2+ bursts leads to any changes in the 

underlying actin architecture. Overall, our findings strongly support the importance of 

cytoskeleton-membrane attachments to the mechanics of phagocytosis and suggest that Ca2+ 

bursts play a role in regulating the formation and cleavage of these structures.  

 

Materials and Methods 

Cell isolation and treatment conditions 

Cells were isolated from the whole blood of healthy donors as described in Chapter 5, using the 

EasySep Human Neutrophil Isolation Kit (Cat#17957; STEMCELL Technologies). In all cases 
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except phalloidin staining, cells were resuspended in 0.5 μM Fluo-4 (Thermo Fisher Scientific) 

in HBSS+ (Hanks’ Balanced Salt Solution with Ca2+ and Mg2+; Thermo Fisher Scientific) with 

0.1% human serum albumin (HSA; MP Biomedicals) following isolation and incubated at 37°C 

for 15 minutes. 

Prior to experiments, cells were resuspended according to their treatment condition. All 

solution compositions and treatment protocols are summarized in Table 6.1 below. In frustrated 

phagocytosis experiments, thapsigargin-treated cells were deposited 40 minutes after the start of 

treatment. All experimental solutions included 0.01% anhydrous dimethyl sulfoxide (DMSO; 

Sigma-Aldrich) to account for the fact that the 1 mM thapsigargin stock solution was dissolved 

in DMSO. 

Treatment Treatment conditions Experimental conditions* 

Control Same as experimental conditions HBSS+ with 2% HSA 

Thapsigargin 
(TG) 

40 min pre-treatment at room 
temperature in HBSS- with 0.1 mM 
EGTA, 0.9 mM MgCl2, 100 nM 
thapsigargin, and 2% HSA

HBSS- with 0.1 mM EGTA, 0.9 
mM MgCl2, 100 nM thapsigargin, 
and 2% HSA 

BAPTA 20 min pre-treatment at room 
temperature in HBSS- with 0.1 mM 
EGTA, 0.9 mM MgCl2, 2 μM 
BAPTA-AM, and 2% HSA, then re-
suspended in HBSS+ with 2% HSA 

HBSS+ with 2% HSA  
(no BAPTA present during 
experiment) 

EDTA Same as experimental conditions HBSS- with 0.1 mM EDTA and 
2% HSA 

EGTA Same as experimental conditions HBSS- with 0.1 mM EGTA, 0.9 
mM MgCl2, and 2% HSA 

Table 6.1: Summary of treatment conditions for Chapter 6.  
Abbreviations and suppliers: HBSS-: Hanks’ Balanced Salt Solution without Ca2+ or Mg2+ (Thermo Fisher 
Scientific); EDTA: ethylenediamine tetraacetic acid (Affymetrix); EGTA: ethylene glycol tetraacetic acid (Research 
Products International); BAPTA-AM: (Abcam); thapsigargin (Thermo Fisher Scientific) 
*see notes in text about presence of DMSO for certain experiments 
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Treatments were similar in micropipette experiments, although thapsigargin treatment 

continued for the entire duration of each experiment because all trials were conducted in a single 

chamber. DMSO was not present for pipette experiments in EDTA, EGTA, BAPTA, or control 

conditions. However, careful measurements of phagocytic spreading in frustrated phagocytosis 

experiments in 0% DMSO vs. 0.01% DMSO revealed no significant differences in spreading 

dynamics (data not shown). 

Surface preparation 

Preparation of IgG-coated surfaces and IgG-coated polystyrene microspheres is described in 

Chapter 5. For each surface, a dense monolayer of bovine serum albumin (BSA; VWR) was 

initially deposited, followed by a layer of rabbit polyclonal anti-BSA IgG (Cat# A11133; 

Invitrogen). All surfaces for these experiments were prepared using 150 μg/mL rabbit IgG, 

resulting in surfaces saturated with a monolayer of IgG (see Chapter 2). 

Fixation and phalloidin staining 

Fixation of human neutrophils after frustrated phagocytic spreading required careful 

considerations to effectively preserve their cytoskeletal structure. 15 minutes after depositing 

neutrophils onto the IgG-coated surface, the fluid volume was doubled in each well by adding 

2X extraction buffer (0.5% glutaraldehyde, 0.4% Triton X-100, and 640 mM sucrose in 2X 

intracellular buffer, constituents of intracellular buffer listed below) for a 2-minute treatment. 

Cells were then gently washed with 1X intracellular buffer (as specified in [208]: 140 mM KCl, 

1 mM MgCl2, 2 mM EGTA, 20 mM HEPES, and 1% BSA) and incubated in the main fixation 

buffer (4% formaldehyde and 320 mM sucrose in 1X intracellular buffer; formaldehyde from 

Thermo Fisher Scientific) for 10 minutes. Due to presence of glutaraldehyde in the initial 
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extraction step, an extra step was required to quench glutaraldehyde autofluorescence. Therefore, 

after another gentle wash, cells were incubated in 0.2% (2 mg/ml) sodium borohydride dissolved 

in 1X intracellular buffer with 10% fetal bovine serum (FBS; Atlanta Biologicals) for an 

additional 10 minutes. Cells were gently washed twice more, then incubated in a solution of 

Alexa-Fluor-488-conjugated phalloidin (Abcam, 1000X diluted from stock) with 0.2% Triton X-

100 and 10% FBS (to block non-specific binding) in 1X intracellular buffer for 30-45 minutes in 

the dark at room temperature. After two final washes, the cells were imaged on a spinning disc 

confocal microscope. All chemicals except EGTA, BSA, FBS, formaldehyde, and phalloidin 

were purchased from Sigma-Aldrich. 

Image analysis 

Particle trajectories in micropipette experiments were analyzed manually using in-house 

software. Mean intensity in Fluo-4 images was measured using MATLAB code as described in 

Chapter 5 (accessible at https://github.com/emmetfrancis/MFICalc). For each cell, we averaged 

the pixel intensity over a number of pixels corresponding to 40 μm2 at each time point. 

 Phalloidin images were analyzed using a machine-learning-based approach in ImageJ. We 

used the Weka plugin [230] to train a classifier to distinguish between pixels belonging to 

punctate actin structures, pixels corresponding to the main cell body, and background pixels (see 

Fig 6.5). Our overall analysis workflow consisted of 1) cropping out single cells from each 

image and choosing the focal plane corresponding to the cell-substrate interface from the Z-stack 

for that given cell; 2) applying the classifier to a stack of single-cell images in Weka; and 3) 

post-processing segmented images to quantify the number and density of puncta within the cell-

substrate contact region. Puncta were required to have a circularity greater than 0.9 and an area 

between 0.04 μm2 and 0.4 μm2. 
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Statistics 

For each output, ANOVA was conducted for the five groups (standard, BAPTA, TG, EDTA, 

EGTA), followed by Tukey’s post-hoc test in Origin graphing software. Correlation coefficients 

for Fig 6.2 were computed in MATLAB, with the reported p values corresponding to the null 

hypothesis that the correlation coefficient equals zero. 

 

Results 

Inhibition of Ca2+ bursts slows phagocytic spreading, but does not eliminate phagocytosis 

As shown in Chapter 5, Ca2+ bursts in IgG-mediated phagocytosis involve release of Ca2+ from 

the endoplasmic reticulum (ER), with a secondary role of influx through the plasma membrane. 

We first tested for phagocytosis after treating with 100 nM thapsigargin (TG) to pre-deplete 

intracellular Ca2+ stores or after loading cells with BAPTA-AM to chelate free intracellular Ca2+ 

(Table 6.1). TG treatment effectively eliminated Ca2+ bursts in most cases, whereas BAPTA-

loading dampened Ca2+ increases (Fig 6.1A). 

In both conditions (TG and BAPTA), we still observed phagocytosis of 5 μm IgG-coated 

beads in single-cell micropipette experiments (Fig 6.1B). We quantified the dynamics of 

phagocytosis in these experiments by monitoring the relative position of the bead over time (Fig 

6.1C). For each phagocytosing cell, we measured the distance by which the cell displaced the 

bead outwards at the start of phagocytosis (push-out distance, Fig 6.1C) and the maximum speed 

at which the bead moved inward during mid-to-late phagocytosis (pull-in speed, Fig 6.1C). By 

either metric, phagocytosis remained unchanged for either full (TG) or partial (BAPTA) 
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inhibition of Ca2+ bursts. We also examined the efficiency of phagocytosis by measuring the 

total time required for phagocytosis, from initial cell deformation to closure of the phagocytic 

cup. Under control conditions, phagocytosis of a single bead from the time of initial deformation 

to phagosome closure was 125 s on average, but phagocytosis took slightly longer (145 s on 

average) for TG-treated cells. This difference was not statistically significant, but still invited 

further investigation.  

 

Fig 6.1: Thapsigargin-treated and BAPTA-loaded neutrophils in dual-micropipette phagocytosis 
experiments. (A) Averaged Fluo-4 mean fluorescent intensity (MFI) is plotted over time for cells under each 
condition, aligned by defining the start of the Ca2+ burst as t = 0. In the case of TG-treated cells that showed no 
detectable increase in fluorescence, t = 0 was defined by the start of the pull-in. (B) Sample images of neutrophils 
phagocytosing 5μm beads are shown for all three conditions. Cells are representative of data from several 
experiments with different donors (21 cells for TG, 14 cells for BAPTA, and 21 control cells). Scale bars denote 10 
μm. (C) Mean target trajectories over time were similar for these three conditions. Target position was defined as 
shown by the blue lines in the sample images – the distance from the center of the bead to the back of the cell body 
(passing through the center of the cell). Trajectory curves from individual cells were aligned by defining t = 0 as the 
start of the pull-in. (D) There were no significant differences in either pull-in speed or push-out distance for these 
tests. Error bars in (A) and (C) denote standard error of the mean, and those in panel (D) denote standard deviation. 
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We postulated that phagocytosis by TG-treated cells took longer on average because they 

spread more slowly over pathogen surfaces. To test this, we utilized our frustrated phagocytosis 

assay, as described in Chapters 2 and 5. In these experiments, Fluo-4-labeled neutrophils were 

deposited onto an IgG-coated coverslip and imaged during spreading using a combination of 

reflection interference contrast microscopy (RICM) and fluorescence imaging. For each 

spreading cell, we measured the spreading speed (maximum slope of the contact-area-versus-

time curve) and the maximum contact area (contact area value at the first post-spreading plateau 

of the contact-area-versus-time curve) while also monitoring Fluo-4 fluorescence. We aligned 

these contact area curves and plotted the overall average growth for ease of comparison (Fig 

6.2A). We found that both the spreading speed and the maximum contact area were significantly 

lower for TG-treated cells as compared to control cells (Fig 6.2B-C). BAPTA-loaded cells were 

similar to control cells with respect to both metrics. 

Due to cell-to-cell variability, there was inevitably a range of Ca2+ burst magnitudes within 

any of the three conditions. We accounted for this variability by examining the overall 

correlation between our spreading metrics (spreading speed and maximum contact area) and Ca2+ 

burst magnitude (peak MFI divided by baseline MFI) for cells from all three conditions (Fig 

6.2D-E). Both metrics correlated significantly with Ca2+ burst magnitude, providing strong 

evidence for a mechanoregulatory role of Ca2+ bursts during phagocytic spreading.  
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Fig 6.2: Thapsigargin-treated and BAPTA-loaded neutrophils in frustrated phagocytosis assays. (A) Mean 
spreading dynamics show that TG-treated cells spread more slowly and reached smaller maximum contact areas on 
average, but BAPTA-loaded cells spread similarly to control cells. Error bars denote standard error of the mean. (B) 
TG-treated cells spread more slowly than control or BAPTA-loaded neutrophils. (C) TG-treated cells reached much 
lower maximum contact areas than control cells on average. (D) This scatter plot shows a significant correlation 
between spreading speed and Ca2+ burst ratio (MFI value at the first peak divided the baseline value prior to 
phagocytosis), including cells from all three conditions. (E) This scatter plot shows a significant correlation between 
maximum contact area and Ca2+ burst ratio, including cells from all three conditions. Correlations in (D) and (E) 
were tested using Spearman’s rank correlation coefficient (ρ). Error bars in (B) and (C) denote standard deviation. 

 

Removal of extracellular divalent cations alters the dynamics of phagocytosis 

Although extracellular Ca2+ is not the primary source of Ca2+ in initial bursts (shown in Chapter 

5), it is required for prolonged oscillations and refilling of Ca2+ stores over time [22, 147, 217]. 

We tested the effects of removing extracellular Ca2+ in two conditions, one in which both Ca2+ 

and Mg2+ were absent from the medium (supplemented with the divalent cation chelator EDTA) 

and another in which Ca2+ was absent, but Mg2+ was present in normal amounts (supplemented 

with EGTA, which has a much higher affinity for Ca2+ than Mg2+) (Table 6.1). These two 

conditions are referred to as “EDTA” and “EGTA” below. 
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Fig 6.3: Micropipette experiments in the absence of extracellular Ca2+. (A) Averaged MFI over time for EDTA 
(extracellular Ca2+ and Mg2+ both absent) and EGTA (extracellular Ca2+ absent, Mg2+ present) conditions both show 
Ca2+ bursts. Curves from individual cells were aligned by the start of the Ca2+ burst before averaging. A lower 
baseline was assumed for cases in which the Ca2+ burst ratio (first peak divided by baseline) was greater than 10. (B) 
Sample time-lapse images are shown for neutrophil phagocytosis under control conditions, compared with the two 
treatment conditions. In the EDTA condition, the cell displaces the IgG coated bead outwards prior to consumption, 
but in the EGTA condition, the cell phagocytoses normally. Cells are representative of data from several 
experiments with different donors (10 cells for EDTA, 18 cells for EGTA, and 21 control cells). Scale bars denote 
10 μm. (C) Mean target trajectory is plotted over time, showing similar pull-in speeds for all three conditions, but a 
significantly larger push-out distance for the EDTA condition. Target position was defined as shown in Fig 6.1C. 
Individual trajectory curves were aligned by defining t = 0 as the start of the target pull-in. (D) The pull-in speed 
remained similar across conditions, but in the absence of all divalent cations (EDTA condition), there was 
significantly greater outward displacement of the target particle compared to control. Error bars in (A) and (C) 
denote standard error of the mean, and error bars in (D) indicate standard deviation. 

 

In micropipette experiments conducted in the absence of extracellular Ca2+, cells exhibited 

Ca2+ bursts, in line with our results in Chapter 5 (Fig 6.3A). Ca2+ bursts appeared to be higher in 

magnitude on average for the EGTA condition, but this difference was not consistent across days 

and was likely dependent on how long the cells were in Ca2+-free media prior to phagocytosis, 

which was not controlled for in our experiments. 
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Neutrophils successfully completed phagocytosis under both conditions (Fig 6.3B). 

However, we found that cell morphology was significantly altered when no divalent cations were 

present. Rather than immediately spread around the IgG-coated bead, cells tended to push the 

bead outwards initially (Fig 6.3B). This push-out distance was significantly greater in the EDTA 

condition than it was for the EGTA condition or for control cells. Furthermore, there was no 

significant push-out observed for cells in the EGTA condition compared to control cells. 

Therefore, we concluded that the push-out observed in the EDTA condition was not due the lack 

of Ca2+ influx through the plasma membrane. 

We then assessed phagocytic spreading for each of these conditions in our frustrated 

phagocytosis assay.  In the absence of all divalent cations (EDTA condition), cells spread faster 

when compared to control conditions (Fig 6.4B). This effect was not observed for cells in the 

EGTA condition. We observed no significant differences in the maximum contact area achieved 

during spreading between these three conditions (Fig 6.4C). Given these data, we conclude that 

Ca2+ influx itself plays a minimal role in the progression of phagocytic spreading on IgG, but 

extracellular divalent cations are generally required for normal morphology and spreading in 

phagocytosis.  
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Fig 6.4: Frustrated phagocytosis experiments in the absence of extracellular Ca2+. (A) Average contact area 
growth over time is very similar for EGTA and control cells, but in the absence of all divalent cations (EDTA), cells 
spread faster than control cells. (B) Spreading speed is significantly higher in the absence of all divalent cations 
(EDTA condition). (C) Maximum contact areas are similar across these three conditions. Error bars in (A) denote 
standard error of the mean, and error bars in (B) and (C) denote standard deviation. 

 

Ca2+ treatments alter actin architecture during phagocytic spreading 

We fixed cells during frustrated phagocytosis and stained with Alexa-Fluor-488-conjugated 

phalloidin to observe the F-actin architecture within spreading neutrophils. Under standard 

conditions, we observed that actin filaments formed intriguing punctate structures at the cell-

substrate interface, indicating the formation of discrete adhesion structures on the surface, 

reminiscent of podosomes or focal adhesions (Fig 6.5A). Similar structures have been observed 

and characterized in macrophage frustrated phagocytosis on IgG or C3b-coated surfaces [46]. 

We automated detection of these structures using a machine-learning based classifier in the 

Weka ImageJ plugin, allowing us to discriminate between puncta, the remainder of the cell-

substrate contact region, and the background (Fig 6.5B, Methods). 
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Fig 6.5: Phalloidin staining of neutrophils fixed during phagocytosis with altered intracellular or extracellular 
Ca2+ concentrations. (A) Under standard conditions, F-actin organizes into punctate structures during phagocytic 
spreading. (B) The number and density of these punctate F-actin structures was analyzed by cropping single cells 
and applying a machine learning classifier using the Weka plugin in ImageJ. The pixels were then sorted into three 
categories, as shown in the right-most image: actin puncta, cell body, and background. (C) Sample fluorescence 
images show the F-actin distribution in TG-treated cells and BAPTA-loaded cells during phagocytic spreading. TG-
treated cells had a significantly lower density of actin puncta compared to both control cells and BAPTA-loaded 
cells. (D) Sample fluorescence images show the F-actin distribution in cells spreading in the absence of all 
extracellular divalent cations (EDTA) or with Ca2+ absent and Mg2+ present. Actin structure was significantly 
different when no divalent cations were present, as indicated by a much lower density of actin puncta, but inclusion 
of extracellular Mg2+ restores puncta density to the same level as control cells. Scale bars denote 10 μm. Error bars 
denote standard deviation. 

 

We examined phalloidin stains for the four different conditions outlined above. Treatment 

protocols were identical to those in our frustrated phagocytosis assay, but in this case, cells were 

not pre-loaded with Fluo-4. TG-treated or BAPTA-loaded cells still formed actin puncta in the 

process of phagocytic spreading, but puncta density was significantly lower in TG-treated cells 

(Fig 6.5C).  
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Removal of all extracellular divalent cations resulted in significantly altered F-actin 

distributions (Fig 6.5D). Although puncta were still observed, they formed at much lower 

densities (Fig 6.5D). Furthermore, the periphery of cell-substrate contact regions exhibited 

denser bands of actin. In the presence of extracellular Mg2+, these effects were eliminated (Fig 

6.5D), in good agreement with the findings of our micropipette and frustrated phagocytic 

spreading experiments. 

 

Discussion / Conclusions 

Given the diverse roles of Ca2+ as a second messenger in the cell, Ca2+ bursts during 

phagocytosis are expected to have many implications for overall cell behavior. In this study, we 

found that Ca2+ bursts, although not strictly required for IgG-mediated phagocytosis, do regulate 

the efficiency of phagocytic spreading and the total amount of cell deformation.  

In general, phagocytic spreading speed is determined by a balance between cytoskeletal 

protrusion and the cell’s cortical tension. Incidentally, elevations in intracellular Ca2+ 

concentration can alter both protrusion stress and cortical tension. Increases in Ca2+ 

concentration lead to activation of integrins, which then form anchoring connections back to the 

cytoskeleton. This provides bracing support during phagocytic spreading, increasing the effective 

protrusion stress [14, 82]. Additionally, Ca2+-dependent activation of calpain leads to cleavage of 

cytoskeleton-membrane linkages, lowering the local cortical tension and allowing for unfurling 

of folds in the plasma membrane [29, 81]. Cell surface area expansion is also supported by 

exocytosis, which is known to be Ca2+-dependent [231]. Addition of membrane through 
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exocytosis is expected to lower the cortical tension and increase the maximum surface area 

available for spreading. 

The above roles for Ca2+ bursts are consistent with our findings in experiments with TG-

treated cells; these cells spread more slowly and reached smaller maximum contact areas 

compared to control cells. Following TG treatment, neutrophils formed actin puncta at lower 

densities than control cells, which likely indicates weaker coupling between the membrane and 

the cytoskeleton. Similar actin structures in macrophages were shown to be surrounded by β2 

integrin and integrin-binding proteins such as talin and vinculin [46], indicating they are 

normally sites of strong anchoring between the membrane and the cytoskeleton.  

The results presented in this chapter are strictly limited to IgG-mediated phagocytosis, 

although some findings may carry over to other cases of phagocytosis. For instance, a significant 

correlation between Ca2+ burst magnitude and phagocytic spreading speed may also be present in 

complement-mediated phagocytosis. In fact, the effect may even be stronger, as in complement 

mediated phagocytosis, the main receptor involved, Mac-1, is an integrin whose activity is 

known to be modulated by intracellular Ca2+ [31, 229]. 

In addition to the putative role of Ca2+ bursts in regulating the mechanics of neutrophil 

phagocytic spreading, it should be noted that Ca2+ is known to play several significant roles in 

the late stages of phagocytosis. For instance, Ca2+ elevations trigger oxidase activity after 

phagosome closure [232] and are required for efficient granule fusion in phagosome maturation 

[226]. However, the Ca2+ elevations associated with these processes generally come after the 

initial burst we are focused on here. 
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Beyond the context of Ca2+ signaling, our findings have emphasized the key role of 

cytoskeleton-membrane linkages in the mechanics of phagocytosis. In the absence of 

extracellular divalent cations, we see clear evidence of weakened cytoskeleton-membrane 

connections, leading to altered cell morphology during phagocytosis. Neutrophils initially 

pushed IgG-coated beads outwards rather than simply spreading around them, a phenomenon 

that was previously explained by weakened cytoskeleton-membrane attachments at the region of 

cell-particle contact [11]. Indeed, we observe much lower densities of actin puncta forming in the 

absence of divalent cations, which may indicate weakened cytoskeleton-membrane coupling. 

These effects were not present in experiments conducted in the presence of extracellular Mg2+ 

only (EGTA condition), a condition that was previously shown to lead to higher constitutive 

activity of β2-integrins when compared to experiments in media containing both Ca2+ and Mg2+ 

[233, 234]. In our case, this baseline activation of integrins did not result in any detectable 

changes from control cells, indicating that integrins are also activated during IgG-mediated 

phagocytosis in control cells, which agrees with other studies [17]. 

Interestingly, in the absence of divalent cations (EDTA condition), weakened cytoskeleton-

membrane connections resulted in an increase in spreading speed during frustrated phagocytosis. 

This seems to contradict our claim that weakened cytoskeleton-membrane connections led to 

slower spreading in the case of TG-treated cells. However, because global Ca2+ bursts still occur 

in the EDTA treatment, this could still allow for sufficient calpain activation to facilitate rapid 

membrane unfolding. In this case, then, higher densities of actin-membrane linkages could slow 

spreading by acting as an effective friction, whereas weakening them could in fact speed up 

phagocytic spreading. 
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The above hypotheses regarding the effects of TG-treatment and extracellular divalent cation 

depletion on the mechanics of phagocytic spreading could be tested by inserting the relevant 

assumptions into our computational model developed in Chapter 3. In fact, once enough is 

known about how Ca2+ affects mechanics, we could couple our Ca2+ signaling model in Chapter 

5 to the mechanical model in Chapter 3 to develop a full in silico model of the treatments tested 

here. Such attempts to quantitatively understand the complex coupling between cell mechanics 

and signaling are promising strategies for investigating not just neutrophil phagocytosis, but also 

many other cases of cell motility. 
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Appendices  

Opening note: Appendices A-F pertain to the modeling work presented in Chapter 3. 

Supplementary materials for Chapters 4 and 5 have been included as single appendices each 

(Appendix G and Appendix H, respectively). 

Appendix A. Adhesion stress calculation 

To compute the adhesion stress, we consider a potential acting between an adhesion molecule 

and a receptor in the cell membrane. Here, we use a 6-3 potential: 

 
6 3

0 0
0( ) 2adh

D D
u D u

D D
    = −    
     

 (A.1) 

where  D0  is the distance associated with the energy minimum and  u0  sets the magnitude of the 

binding energy. The force due to this single interaction is 

 
7 4

0 0
0

( )( ) adh
adh

du D D Df D f
dD D D
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where  f0 = 6u0/D0. As  D0  is the location of the energy minimum, we also see that  fadh(D0) = 0. 

We use D0 = 50 nm in our simulations. Realistically, one might expect this distance to be much 

smaller (molecular scale), but the longer range here effectively includes membrane fluctuations 

and filopodia and serves as an upper limit. Adhesion potentials with a range of tens to hundreds 

of nanometers are common when modeling cells and vesicles at the mesoscopic scale [62, 109]. 

To solve for the overall adhesion stress, we integrate over the ligand-coated surface (surface 

coordinates [r, θ] ) and the region of membrane being considered (surface coordinates  [s, ψ] ) 

(Fig A.1A). 
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Fig A.1: Adhesion force calculation.  
(A) The cell geometry is depicted from the side, as well as from the top, including definitions of coordinates used in 
the text. (B) Adhesion stress components are plotted as a function of arc length  s  for the cell shape shown in part A 
at a relative ligand density of 10%. 

 

Individual interaction forces are specified as vectors, that is 

 
7 4
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f f  (A.3) 

The distance between a point on the membrane and a point on the surface is given by 

 2 2 2( , , , ) ( cos cos ) ( sin sin )m m mD r s r r r r zθ ψ ψ θ ψ θ= − + − +  (A.4) 

The distance  zm  is adjusted from the  z  coordinate used elsewhere so that the surface  z = 0  

corresponds to the zero-force distance  D0, i.e.  zm = z + D0.  

The direction of the force is expressed by a unit vector (we only calculate the  r  and  z  

components, as the angular component cancels out due to symmetry) 
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Considering a region of the cell membrane extending from  s = scur – l/2  to  s = scur + l/2  along 

the arc length and from ψ = -Δψ/2  to  ψ = Δψ/2  in the angular direction, we compute the 

pairwise force by the total integral 
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where  ρl  is the ligand density on the substrate and  ρR  is the receptor density on the cell 

membrane. In practice, we lump  f0  and  ρR  into a single parameter  σ0 = f0ρR , which effectively 

serves as a force per unit area of cell membrane (see Table 3.1).  

The stress per unit area of membrane is given by 
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In the limit  lΔψ → 0 , we obtain the final expression, as given in the main text 
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This integral is not readily carried out analytically. Therefore, we evaluate it numerically in 

MATLAB by performing trapezoidal integration in both dimensions, using log-spaced meshes 

for both  r  and  θ. Results of this integration are essentially identical to those of integration with 

MATLAB built-in functions, but computation time is reduced well over 10-fold. An example of 

the adhesion stress components computed as a function of arc length 𝑠 along the cell contour 

defined in Fig A.1A is shown in Fig A.1B for  ρl = 10%. 
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In practice, we modify the adhesion strength in simulations by varying the scaling factor  σ0ρl 

, but we cannot directly extract the ligand density  ρl. Instead, we infer the adhesion energy per 

unit area  γ  from the equilibrium contact area  Ac  using simple geometry, conservation of 

volume, and the Young-Dupre equation, as explained in the main text. Using these estimated 

values of adhesion energy  γ(Ac)  and the typical binding energy of a low affinity Fcγ receptor to 

IgG (Ebind ≈ 6 × 10-20 J [112]), we estimate the IgG density  ρIgG,est  as 

 ,
( )c

IgG est
bind

A
E

γρ =   (A.9) 

We perform a linear fit between  ρIgG,est  and the relative adhesion strength  ρl / ρl,max  to 

compute the effective IgG densities tested in our Brownian Zipper model (Fig A.2). From this fit, 

we find that  ρl = 10% roughly corresponds to  ρIgG,est = 1,000 μm-2. 

Fig A.2. Relationship between estimated IgG density and model adhesion strength.  
A linear fit relates model adhesion strength to IgG density based on the equilibrium contact areas obtained from 
simulations. 
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Appendix B. Derivation of a power law for contact area growth in passive spreading 

To develop an approximate analytical prediction of the functional dependence of the contact area 

on time, we start from the overall energy balance for our passive model cell spreading on a flat 

surface with adhesion energy density  γ , analogous to the energy balance in the spreading of a 

viscous droplet [113]. After canceling a factor of 2π, this yields 

 ( ) ( )2( ) 2
2 c ij ijr e e rdrdz rds prdrdz

t t t
γ μ τ∂ ∂ ∂= + +

∂ ∂ ∂    (B.1) 

where  rc  is the cell contact radius,  μ  is the effective cell viscosity,  eij  denotes the  i,j  

component of the rate-of-strain tensor (repeated indices are summed over),  τ  is the cortical 

tension, and  p  is the pressure inside the cell.  The left-hand side corresponds to energy gain due 

to cell-surface adhesion. The first term on the right-hand side is the viscous dissipation rate 

[235], the second term is the work required to deform the cortex, and the third is the change in 

energy due to changes in pressure and/or volume. In our simulations volume is kept constant, 

and any energy required for pressure changes is much lower than for changes of the surface area 

or tension; therefore, we neglect the last term of Eq (B.1) in the following analysis. 

To estimate the remaining terms in the energy balance, we assume that the passively 

spreading cell adopts the shape of a spherical cap with contact radius  rc and radius of curvature  

Rcell (Fig B.1A). This geometry defines the contact angle as: 

 sin c
c

cell

r
R

θ =  (B.2) 

We focus this analysis on initial contact area growth, during which the contact angle is small and 

we can treat  Rcell  as a constant. Based on this geometry and features of the calculated flow 
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profile (Fig B.1A inset), we estimate the viscous dissipation rate and work required to deform the 

cortex as follows. 

We first expand the dissipation term to include all non-zero components of the rate-of-strain 

tensor (all derivatives with respect to the polar angle are zero given axial symmetry): 
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The main effect of the adhesion force is to “pull down” the membrane onto the flat surface; that 

is, the z-component of the adhesion stress generally dominates (Fig B.1B). Accordingly, we 

expect  vz  to dominate over  vr  in the portion of the cell closest to the substrate, which is 

confirmed by our calculations (Fig B.1A inset). Furthermore, due to incompressibility, we know 

 0r r zv v v
r r z

∂ ∂+ + =
∂ ∂

 (B.4) 

Therefore, if the contributions of  vr  are small,  ∂vz/∂z  must also be small, and we are left with: 
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Fig B.1: Energy balance calculations.  
(A) Geometry of a spreading droplet during early spreading. The inset illustrates fluid velocities (arrows) at the 
boundary near the contact line as predicted by a typical Brownian zipper simulation. (B) Simplified geometry of a 
wedge used to represent a spreading droplet. The top panel defines variable used in the text. The bottom panel 
illustrates the manner of contact area growth implemented in our model. (C) Local dissipation per unit volume at the 
contact line for two early time points as computed by a Brownian zipper simulation at a ligand density of 10%. The 
dissipation is tightly confined to the point of contact. (D) Total viscous dissipation rate was directly computed using 
linear shape functions and plotted against rc

2 drc/dt on a log-log axis. Simulated values were binned and averaged for 
each interval on the x-axis. Error bars indicate standard deviation of binned data.  

As a test geometry for points near the surface, we consider a wedge-like shape, as shown in 

Fig B.1B. The exact functional form of  vz  within this wedge cannot be readily inferred a priori. 

Instead, we identify characteristic length scales to estimate the velocity gradient. We expect the 

z-velocity to be highest close to the surface, that is, within the length scale set by the adhesion 

potential (D0). The associated distance in the r-direction  Δr  (Fig B.1B) is given by:  

 0 0
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rθ

Δ = ≈  (B.6) 
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Before estimating the velocity gradient, we relate  vz  to the rate of contact radius growth, 

drc/dt. Because there is no slip at the contact line itself, the only way for the contact area to 

increase is for nonadherent membrane to approach and touch the surface past the contact line. 

We consider a sample point close to the surface at which the membrane moves at maximum 

velocity  vmax  in the negative z direction (Fig B.1B). If this point moves down from a distance  δz  

from the surface, then the contact line moves outward by a distance of  δr  in the r-direction (Fig 

B.1B), given by 
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In terms of velocities, this yields 
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Combining Eqs (B.6) and (B.8) and assuming the velocity gradient is highest in the direction 

tangent to the membrane, we approximate the sought velocity gradient: 
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We insert these estimates into the dissipation term (Eq (B.5)) and integrate over the wedge: 
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Inserting the definition of  Δr  from Eq (B.6) and assuming  Δr  << 3rc , we find 
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where  Π0 = μ/(2Rcell3). We verify this relationship by comparing it to numerically computed 

dissipation rates obtained in Brownian zipper simulations (Fig B.1C-D). The dissipation rate per 

unit volume is highest in a small region near the contact line (Fig B.1C). We integrate to 

compute the total dissipation rate at each time step, and then plot this as a function of  rc2(drc/dt)  

to compare it to our approximate analytical prediction from Eq (B.11) (Fig B.1D). When plotted 

on a log-log axis, this curve shows a linear region with a slope of 2, in agreement with the 

scaling in Eq (B.11). 

We next estimate the work required to deform the cortex, as given by the second term on the 

right-hand side of Eq (B.1). For a spherical cap of contact radius  rc  and height  h: 
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Early in spreading, h is approximately constant and tension changes slowly, therefore 
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Inserting the approximations from Eq (B.11) and Eq (B.13) into the energy balance (Eq (B.1)) 

and simplifying, we arrive at the following differential equation: 
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In early spreading, tension changes more slowly than 𝑟 ; therefore, it can be treated as a constant. 

This leads to the spreading law observed in our model as well as in a previous computational 

model of passive cell spreading [62]: 

 1/4 1/2
c cr t A t∝ → ∝  (B.15) 

 

Appendix C. Development and testing of constitutive relations for cortical tension and 

protrusion stress 

To best match the real-life behavior of cells, we developed versions of the piecewise 

relationships for tension (Eq (3.1)) and protrusion stress (Eq (3.11)) that have continuous first 

derivatives (C1).  We accomplished this by using polynomials to transition between each 

piecewise domain from the original C0 relations. For tension, we use 
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The C1 version of protrusion stress requires two separate transition regions, which we achieve 

using cubic polynomials: 
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The 𝑐 and 𝑑 coefficients are found by solving the appropriate linear systems. Their values 

generally depend on the contact area Ac at different values of surface area deformation; namely, 

at  Acell = 1.13 Acell,0  ,  Acell = 1.26 Acell,0  , and  Acell = 1.39 Acell,0.  These are derived from sample 

runs of the simulation. 

Fig C.1. Results of simulations using alternative cortical tension constitutive relations.  
(A) Alternative relationships between cortical tension and cell surface area. (B) Brownian zipper results do not 
change qualitatively for different choices of cortical tension constitutive relations. (C) Contact area over time for the 
pure protrusive zipper varies only slightly between simulations using different relationships for cortical tension. 
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A comparison of the non-smooth (C0) relationships with their smooth (C1) counterparts 

reveals only minor differences in the respective graphs (Figs C.1A and C.2A). Furthermore, 

simulations performed with C1 vs. C0 relationships result only in slight changes in spreading 

dynamics that do not affect the main takeaways of this study (Figs C.1B-C and C.2B). 

To confirm that our findings were not dependent on the relationships chosen for tension and 

protrusion stress, we also tested alternative expressions. For tension, a simpler relationship that 

has been used in previous numerical studies of cell deformations [236] is exponential: 
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As shown in Fig C.1B-C, this relationship does not qualitatively alter the Brownian Zipper or 

protrusive zipper contact area curves. 

A simpler assumption for growth of the protrusion stress is that the stress grows linearly as a 

function of contact area: 
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Remarkably, we find that even this simple relationship gives rise to the sigmoidal growth of 

contact area over time observed experimentally (Fig C.2C), indicating this is a general feature of 

our model that does not depend sensitively on the exact relationship chosen for protrusion stress.  
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Fig C.2. Results of simulations using alternative protrusion stress constitutive relations.  
(A) Alternative relationships between protrusion stress and cell-substrate contact area. (B) Results of the pure 
protrusive zipper simulation using the C1 relationship only differ slightly from the C0 version. (C) A linear 
relationship between protrusion stress and contact area gives rise to a sigmoidal contact area vs. time curve.  

 

Appendix D. Details of finite element implementation 

The governing equations are given in Methods, referred to as the “velocity equation” (Eq (3.17)) 

and the “pressure equation” (Eq (3.18)) below. Both equations are readily cast into a Galerkin 

form, which then is rewritten in matrix form as is conventional for finite element methods.  

For reference, we give the elemental contributions to the stiffness matrices and load vectors 

for each finite element system, following the notation used by Hughes [131]. Na is used to denote 

the finite element shape function associated with node a. We use bilinear quadrilateral shape 

functions and compute all integrals using two-by-two Gauss quadrature. 
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The velocity equation (Eq (3.17)) gives rise to the linear system 

 all =Kv F  (D.1) 

The vector 𝐯  contains the velocity values  [vr, vz]  at each node, and the global stiffness 

matrix K and global load vector F are assembled from elemental contributions. The contributions 

from nodes a and b belonging to element e are given as follows, where  Ωe  denotes the element 

domain (note the factor of  2πr  due to axial symmetry, as well as the term  (Na Nb/r2)  which 

arises when computing ∇v in cylindrical coordinates) 

 

, 2

,

,

,

K 2 2 2

K 2

K 2

K 2 2

a b a b a b
arbr e e

a b
arbz e e

a b
azbr e e

a b a b
arbr e e

N N N N N N rd
r r r z z

N N rd
r z

N N rd
z r

N N N N rd
z z r r

π

π

π

π

∂ ∂ ∂ ∂ = + + Ω ∂ ∂ ∂ ∂ 
∂ ∂= Ω
∂ ∂

∂ ∂= Ω
∂ ∂

∂ ∂ ∂ ∂ = + Ω ∂ ∂ ∂ ∂ 









 (D.2) 

For the load vector 
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 (D.3) 

where the second term in the load vector arises from the Neumann boundary condition (stress 

balance) and  Γe denotes the boundary of the element. The vector  [σr, σz]  denotes the boundary 

stresses given by adding the adhesion stress, protrusion stress, and cortical stress, which are only 

non-zero for those elements which belong to the free boundary of the cell. For elements in 
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contact with the substrate, there is no contribution from the no-slip boundary condition because 

the enforced velocity is equal to zero. 

The pressure equation (Eq (3.18)) gives rise to the linear system 

 all =Q p G  (D.4) 

The vector  pall  contains the pressure value p at each node. The global stiffness matrix Q and 

global load vector G are assembled from elemental contributions given by 

 ,Q 2a b a b
eab e a b

N N N N rd
r r

N
z z

N π ∂ ∂ ∂ ∂  + Ω  ∂ ∂ ∂ ∂  
= −   (D.5) 

 ,G 2r r z
a e a est e

v v vN p rd
r r z

π∂ ∂ = − − − Ω ∂ ∂   (D.6) 

The expression for Ga incorporates the assumption that  ∇p ∙ n  is zero along the cell boundary, 

as dictated by the boundary condition, and  ∇2p = 0  everywhere, which is satisfied exactly for an 

incompressible fluid. Derivatives of  [vr, vz]  are computed using bilinear quadrilateral shape 

functions. 

This system of equations is solved iteratively, as described in Chapter 3 Methods. Examples 

of the fluid velocities and pressures obtained by the Brownian zipper model (Fig D.1A) and the 

protrusive zipper model (Fig D.1B) are included for illustration. 
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Fig D.1: Example velocity and pressure fields obtained by finite element computations.  
(A) Fluid velocity vector fields and pressure scalar fields (heat maps) are shown for purely adhesion-driven 
spreading with a ligand density of 10%. The magnitude of fluid velocity decays relatively quickly over time. (B) 
Fluid velocity vector fields and pressure scalar fields (heat maps) are shown for purely protrusion-driven spreading. 
The velocities maintain a similar magnitude over time due to the time-dependent increase in protrusion stress. 
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Appendix E. Numerical testing and optimization 

The accuracy of numerical computations such as used in this study can be affected by several 

factors. In this appendix, we document tests that we have carried out to verify the robustness of 

our numerical predictions. All tests of the Brownian zipper model are conducted for a ligand 

density (ρl) of 10%, and all tests of the protrusive zipper model are carried out in the absence of 

adhesion stress.  

I. Test for incompressibility 

Solving the governing equations for the perturbed Stokes equations given in Methods (Eqs (3.17) 

and (3.18)) yields an approximate satisfaction of incompressibility. The degree to which 

incompressibility is enforced depends on the magnitude of the perturbation parameter  ϵ  in Eq 

(3.18). Specifically, as  ϵ  goes to zero, the fluid becomes more incompressible. However, if  ϵ  is 

too small, there are numerical difficulties. Thus, it is worthwhile to evaluate how closely 

incompressibility is satisfied for different values of  ϵ. In our model,  ϵ  scales with the 

characteristic radius of an individual element  hmesh  and the effective viscosity  μ [111]. As 

described in Eq 15 in Chapter 3, we generally require that  ϵ ≤ hmesh2/μ , but we can write more 

generally 

 
2

meshh
μ

 
=  

 
   (E.1) 

where     is a dimensionless scaling factor that should have a magnitude less than or equal to 

one to satisfy the above inequality. Here, we assess how this parameter affects the error in our 

model. 
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We quantify the degree of compressibility at different locations in the cell body in terms of 

the local rate of dilatation, obtained by integrating  ∇ ∙ v  over individual elements and dividing 

by the element volume  Vel. That is, 

 
( )

Dilatation rate = el

el

dV
V

∇⋅ v
 (E.2) 

This dilatation rate has units of inverse seconds and describes the rate of fluid expansion per 

unit volume. In general, we expect the largest departures from perfect incompressibility to occur 

in the immediate vicinity of the perimeter of the contact region, due to a well-known singularity 

that has been examined thoroughly for different cases of droplet spreading [113]. Focusing on 

this region, we have characterized how our choice of the value of  ϵ  affects the dilatation rate 

(Fig E.1A). We evaluate the overall error of the model in terms of the mean square error (MSE) 

for the incompressibility condition 

 
( )2

MSE =
tot

dV
V

∇⋅ v
 (E.3) 

The MSE initially depends only weakly on the value of   , but increases considerably at higher 

values, as expected (Fig E.1B-C). Generally, a value o𝑓  1=   results in sufficiently low error 

while also avoiding numerical difficulties associated with lower values of   .   
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Fig E.1: Testing for incompressibility.  
(A) Heat maps of the dilatation rate within the leading edge of the cell for purely protrusion-driven spreading at  t = 
15 s for different values of   . (B) Volumetric mean square error is plotted as a function of    for Brownian 
Zipper simulations at  t = 15 s.  (C) Volumetric mean square error is plotted as a function of     for protrusion-only 
spreading at  t = 15 s.   

II. Time-step testing  

The optimal time step  Δt  for fluid mechanics simulations depends on fluid velocity and the 

mesh resolution. A common reference for this is the Courant number, generally given by 

 v tC
l
Δ=  (E.4) 

where  l  is a characteristic length and  v  is a characteristic velocity. For numerical stability,  C  

should be much less than one. 

We use Eq (E.4) to determine the appropriate time step for the minimum ratio of  l/v  across 

all elements; that is 
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all el

, ,

min min min ,span span

r c z c

r zlt C C
v v v

   Δ = =           
 (E.5) 

where  rspan  is the span of the element in the r direction,  zspan  is the span of the element in the z 

direction,  [vr,c, vz,c]  is the velocity vector at the centroid of the element, and  C  is the desired 

Courant number. For instance, if  C = 0.1 , fluid flow crosses at most 10% of any individual 

element during a single time step. We performed a series of simulations using decreasing values 

of  C  to establish at which Courant number our computations converge satisfactorily. Figure E.2 

shows examples of testing different time steps for the Brownian Zipper model (Fig E.2A) and the 

protrusive zipper model with no adhesion stress (Fig E.2B). For smaller time steps, the contact 

area curves become smoother and converge to a single solution. Generally, we find that  C ≤ 0.1  

performs well in these cases, which is the value we choose for our simulations.  

Fig E.2: Time-step testing.  
Contact area versus time for different Courant numbers for (A) the Brownian zipper model and (B) purely 
protrusion-driven spreading. 
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III. Mesh refinement 

We ensured that the results of our simulations do not depend significantly on the mesh resolution 

as follows. When constructing the mesh, we start by specifying the boundary nodes, choosing 

tight spacing near the substrate and gradually increasing spacing to 0.17 μm over the rest of the 

cell contour (Fig E.3A). After parameterizing the contour, we use transfinite interpolation to 

construct the interior mesh ([237], Fig E.3A). Using a global edge spacing of 0.17 μm generally 

results in about 2,000 elements. Here, we focus on refining the mesh spacing close to the surface 

where the stresses are most concentrated. 

For both the Brownian zipper model and the protrusive zipper model, we tested minimum 

boundary point spacing values  Δsmin  of 25 nm, 10 nm, 5 nm, and 2.5 nm. In both cases, we find 

convergence for  Δsmin ≤ 5 nm (Fig E.3B-C). For our simulations in the main paper, we use Δsmin 

= 2.5 nm. 
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Fig E.3: Mesh refinement.  
(A) Illustration of mesh construction including our choice of relevant boundary spacing intervals. Convergence of 
the simulations is evaluated by inspection of contact-area-versus-time curves obtained with different minimum mesh 
spacings close to the substrate (Δsmin) for (B) the Brownian zipper model and (C) purely protrusion-driven 
spreading. 
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Appendix F. Additional testing of the discrete adhesion model 

As outlined in the main text, we introduced two main rules to implement a version of our 

protrusive zipper with discrete adhesion sites: 1) If the cell membrane is less than a threshold 

distance from a ligand (set by the magnitude of membrane fluctuations dictated by Eq (3.12)), 

the membrane is considered bound, and 2) the protrusion stress decays as a function of time 

since last binding a ligand (Eq (3.13)). The second rule contains a free parameter  t0 , 

corresponding to a characteristic decay time for the protrusion stress. Because this parameter is 

not directly quantifiable from our data, we sought to determine how sensitive the outcomes of 

this version of the model were to our choice of  t0 (Fig F.1). 

In the main text, we use  t0 = 66 s, and here we tested  t0  with either half this value (33 s, 

faster decay) or twice this value (132 s, slower decay). We also tested the model without any 

decay by setting  t0 = ∞. Regardless of the choice of t0, we observe the same qualitative behavior 

of the model – spreading speeds remain similar across different ligand densities, but maximum 

contact area increases as a function of ligand density (Fig F.1A,B). However, the exact 

relationship between ligand density and maximum contact area depends on the choice of  t0. 

Faster decay rates (lower  t0 ) generally resulted in earlier termination of spreading, but with slow 

or absent decay, cells continue spreading longer (Fig F.1). This difference is most evident at 

lower ligand densities, where a more sustained protrusion stress is required to overcome larger 

gaps between ligands. 

 



180 
 

 

Fig F.1: Effect of varying t0 on the protrusive zipper with discrete adhesion sites.  
Contact-area-versus-time for spreading over different densities of discrete binding sites, plotted for  t0 = 33 s (faster 
decay) (A) and for no time-dependent decay of the protrusion stress (B). (C) The relationship between maximum 
contact area and IgG density depends on how quickly the protrusion stress decays.  

We also noted that our experiments seemed to indicate a saturation in maximum contact area 

for IgG densities greater than about 1,000 μm-2, but our model predicts a continued increase in 

maximum contact area up to the highest density tested (30,000 μm-2). At these higher densities of 

IgG, receptors are the limiting factor of the maximum adhesion strength, which is not accounted 
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for in our model. Therefore, we conducted additional proof-of-principle simulations in which 

both ligands and receptors were treated as discrete.  

On the order of 1×106  Fcγ receptors are present in the membrane of a passive neutrophil 

[238, 239]. The total membrane surface area includes not just the apparent surface area, but also 

membrane folds such as microvilli. Because neutrophils can expand their apparent surface area 

up to three times its resting value [7, 99], we conservatively estimated the total receptor density  

ρFcγR  as 1×106 / 3SA0 , or about 1,470 receptors per square micron.  

Because these receptors are generally mobile, we assumed that any given receptor effectively 

occupied a length of membrane  δl  dictated by receptor mobility (effective diffusion coefficient  

Deff ) and the current time step  Δt : 

 4 effl D tδ = Δ  (F.1) 

If a given receptor is centered at a point on the membrane specified by arc length  sR  , then the 

receptor can diffuse within a range bounded by  sR – δl  and  sR + δl during a time interval of  Δt 

(Fig F.2A inset). We here postulate that, for any given ligand, if the minimum distance to this 

receptor, dmin, is less than  dthresh  (given by Eq 12 in the main text), then binding occurs. 

Using the above approach to discretize receptors, we require the total region over which each 

receptor can diffuse ( 2δl from Eq (F.1)) to be less than the receptor spacing; otherwise, the 

entire membrane would be available to bind free ligand, as in the original discrete adhesion 

model. This places an upper limit of about 4×10-4  μm2/s on  Deff , much lower than the values 

reported for Fcγ receptor diffusion coefficients (~0.01 to 0.1 μm2/s) [240]. However,  Deff  should 

be viewed as an effective parameter, capturing not only diffusion but also the effects of lateral 

confinement [211] and close contacts [241]. 
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As a proof of concept, we performed simulations with ρFcγR = 1,470 μm-2 and  Deff = 1×10-4  

μm2/s. (Fig F.2) These simulations indeed showed that spreading on lower densities of IgG was 

similar to our original simulations, but spreading on the highest density terminated earlier due to 

limited receptor availability (Fig F.2A,B). The results of this version of the model yielded an 

even better match to the experimentally measured relationship between IgG density and 

maximum contact area (Fig 3.8C).  

 

Fig F.2: Protrusive zipper with discrete ligands and discrete receptors. 
(A) Sample cell profiles for spreading over different densities of binding sites with receptors only present in the 
membrane segments shown in red. The inset defines the variables used in the text. (B) Spreading over low densities 
of IgG (30 μm-2) is unaffected by a discrete receptor model, whereas spreading is receptor-limited on high densities 
of IgG (30,000 μm-2). 

 



183 
 

Appendix G. Chapter 4 supplementary materials 

 

 

Fig G.1.  Dual-camera setup for simultaneous recording of brightfield and fluorescence 
images.  The LEDs emitted white (LED 1) or cyan (LED 2) light.  The following filters 
and dichroic mirrors were used (all by Chroma Technology):  (a)  ET630/75m;  (b)  
ET480/40x;  (c)  T510lpxrxt;  (d)  59001bs;  (e)  ET535/50m;  (f)  ET610/20.  (See 
Chapter 4 Materials and Methods for further details.) 
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Fig G.2.  Unphysiologically high concentrations of C5a trigger calcium bursts in resting 
human neutrophils without inducing chemotaxis.  These examples (representing a 
total of N = 67 tested cells) illustrate the response of neutrophils pre-loaded with the 
calcium indicator Fluo-4 to jets of a 0.1 μM C5a solution applied from the left.  The 
relative time at which each image was recorded is included.  All scale bars denote 10 μm. 
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Fig G.3.  Concurrence of calcium bursts and cellular contraction.  Six example plots show 
the time course of the total axial cell extension (defined in the included videomicrograph) along 
with the mean fluorescence intensity of the calcium indicator Fluo-4.  The aspiration pressure in 
the cell-holding pipette was kept constant during the depicted time windows.  Monotonously 
decreasing segments of the cell-extension graphs (emphasized by thick red lines) expose periods 
of pronounced cellular contractions.  Each contractile deformation coincides more or less with 
the onset and initial phase of a calcium burst.  As mentioned in the main text, this coincidence 
reveals correlation, but not necessarily causation.  We note that the pseudopod length and 
projection length can undergo spontaneous fluctuations, which can accelerate or delay the 
apparent onset of contractions such as shown here.  It is also possible that in some cases, cell 
contractions are initiated first locally (e.g., by engaging a normal pulling force without triggering 
a calcium burst), followed by a global increase of the cortical tension.  The scale bar denotes 
10 μm.   
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Fig G.4.  Estimation of the cell-surface area.  The figure illustrates the workflow of our 
calculation of the surface area of the cell body outside the pipette.  It is based on the 
assumption that the video image of the cell body shows a 2D cross-section of an 
axisymmetric 3D body (see Materials and Methods for details).  After finding a smooth 
and continuous mathematical representation of the cell contour (red line), we determine 
the most likely axis of rotation, and then reconstruct the 3D body using a symmetric 
version of the contour (blue line).  Our calculation takes into account that the total cell 
volume remains constant during the deformations considered here. 
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Movie 4.1.  Close-up view of a calcium 
burst in a human neutrophil.  The 

video starts with a composite 

brightfield/fluorescence view of a 

calcium burst during phagocytosis of an 

antibody-coated bead by a human 

neutrophil that had been pre-loaded with 

the calcium indicator Fluo-4.  The second 

part presents a plot of the fluorescence 

intensity versus time for the same 

experiment.  The video illustrates that calcium bursts are rapid, global, and dramatic surges of 

the free intracellular calcium concentration.   

 

Movie 4.2.  Absence of calcium 
bursts during complement-
mediated, pure chemotaxis of a 
human neutrophil toward a 
zymosan particle.  A zymosan 

particle (made from cell walls of 

yeast) is maneuvered to different 

sides of a pipette-held, 

nonadherent human neutrophil.  The neutrophil responds vigorously by extending chemotactic 

pseudopods toward the target particle.  Eventually, the particle is handed over to the cell, 

resulting in its phagocytosis.  The simultaneously recorded fluorescence intensity of the calcium 

indicator Fluo-4 reveals that a calcium burst occurs during the phagocytic stage of this 

experiment, but not during pure chemotaxis.  
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Movie 4.3.  Absence of calcium 
bursts during complement-
mediated, pure chemotaxis of a 
human neutrophil toward a 
cluster of β-glucan particles.  A 

cluster of β-glucan particles is 

maneuvered to different sides of a 

pipette-held, nonadherent human 

neutrophil.  The neutrophil responds vigorously by extending chemotactic pseudopods toward 

the target cluster.  Eventually, the cluster is handed over to the cell, resulting in its phagocytosis.  

The simultaneously recorded fluorescence intensity of the calcium indicator Fluo-4 reveals that a 

calcium burst occurs during the phagocytic stage of this experiment, but not during pure 

chemotaxis.  

Movie 4.4.  Unphysiological concentrations of C5a or co-stimulation by shear flow can 
induce calcium bursts in nonadherent human neutrophils.  This video showcases three 

example experiments in which pipette-held neutrophils are subjected to jets of different C5a 

solutions.  The lowest C5a concentration 

(0.1 nM) elicits a clear chemotactic 

response but does not trigger a calcium 

burst.  In the second example (using 10 nM 

C5a), the chemotaxing neutrophil twice 

exhibits calcium bursts after the jet pressure 

in the left pipette is increased 5-fold.  In the 

last example, the neutrophil almost 

immediately reacts to a low-pressure, 0.1 

μM C5a jet with a calcium burst, without 

prior chemotaxis.  The calcium bursts coincide with a contractile cell-morphology change that 

momentarily stalls, reverses, or even prevents chemotaxis.  For more details, see Figs. 4.3 and 

4.4 and Fig G.3.  
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Appendix H: Full model description and sensitivity analysis from Chapter 5 

Table H.1: Summary of parameter values with associated notes and references. 

 Parameter Meaning Value Fold 
variation# 

Notes/Sources 

1 Dcell Diameter of 
passive 
neutrophil 

8.75 μm 1.1 Determines voltot and the 
resting apparent surface 
area A0 

2 Atot / A0 Total microscopic 
cell surface area 
(including folds) 

2.1 1.1 Determines the total number 
of receptors in the 
membrane and the 
maximum deformation. Set 
by the deformation required 
to form a spherical cap with 
contact area 240 μm2 (Eq 
(2.5) in Chapter 2) 

3 voli / voltot Cytosolic volume 
fraction 

0.63 1.1 Measured in human 
neutrophils [242] 

4 volER / voltot ER volume 
fraction 

0.05 1.5 Agrees with values used for 
RAW macrophages [218] 
and smooth muscle cells 
[243]

5 ρIgG Varies for 
different 
simulations 

20-20,000 
μm-2 

1.5 Densities measured for our 
surfaces in Chapter 2 

6 NFcγR,tot Total number of 
FcγRs in the 
neutrophil 
membrane 

4.09×105 2 Varies from donor to donor, 
average total number in 
healthy donors was 8.5×105 
in [239] 

7 ρITAM,0 / ρR,0 Fraction of Fc 
gamma receptors 
with ITAM 
domains 

0.06 2 Varies from donor to donor, 
average ratio was .06 over 
three healthy donors in 
[239]

8 DR / ldiffusion Receptor 
diffusion 
coefficient 
divided by a 
characteristic 
length of receptor 
diffusion in 
membrane  

0.01 μm/s 1.5 For diffusion occurring over 
a characteristic length of 1 
μm, this corresponds to a 
typical receptor diffusion 
coefficient of 0.01 μm2/s, in 
good agreement with 
measurements of FcγR 
diffusion [240] 

9 Δtsignal Time over which 
freshly bound 
membrane 
actively signals

10 s 2 Proposed for this model 
specifically 
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10 Ka,RL 2D receptor-
ligand binding 
affinity 

30 μm-2 1.5 Matches measured binding 
affinity of 1μM for low-
affinity FcγRs [112] *

11 νSrc Reaction rate for 
Src on bound 
receptors at 
leading edge 

0.5 s-1 2 Agrees with the on-rate of 
Src family kinases 
determined for B cells 
[244]** 

12 KSrc Michaelis 
constant for Src-
ITAM 

10 μm-2 2 Corresponds to ~0.3μM *, 
estimated based on 
threshold from our 
experiments 

13 kdephos Dephophorylation 
rate for 
phosphorylated 
ITAM 

0.1 s-1 2 Matches the catalytic rate 
for ITAM 
dephosphorylation used for 
B cells in [244] 

14 αPLC Reaction rate for 
PLC converting 
PIP2 to IP3 

2.5×10-4  
s-1 

2 Chosen to match the order 
of magnitude of PLC 
activity from GPCR activity 
in RAW macrophage model 
[218] and in other cell types 
[245, 246] 

15 KPLC Michaelis 
constant for Ca2+ 
binding to PLC

0.4 μM 2 Values from paper which 
originally developed the 
equations for this part of the 
model [245] 16 rr Rate of PIP2 

recycling 
.015 s-1 2 

17 kdeg,IP3 IP3 degradation 
rate 

1.25 s-1 2 

18 NPIP2,tot Total number of 
PIP2 molecules in 
membrane 

2×107 2 Corresponds to ~150 μM 
(over the whole cell body 
volume), in the range 
specified for RAW 
macrophages [218] 

19 PIP3R Maximum total 
permeability of 
IP3R 

2880 μM/s 1.5 Values adopted from 
smooth muscle cell models 
[246, 247] 

20 Ki,IP3R IP3 dissociation 
constant for IP3R

0.1 μM 1.5 

21 Ka,IP3R Ca2+ dissociation 
constant for IP3R 
activating site 

0.17 μM 1.5 
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22 Kd,h Ca2+ dissociation 
constant for IP3R 
deactivating site

0.12 μM 1.5 

23 Ah Time scale for 
IP3R deactivation

1.4 s 2 

24 νSERCA SERCA pump 
permeability 

51.8 μM/s 1.5 Converted from max uptake 
current value given for 
smooth muscle cells in 
[243] ***, in between 
values previously used for 
neutrophils [155] and RAW 
macrophages [218] 

25 KSERCA Ca2+ dissociation 
constant for 
SERCA 

0.5 μM 1.5 In between values 
previously used for 
neutrophils [155] and RAW 
macrophages [218] 

26 νleak,ER ER leak 
permeability 

0.01 s-1 1.5 Determined by steady state 
considerations 

27 gSOCE SOCE channel 
conductance 

0.005 nS 2 Under standard conditions, 
this leads to a maximum  1 
pA influx, on the same 
order of magnitude as 
SOCE fluxes in Jurkat T 
cells [248] 

28 cref Store 
concentration for 
half SOCE 
activation 

70 μM 1.5 Corresponds to about 1/3 
the resting ER Ca2+ 
concentration, as in [248] 

29 νPMCA PMCA 
permeability 

0.839 
μM/s

1.5 Determined by steady state 
considerations 

30 Km,PMCA Michaelis 
constant for 
PMCA activation

0.17 μM 2 Value measured in smooth 
muscle cells [249] 

31 Bi,tot Total 
concentration of 
Ca2+ buffer in the 
cytosol 

300 μM 2 In between value measured 
in human neutrophils [250] 
and lower values more 
commonly used in literature 

32 Ki,B Average 
dissociation 
constant for 
cytosolic Ca2+ 
buffers 

0.5 μM 1.5 Measured in human 
neutrophils [250] 

33 BER,tot Total 
concentration of 
Ca2+ buffer in ER

60 mM 2 Chosen to match values 
used for RAW macrophages 
[218]
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34 KER,B Equilibrium 
constant for Ca2+ 
binding to buffers 
in the ER 

500 μM 1.5 Chosen to match values 
used for RAW macrophages 
[218] 

35 Vi Membrane 
voltage 

-60 mV 1.5 Typical resting membrane 
voltage for a human 
neutrophil measured in 
[251] and estimated in [252]

36 Ac,max Maximum 
contact area 
during spreading 

200-240 
μm2  

1.2 Value is determined by IgG 
density according to the 
relationship between ρIgG 

and maximum contact area 
measured in Chapter 2.

37 tshift Time shift factor 
(defines t = 0) 

100 s 1.2 Corresponds to the time 
from the start of the 
simulation to the maximum 
speed of spreading (given 
Eq (H.5)) 

38 t0 Characteristic 
time for 
sigmoidal contact 
area growth 

17-20 s 1.2 Sets the speed of spreading, 
chosen to match 3 μm2/s 
regardless of ligand density, 
as measured in Chapter 2. 
For a sigmoidal relationship 
(Eq (H.5)), the max. slope is 
Ac,max / 4t0 

 

# “Fold-variation” indicates the factor by which the parameter is allowed to vary in sensitivity 
analysis (see “Sensitivity analysis” section below). 

* To relate 2D densities to 3D concentrations, we need to consider a relevant height over which 
the interactions can occur (e.g. height of membrane fluctuations in region with uniform mixing). 
We chose to use 50 nm (.05 μm). 

** To convert from on-rate in the B cell model [244] (given in units of μM-1s-1) to our on-rate 
(given in s-1), we multiplied by the concentration of Src in their model (~1.5 μM). 

*** To convert from current in picoamperes to total flux by concentration (μM/s), we divided by 
2 F volref , where F is Faraday’s constant and volref is the volume of the cell in the paper being 
referenced.  
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Full description of computational model 

Although many detailed computational models of intracellular Ca2+ dynamics have been 

developed, most have focused on excitable cells such as neurons or muscle cells. However, non-

excitable cells such as fibroblasts or immune cells also show dramatic patterns of Ca2+ transients 

which remain poorly understood. Here, we develop a model for Ca2+ dynamics during neutrophil 

phagocytosis based on existing ODE-based models of Ca2+ signaling. Many relationships we 

used in this model are outlined nicely in [253]. 

In this model, we examine global changes in Ca2+ concentration; that is, we neglect 

intracellular gradients in Ca2+. While detailed spatial models may prove valuable in the future, 

our experimental observations show that Ca2+ is relatively uniform when examined over the time 

scale of seconds. Therefore, this model can be formulated as a system of ODEs that can be 

readily solved using an ODE solver in MATLAB. 

We consider fluxes between 3 compartments in our model: the extracellular space, the 

cytosol, and the endoplasmic reticulum (ER) (Fig 5.8). Assuming the extracellular Ca2+ level 

remains constant, this gives us two flux balance equations: 

 ( )3 ,
i

i IP R ER leak SERCA SOCE PMCA
dc B j j j j j
dt

= + − + −  (H.1) 

 ( )3 ,
iER

ER SERCA IP R ER leak
ER

voldc B j j j
dt vol

= − −  (H.2) 

The fluxes (j  terms) are expressed in terms of concentration per unit time (μM/s) and are defined 

as the molecular flux divided by the cytosolic volume. The terms  Bi  and  BER  arise from the 

rapid buffering approximation [214]. This involves assuming a separation of timescales; namely, 
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Ca2+ buffering occurs much faster than changes in overall free Ca2+. Under standard conditions, 

we assume a total concentration  cB  for Ca2+ buffers in the cytosol such as calmodulin, with an 

average dissociation constant  Kd,B. Additional buffers can also be included in this term as 

indicated:  

 
( ) ( )

1

, ,
2 2

, ,

1 ...d B B d other other
i

d B i d other i

K c K c
B

K c K c

−
 
 = + + +
 + + 

 (H.3) 

The ER generally contains a high concentration (cB,ER) of low-affinity buffer (dissociation 

constant  Kd,ER), which dictates  BER : 

 
( )

1

,
2

,

1 d CS CS
ER

d CS i

K c
B

K c

−
 
 = +
 + 

 (H.4) 

To solve for intracellular Ca2+ concentration from Eqs (H.1) and (H.2) we must compute all 

the fluxes, which introduces an additional five differential equations through the following 

sequence of events: 

1. Ligand-receptor binding: The input for this model is the cell-target contact area over 

time, given by: 

 ,

0

( )
1 exp

c max
c

shift

A
A t

t t
t

=
− 

+ − 
 

 (H.5) 

This relationship was chosen to be sigmoidal to match our measurements of contact area 

from our frustrated phagocytosis experiments. Ac,max  sets the maximum contact area the 

cell reaches in spreading,  tshift  determines when our simulation begins (sets t = 0), and  t0  

sets the speed of spreading. We chose the values of these parameters to match those from 
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our measurements of frustrated phagocytosis (maximum contact area depends on the IgG 

density and spreading speed = 3.0 μm2/s), but their values (and the overall relationship 

itself) can be readily adjusted to model other cases of phagocytosis. 

Given  Ac(t)  and its rate of change  dAc(t)/dt , we can solve for the number of FcγRs 

bound to IgG at each time step. 

 ,
, ,(2 )Fc R cup c

Fc R c Fc R unbound Fc R body

dN dAD r
dt dt

γ
γ γ γπ ρ ρ= ∇ +  (H.6) 

Eq (H.6) includes receptor diffusion (first term on the right-hand-side) and increased 

binding purely due to contact area growth (second term on the right-hand-side). The 

equation can be expressed in terms of a single unknown,  NFcγR,bound , by assuming rapid 

binding to a known density of IgG  ρIgG  with binding affinity  KIgG . Similar to the rapid 

buffering approximation above, assuming separation of timescales, the relationship 

between the total number of the receptors in the contact region ( NFcγR,cup ) and the 

number of bound receptors ( NFcγR,cup ) is: 

 , ,
,

1 IgG c
Fc R cup Fc R bound

IgG c Fc R bound

K A
N N

A Nγ γ
γρ

 
= +  − 

 (H.7) 

 The time derivative is given by: 

 
( ) ( )

2
, ,

2 2

, ,

1Fc R cup IgG IgG c IgGFc R bound c

IgG c Fc R bound IgG c Fc R bound

dN K A KdN dA
dt dt dtA N A N

γ γ

γ γ

ρ

ρ ρ

 
 = + +
 − − 

 (H.8) 

Using these expressions, all terms in Eq (H.6) can be written with  NFcγR,bound  as the only 

unknown. In particular, we can write: 
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,

( )Fc R body c Fc R cup Fc R bound
Fc R unbound

diff c

A N N
l A

γ γ γ
γ

ρ
ρ

− −
∇ =  (H.9) 

 where  ldiff  is a characteristic membrane length over which diffusion occurs, and: 

 , ,
,

Fc R tot Fc R cup
Fc R body

tot c

N N
A A

γ γ
γρ

−
=

−
 (H.10) 

where  NFcγR,tot  is the total number of FcγRs in the membrane and  Atot  is the total 

microscopic membrane surface area (including folds such as microvilli). Note that we 

assume that both  Atot  and  NFcγR,tot  remain constant over the time course of phagocytosis. 

Both could increase due to exocytosis, but for the short time scales modeled here, treating 

them as constants provides a good initial estimate. 

2. Phosphorylation events: Binding and clustering of FcγRs leads to Src-family kinase 

(SFK)-mediated phosphorylation of immunoreceptor tyrosine activation motifs (ITAMs), 

which are cytosolic domains present on some subtypes of FcγRs on neutrophils (mainly 

FcγRIIa). Experimental measurements from our lab indicate that about 5-10% of FcγRs 

present in resting neutrophil membranes are FcγRIIa [239]. Therefore if we denote the 

number of unphosphorylated ITAM domains in the contact region as  NITAM  and the 

number of phosphorylated ITAM domains in the contact region as  NpITAM , we 

approximate: 

 0
,

,

,0

ITAM

R
dITAM pITAM Fc R bounN N N γ

ρ
ρ

 
+ =   

 
 (H.11) 

To then calculate the overall change in phosphorylated ITAMs, we assume that only the 

ITAM domains of receptors which were bound in the last 10 s (NITAM,10 s) are available for 

phosphorylation. This value of 10 s can be adjusted, but the overall phenomenon agrees 
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well with experiments that  show enhanced signaling at the leading edge of pseudopods 

during phagocytosis [70]. We furthermore assume that SFKs bind in a manner dependent 

on the local ITAM density, with a binding constant KSrc  specified in units of μm-2. 

Finally, assuming a dephosphorylation rate of kdephos, this yields: 

 ,10
pITAM ITAM

ITAM s Src dephos pITAM
Src c ITAM

dN NN k N
dt K A N

ν
 

= − + 
 (H.12) 

Spleen tyrosine kinase (Syk) then binds to phosphorylated ITAM domains and proceeds 

to phosphorylate many other enzymes downstream. FcγRIIa-mediated Ca2+ signals are 

primarily mediated by phospholipase C (PLC) [221], which cleaves PIP2 in the 

membrane, producing diacylglycerol (DAG) and inositol triphosphate (IP3). We simplify 

this series of steps to the following set of differential equations originally given in [245]: 

 2

2 23 ,
,

[ ]PIP i
PLC pITAM r PIP r i A r PIP tot

a PLC i

dN cN r N r vol N IP r N
dt K c

α
 

= − + − +  + 
 (H.13) 

 2

3

3
, 3

,

[ ] [ ]PIPi
PLC pITAM deg IP

a PLC i i A

Nd IP cN k IP
dt K c vol N

α
 

= − +  
 (H.14) 

NA  is Avogadro’s number, which together with the cytosolic volume  voli  is used to 

convert between numbers of molecules and concentrations. All other terms and 

parameters are defined in Table H.1. 

3. IP3 receptor (IP3R)-mediated Ca2+ release: IP3 binds to its receptor in the ER membrane, 

which also acts as a Ca2+ channel. The conductance of the IP3R is also Ca2+-dependent, 

obeying the well-known relationship [212, 213]: 

 3

3

3 3

3 3 3
3
3 3

,03 , ,

[ ]
([ ] ) ( )

IP R i ER i
IP R

ERi IP R i a IP R

P IP c h c c
j

cIP K c K
 −

=   + +  
 (H.15) 
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This flux is enhanced by elevated intracellular Ca2+ with an activation constant Ka,IP3R. 

However, it is also deactivated by Ca2+ on a slower timescale, dictated by the variable  h , 

which obeys the dynamical relationship: 

 ( ), ,( )h d h i d h
dh A K c K h
dt

= − +  (H.16) 

 Ca2+ is also pumped back into the ER by SERCA pumps: 

 
2

2 2
SERCA i

SERCA
SERCA i

c
j

K c
ν

=
+

 (H.17) 

 and leaks out of the ER gradually: 

 ( ), ,ER leak ER leak ER ij c cν= −  (H.18) 

At steady state, the leak and SERCA fluxes perfectly balance each other, assuming the 

baseline IP3 concentration is negligible. 

4. Store-operated calcium entry: Following Ca2+ release from the ER, STIM molecules 

oligimerize in the ER membrane and associate with Orai channels in the plasma 

membrane, leading to Ca2+ influx. This process, known as store-operated calcium entry 

(SOCE), has been extensively characterized over the past two decades. Here, we use an 

empirical model for a flux which depends on store emptying, based on measurements in 

T cells [248]: 

 ( )24

2 1

SOCE
SOCE m Ca

ER
i

ref

gj V E
cFV
c

+= −
  
 +      

 (H.19) 
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where ECa2+ is the Nernst potential, calculated given the gas constant  R , temperature  T 

(room temperature to match our experiments), and Faraday’s constant  F :  

 2 ln
2

EC
Ca

i

cRTE
F c+

 
=  

 
 (H.20) 

In conjunction with this influx, Ca2+ is also pumped out of the cytosol by PMCA pumps:  

 
,

i
PMCA PMCA

i m PMCA

cj
c K

ν
 

=   + 
 (H.21) 

At steady state, PMCA efflux balances a slow leak of Ca2+ into the cell due to Eq (H.19). 

The system of ODEs was solved using ode15s in MATLAB. The 7 state variables and their 

initial conditions are summarized in Table H.2.  
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Table H.2: State variables and initial conditions 

Variable Description Initial value Notes/Sources 

ci cytosolic Ca2+ 
concentration 

0.1 μM Chosen to match our measurements in 
Chapter 5, agrees with previous 
measurements in human neutrophils 
[198]

cER ER Ca2+ 
concentration 

200 μM Chosen to match values previously 
used for human neutrophils [155] and 
RAW macrophages [218] 

NFcγR,bound number of bound 
FcγRs 

Variable, 
approaches  
ρIgGAc,0  for 
complete binding

Determined by starting contact area, 
IgG density, and other parameters in Eq 
(H.7) 

NpITAM number of 
phosphorylated 
ITAM domains 

0 Assuming no baseline activation 

NPIP2 number of PIP2 
molecules in the 
membrane 

2×107 Corresponds to ~150 μM (over the 
whole cell body volume), in the range 
specified for RAW macrophages [218]

[IP3] cytosolic IP3 
concentration 

0 μM Limiting case in which IP3 levels in 
resting neutrophils are negligible

h fraction of IP3 
channels not 
deactivated by Ca2+ 

0.545 Set by the values for  Kd,h  and  ci  at 
equilibrium (see Eq (H.16)) 
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Sensitivity analysis 

Our goal in conducting this sensitivity analysis was to compute the first-order Sobol indices and 

total-order Sobol indices for a set of chosen model outputs as an indicator of the model’s 

sensitivity to different parameters [216, 254]. The first-order indices capture the effects of 

varying a single parameter at a time, whereas the total-order index for a given parameter captures 

interactions between parameters (including all higher-order effects). By assessing the difference 

between the first-order and the total-order indices, we can evaluate the importance of interactions 

between parameters. Our chosen outputs for this analysis were:  

1. Steady-state Ca2+ concentration [Ca2+]SS 

2. Total area under the ([Ca2+] - [Ca2+]SS) curve (Total AUC) 

3. Contact area at the time of the Ca2+ burst onset ( Ac(tburst) ) 

4. Area under the ([Ca2+] - [Ca2+]SS) curve from  t = tburst  to  t = tburst + 100 

5. Number of peaks in the [Ca2+] curve 

All computations below were done using the SALib library in Python [209, 210]. 

The first-order Sobol index associated with the  ith  parameter ( i  goes from 1 to 38 as listed 

in Table H.1) and a given output (for example, Total AUC) corresponds to that parameter’s first 

order contribution  VAUC,i  to the total variance  VAUC : 

 ,
,

AUC ifirst
AUC i

AUC

V
S

V
=  (H.22) 

 This index includes all higher-order effects (interactions between parameters). However, we 

can also compute the total Sobol index, which includes all higher-order terms: 
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 (H.23) 

To compute these indices, we first generated a population of models in which each parameter 

was sampled from a log-normal distribution with geometric standard deviation equal to the fold-

variation indicated in Table H.1. For example, if the fold-variation is 1.5, the parameter generally 

varies from 2/3 to 1.5 times its baseline value. We used Saltelli’s sampling scheme [255] to 

generate the population of models, with 2,048 samples per parameter. We then ran the model in 

MATLAB for each parameter set, storing as outputs the five outputs defined above. For each set 

of 38 parameters, we computed the steady-state values for all 7 state variables and specified 

these as the initial conditions. 

The Sobol sensitivity indices defined in Eqs (H.22) and (H.23) were computed using 

variance estimators developed by Sobol and Saltelli [216, 256]. Confidence intervals were 

estimated using a bootstrap approach with 1,000 resamples. For each output, we focused our 

subsequent analysis on the parameters with the five highest total sensitivity indices. 

First, we examined the sensitivity of the steady-state Ca2+ concentration, which does not 

depend on IgG density or any IP3R-related variables in our model, as we set the initial IP3 

concentration to zero (Table H.2). We find that parameters with the highest Sobol index are 

associated with the SERCA pumps (Fig H.1), which emphasizes their key role in intracellular 

Ca2+ homeostasis. The first-order and total-order Sobol indices are similar for the parameters 

with the highest overall Sobol indices (Fig H.1A), indicating that first-order effects dominate in 

this case. 
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Fig H.1: Sensitivity of steady-state Ca2+ concentration to changes in parameters. (A) The five parameters with 
the highest Sobol indices for steady-state Ca2+ concentration, with first- and total-order Sobol indices indicated in 
blue and red, respectively. Error bars denote 95% confidence intervals. (B) This graph shows the steady-state Ca2+ 
concentration for different values of  KSERCA  while keeping all other parameters fixed. 

 

We then determined the Sobol indices for the four other outputs on different densities of IgG. 

Results of the sensitivity analysis on low (24.1 μm-2), moderate (1,020 μm-2), and high (24,900 

μm-2) densities of IgG are summarized in Figs H.2 to H.4 below. These values of IgG density 

were chosen to match measurements of density on our 0.1%, 10%, and 100% coated surfaces in 

Chapter 2. 
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Fig H.2: Model sensitivity for low IgG density ( ρIgG = 24.1 μm-2 ). (A) First-order (blue) and total-order (red) 
Sobol indices for outputs defined in the text. Error bars denote 95% confidence intervals. (B) Simulations showing 
the effect of varying the fraction of FcγRs with ITAM domains. The graph on the left shows the results of five 
simulations with different values of this parameter (all other parameters are kept equal), and the right graph shows 
the overall relationship between contact area at the time of the burst and this parameter. 
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Fig H.3: Model sensitivity for moderate IgG density ( ρIgG = 1,020 μm-2 ). (A) First-order (blue) and total-order 
(red) Sobol order indices for outputs defined in the text. Error bars denote 95% confidence intervals. (B) Simulations 
showing the effect of changing the Ca2+ dissociation constant for the IP3R activating site while keeping other 
parameters constant. Increasing the value of this parameter effectively increases the activation threshold and slows 
the onset of Ca2+ bursts. 

 

 For all three analyses, we see that the overall area under the curve (total AUC) is most 

sensitive to changes in  Kd,h  (Ca2+ dissociation constant for IP3R deactivating site), whereas the 

AUC from  t = tburst  to  t = tburst + 100  is most sensitive to  KSERCA  (Ca2+ dissociation constant 

for SERCA pumps). Both of these findings make sense from an intuitive standpoint. Kd,h   
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dictates how high the Ca2+ concentration can get before the IP3Rs begin to get deactivated 

(channel closing), thus limiting the overall increase in intracellular Ca2+. KSERCA  also limits the 

increase in Ca2+, but in this case by limiting how high the Ca2+ concentration reaches before it 

gets rapidly pumped back into the ER. KSERCA  acts on a fast time scale, whereas  Kd,h   acts on a 

slower time scale, explaining why they have the largest impacts on the initial AUC and the total 

AUC, respectively. 

 Also common to all three analyses is the observation that higher-order effects dominate in 

determining how many peaks occur in the [Ca2+]-versus-time curve. This indicates that multiple 

parameters need to be varied simultaneously to permit sustained Ca2+ oscillations. With different 

choices of baseline parameters, Ca2+ oscillations occur much more commonly, as documented in 

the literature [212, 213]. In all three cases,  KSERCA  has the largest overall contribution, showing 

that the action of SERCA pumps is key to driving Ca2+ oscillations. The total amount of 

intracellular buffer,  Bi,tot , also makes a substantial contribution, in agreement with a seminal 

study indicating that intracellular buffers can impact the amplitude, frequency, and existence of 

Ca2+ oscillations [214]. 

On low densities of IgG, the fraction of FcγRs with ITAM domains is the most important 

factor in determining the signaling threshold for the Ca2+ burst (Fig H.2). If this fraction is too 

low, Ca2+ bursts do not occur, and if the fraction is higher, then Ca2+ bursts are induced earlier in 

spreading (Fig H.2B). On moderate or high densities of IgG, the timing of bursts is dominated by 

higher order effects. Ka,IP3R  and  Kd,h  (Ca2+ dissociation constants for the IP3R activating site 

and deactivating site, respectively) are two of the parameters with the highest total-order Sobol 

indices for this output. Increasing  Ka,IP3R  (Fig H.3B) or decreasing  Kd,h  (Fig H.4B) have 

similar effects of slowing the onset of Ca2+ bursts. Notably, the timing of Ca2+ bursts is sensitive 
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to the total number of FcγRs (NFcγR,tot) only on the highest density of IgG (Fig H.4A), reflecting 

the fact that on high densities of IgG, the receptor density rather than the IgG density is the 

limiting factor. 

 

 

Fig H.4: Model sensitivity for high IgG density ( ρIgG = 24,900 μm-2 ). (A) First-order (blue) and total-order (red) 
Sobol order indices for outputs defined in the text. Error bars denote 95% confidence intervals. (B) Simulations 
showing the effect of changing the Ca2+ dissociation constant for the IP3R deactivating site while keeping other 
parameters constant. Increasing the value of this parameter effectively decreases the binding affinity for Ca2+ to the 
deactivating site, increasing the overall magnitude of Ca2+ bursts. 
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