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RESEARCH Open Access

Comparison of a traditional systematic
review approach with review-of-reviews
and semi-automation as strategies to
update the evidence
Shivani M. Reddy1* , Sheila Patel2, Meghan Weyrich3, Joshua Fenton3 and Meera Viswanathan2

Abstract

Background: The exponential growth of the biomedical literature necessitates investigating strategies to reduce systematic
reviewer burden while maintaining the high standards of systematic review validity and comprehensiveness.

Methods:We compared the traditional systematic review screening process with (1) a review-of-reviews (ROR) screening
approach and (2) a semi-automation screening approach using two publicly available tools (RobotAnalyst and AbstrackR)
and different types of training sets (randomly selected citations subjected to dual-review at the title-abstract stage, highly
curated citations dually reviewed at the full-text stage, and a combination of the two). We evaluated performance measures
of sensitivity, specificity, missed citations, and workload burden

Results: The ROR approach for treatments of early-stage prostate cancer had a poor sensitivity (0.54) and studies missed by
the ROR approach tended to be of head-to-head comparisons of active treatments, observational studies, and outcomes of
physical harms and quality of life. Title and abstract screening incorporating semi-automation only resulted in a sensitivity of
100% at high levels of reviewer burden (review of 99% of citations). A highly curated, smaller-sized, training set (n = 125)
performed similarly to a larger training set of random citations (n = 938).

Conclusion: Two approaches to rapidly update SRs—review-of-reviews and semi-automation—failed to demonstrate
reduced workload burden while maintaining an acceptable level of sensitivity. We suggest careful evaluation of the ROR
approach through comparison of inclusion criteria and targeted searches to fill evidence gaps as well as further research of
semi-automation use, including more study of highly curated training sets.

Background
Many clinical guideline and policy statements rely on a
systematic evidence review (SR) that synthesizes the evi-
dence base. SRs are labor-intensive projects due to high
standards of validity and comprehensiveness. Guidance
from the Institute of Medicine and the Effective Health
Care (EHC) Program favor high sensitivity of literature
searches and screening over specificity. All citations

require dual review of abstracts and articles at each step
of screening to identify and include all relevant research
in the SR [1–3]. With the exponential growth of bio-
medical literature, a sensitive search can yield thousands
of citations for dual abstract review and hundreds of ar-
ticles for dual full-text review, whereas the number of
articles ultimately included in the evidence review is typ-
ically much less.
In this study, we examine strategies to reduce work-

load burden of title and abstract screening as an adjunct
investigation in parallel to conducting a traditional up-
date SR on treatments for early-stage prostate cancer.
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Early-stage prostate cancer is a common but indolent
disease that may remain clinically silent for a man’s life-
time; thus, the decision to treat clinically localized pros-
tate cancers balances the risk of common treatment side
effects (such as urinary incontinence or erectile dysfunc-
tion) with the less common risk of cancer progression
and death [4–6]. In the current example, we performed
an update search on comparative effectiveness of treat-
ments for early-stage prostate cancer, including patient-
centered outcomes. We relied on two recent SRs of
treatments for early-stage prostate cancers: one focused
on comparisons of active treatment to conservative man-
agement [7], and the second also included head-to-head
comparisons of active treatments [8]. These reviews
were conducted in 2014 and 2016, necessitating a SR up-
date. We identified three approaches to updating SRs:
the traditional search and screening method recom-
mended by the EHC Program, a “review of reviews”
(ROR) approach, and, semi-automation of abstract
screening. A traditional search approach involves con-
ducting searches in multiple databases, including
searches of databases, grey literature sources, as well as a
ROR: an approach intensive in labor and time. The ROR
approach involves identifying and selecting SRs to either
use in their entirety or to rely on for identifying relevant
primary studies. Because the yield of eligible systematic
reviews is smaller than comprehensive database
searches, the effort requires less labor and time than a
traditional approach but has the potential to miss rele-
vant citations. Semi-automation screening software uses
text-mining algorithms to find patterns in unstructured
text and machine learning (ML) to train predictive clas-
sification algorithms to make inclusion and exclusion
decisions or prioritize relevant citations in the title and
abstract screening step of an SR [9]. Semi-automation
tools have the potential to alleviate the burden on hu-
man reviewers by decreasing the number of citations to
be screened by human reviewers, replacing one of two
human reviewers, or using screening prioritization to
improve screening workflow [10]. Active learning is a
type of ML where the algorithm and reviewer interact:
the algorithm generates a list of prioritized citations for
the researcher to review rather than presenting un-
screened citations in a random order; the next step of
reviewer inclusion and exclusion decisions further train
the predictive model [11].
In this study, we compare the traditional SR screening

process with (1) a ROR screening approach and (2) a
semi-automation screening approach using two publicly
available tools (RobotAnalyst and AbstrackR). With re-
spect to semi-automation approaches, we evaluate train-
ing sets composed of randomly selected citations from
the traditional database search, highly curated citations
identified from full-text review, and a combination of

the two to examine ways reviewers can practically in-
corporate ML tools into the review workflow. Similarly,
ML algorithms predict a probability that a citation will
be included in the final SR, and we examine different
thresholds for inclusion to understand the trade-off be-
tween inclusion probability thresholds and sensitivity
when incorporating ML into SRs. We evaluate perform-
ance measures of sensitivity, specificity, missed citations,
and workload burden to assess if either approach could
maintain the sensitivity of a traditional review approach
while reducing the number of full-text articles a reviewer
would have to read.

Methods
Traditional review
We first conducted the traditional database search from
1 January 2014 to 27 November 2018, beginning a few
months prior to the most recent reviews on the topic [7,
8]. We created search strings to replicate the yield and
be consistent with the search criteria of the two more re-
cent reviews related to the research. Appendix 1 lists our
search strings for PubMed, Cochrane, and grey literature
sources, specifically, HSRPproj, clinicaltrials.gov, and
AHRQ and PCORI projects. Appendix 2 lists our inclu-
sion and exclusion criteria. For studies identified
through the database search, we dually and independ-
ently reviewed titles and abstracts against the inclusion
and exclusion criteria. Articles flagged for inclusion by
either reviewer then moved to full-text review. Each full-
text article was then dually and independently reviewed.
Consensus or third-party adjudication resolved conflicts.
The results of the ROR (described below) were included
in the final yield of the traditional review.

Review of reviews approach
For the ROR, two team members independently selected
SR citations from the database search for identification of
primary research studies for further title and abstract
screening and potential full-text review. The same team
members conducted both the traditional search and the
hand search to ensure greater consistency for the trad-
itional search and ROR. The results of the ROR approach
(i.e., ROR alone) were compared to the traditional review
approach (i.e., database search and ROR).

Semi-automation approach
For the semi-automation approach, we used two soft-
ware programs that apply machine learning for title and
abstract screening and are readily available for current
use. RobotAnalyst is publicly available, web-based soft-
ware, developed by the National Centre for Text Mining,
with a growing evidence base across several topic areas
[12, 13]. After reviewers screen at least 25 citations, the
reviewer can train a ML algorithm to predict the
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probability that an unlabeled citation should be included.
Each unlabeled citation is assigned an inclusion predic-
tion probability (0 to 1.0). The review team can assign a
threshold for the inclusion probability, above which cita-
tions are included and below which they are excluded,
to reduce the number of citations that need to be manu-
ally reviewed. AbstrackR is an open-source tool for facili-
tating the citation screening process that has an active
learning setting designated at the start of the review.
After researchers screen a certain number of randomly
selected citations, the active learning algorithm assigns a
score to unlabeled citations analogous to the inclusion
prediction generated by RobotAnalyst, and selects the
next citation for the reviewer to screen based on a prior-
ity ranking table stored in the project database.
AbstrackR periodically calls on the ML library to refine
the ML algorithm and re-rank the unlabeled citations
based on additional human screening decisions. The
AbstrackR active learning system performs citation re-

prioritization asynchronously from human review due to
the computational cost, which could slow down the pro-
gram and impede efficient expert review [14].
These two tools were chosen for their public availabil-

ity. AbstrackR, specifically, is supported by the Agency
for Healthcare Research and Practice, free to users, and
is a familiar interface to Evidence-based Practice Centers
for title-abstract screening. Our tests of each program
included (1) creating training sets of dually reviewed ab-
stracts, (2) invoking ML to predict inclusion probabilities
of the unlabeled citations, and (3) comparing the semi-
automated approach to a traditional review approach.

RobotAnalyst
For the RobotAnalyst tests (Fig. 1), we created three
training sets. We present these in order of the size and
accuracy of the training set. The first training set in-
cluded up to 30% of all citations retrieved from PubMed
and Cochrane Library database searches. An excel

Fig. 1 Semi-automation screening tests with RobotAnalyst
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random number generator was used to select 30% of
dually screened citations from the traditional review (n =
939). Prior studies using smaller sized training sets (<
20%) have shown poor sensitivity [15, 16]. At least 5% of
the citations that were included after title and abstract
screening in the traditional review were included in the
training set to ensure the algorithm was exposed to cita-
tions that would be included after the first stage of
screening. This training set simulates prospective in-
corporation of ML into title-abstract screening. The
training set labels are based on decisions made after dual
review of title and abstracts only; thus, studies included
after this first screening step may be true positives or
false positives, the latter excluded after full-text review.
The second training set used inclusion decisions from

the ROR (n = 125, 4%), specifically inclusion after full-
text review. The advantage of this training set is that it
contains citations that have been dually reviewed in two
stages and does not include any false positives (i.e., stud-
ies screening positive at title-abstract review but negative
at full-text review). This training set involves greater ef-
fort in generating the curated ROR set and simulates
combining an established rapid review method with
semi-automation.
The third training set combined the ROR training set

and 30% randomly chosen citations with full-text deci-
sions from the traditional review (versus title-abstract
decisions). This last training set builds on the ROR
training set and, as with the ROR training set, there are
no false-positive labels used to train the ML algorithm.
This strategy is closest in workflow to traditional sys-
tematic review processes that do not employ semi-
automation, while potentially reducing the number of ci-
tations to screen by over half, though does require the
greatest effort to create the training set.
The training sets were uploaded to RobotAnalyst, the

reviewer explicitly called on RobotAnalyst to train the
prediction model and update unlabeled citations with an
inclusion prediction probability, and the probabilities
were exported from RobotAnalyst for analysis. To com-
pare a semi-automated approach to the traditional re-
view approach, we chose three thresholds for the
inclusion prediction probability: 30%, 40%, and 50%. The
default setting in RobotAnalyst is 50%, and we examine
two lower thresholds to assess the impact on sensitivity
and reviewer burden.

AbstrackR
For the AbstrackR semi-automation test, a simulation
program was used to estimate outcomes for multiple
training sets, beginning with 500 randomly selected cita-
tions and ranging up to 3100 citations. (Figure 2) Be-
cause active learning used by AbstrackR is a dynamic
process that occurs asynchronously from the time of

screening, the initial training set of random citations and
order of subsequent citations presented to the reviewer
can influence final results. Thus, for each training set, 50
iterations of the simulation were performed for each
training set, selecting a different set of random citations
and allowing the algorithm to pick the next 50 citations
that were predicted to be most likely relevant for human
review. Citations with predictions falling below 0.40
were considered excludes by AbstrackR.

Outcomes
Figure 3 summarizes the outcomes evaluated: sensitivity,
specificity, missed citations, burden, and time saved.
Time savings was calculated using an estimate of 30 s
per abstract review by an experienced reviewer, as previ-
ously cited in the literature; our experience is also
consistent with this estimate [16]. For the ROR ap-
proach, we further compared the inclusion criteria for
the update SR with the inclusion criteria of the SRs in-
cluded in the ROR to assess how well our PICOTS are
represented by the ROR approach. We then describe
citations missed by the ROR approach to better under-
stand if certain study characteristics are prone to being
missed by rapid review approaches.
We present results for the ROR and semi-automation

approaches compared with the traditional approach.
Outcomes for the semi-automation approach can be cal-
culated for the entire process—dual human review of
the training set and incorporating ML to predict inclu-
sion of remaining citations—or for the performance of
the ML algorithm alone. We present the outcomes for
the entire process as our main findings because it best
represents how semi-automation would be employed in
current practice. (Outcomes for the ML algorithm alone
are presented in Appendix 3.) Figure 3 shows the confu-
sion matrix used to calculate outcomes incorporating
the training set and ML inclusion decisions. We as-
sumed that there were no false-negative inclusion deci-
sions made by human reviewers. Outcomes reported for
the AbstrackR semi-automation test include sensitivity
and burden, also based on the entire review process as
discussed above, though each outcome measure is an
average of the 50 iterations performed for each of the 27
training sets and we were unable to estimate missed cita-
tions. Because AbstrackR uses active learning, we are
unable to estimate outcomes for the algorithm alone, as
remaining citations are not a random subset of un-
labeled citations.

Results
Review of reviews approach
Figures 4 and 5 show the results of our traditional search
and ROR. The traditional database search yielded 3128
citations, with 46 studies included after full-text
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screening. The ROR identified 30 systematic evidence
reviews, and 95 primary studies were retrieved after a
hand search. Among the 125 studies identified for
screening in the ROR, 33 were included after full-text
screening. The 2 × 2 matrix comparing the ROR ap-
proach to the traditional search is shown in Table 1.
The ROR approach greatly reduced the number of cita-
tions screened (n = 125 vs. 3181, burden 4%, time sav-
ings 25.5 h), though had a low sensitivity (56%) and 26
missed citations. Table 2 summarizes the update SR in-
clusion criteria and overlapping inclusion criteria of SRs
found in the ROR approach. Among SRs included in the
ROR approach, inclusion criteria for population were
well-matched to the update SR, apart from three studies
that included > 10% of men with locally invasive or ad-
vanced disease. Most SRs included surgery or radiation
treatment arms, active comparators, and randomized or
non-randomized trials in their inclusion criteria. Abla-
tive therapies as well as observational studies (cohorts
and case control studies) and single arm study designs
were less likely to be listed as SR inclusion criteria.

Table 3 presents characteristics of studies missed by
the ROR approach search. We observe that a significant
number of missed citations are of active therapies or
comparisons of active therapies. Over 50% of missed ci-
tations were published in 2016 or later (n = 16); among
this subset of more recent studies, 11 studies had an ac-
tive treatment comparator. Missed studies were much
more likely to be observational studies versus trials (88
vs. 8%). Among the 25 uniquely missed studies, 16 were
cohort studies (Appendix 4). The outcome of interest in
75% of the missed cohort studies were harms—quality-
of-life outcomes measuring urinary or erectile dysfunc-
tion, psychological harms such as mental health disease
or decision regret, and procedure—or medication-
related harms.

Semi-automation approach: RobotAnalyst
The results of the semi-automation test using RobotA-
nalyst with a training set of random citations (Table 4)
illustrated higher sensitivity for lower inclusion probabil-
ity thresholds (100% for 30% inclusion probability

Fig. 2 Semi-automation screening tests with AbstrackR
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threshold vs. 74% for 50% inclusion probability thresh-
old), with no missed citations at a threshold of 30% and
12 missed citations at a threshold of 50%. However, at
lower inclusion probability thresholds, specificity de-
creased (30% vs 55%) and the time saved was minimal
(11 min for threshold 30%), as the algorithm at this
threshold predicted that nearly all of the citations would
be included (2168/2190 = 99%).
The semi-automation test using RobotAnalyst with the

ROR training set showed similar trends of increased sen-
sitivity at lower thresholds of inclusion probability (100%
sensitivity for 30% inclusion probability threshold vs.
69% sensitivity for 50% inclusion probability threshold),
though higher reviewer burden and minimal time saved
(99% and 8 min, respectively) (Table 5). Compared to
the ROR approach alone, the semi-automation approach
using the ROR citations as the training set improved
sensitivity and missed fewer citations even at the higher
inclusion probability threshold. For example, for a
threshold of 0.5, semi-automation using the ROR

citations as a training set missed 18 citations compared
with 26 citations.
Compared to the training set of random citations (n =

938), the ROR training set was considerably smaller (n =
125), though demonstrated similar performance in terms
of sensitivity and missed citations, as well as similar esti-
mates of burden and time savings. Plotting sensitivity
against burden shows that the semi-automation ap-
proach using a ROR training set performs slightly better
than using a random dataset (Fig. 6). The third training
set combined the ROR training set with a random set of
citations, labeled with full-text decisions. The results of
the semi-automation test for this training set were simi-
lar to the ROR test alone (Table 6, Fig. 6).

Semi-automation approach: AbstrackR
The semi-automation test of AbstrackR illustrated simi-
lar findings of increased sensitivity with larger training
sets but increasing burden as well (Fig. 7, Appendix 5).
For a training set of approximately 30% of the total

Fig. 3 Outcome definitions and confusion matrix
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citations, the mean sensitivity was 77% and the mean
burden was 76%. Sensitivity did not exceed 90% until the
training set includes 2500 of the 3128 citations.

Discussion
In this study, we evaluated two strategies—a review of
review approach and semi-automation—to update the
most recent SRs on treatments of early prostate cancer.
Review of reviews are a commonly employed strategy for
rapid reviews [17] The ROR approach for treatments of
early-stage prostate cancer had a poor sensitivity (0.56)
and studies missed by the ROR approach tended to be
of head-to-head comparisons of active treatments, obser-
vational studies, and more recent studies (as would be
expected given the lag between literature searches and
publication). Even though active comparators were part
of the inclusion criteria in the majority of SRs in the
ROR, 15 of the 25 missed citations (60%) included an ac-
tive treatment comparison arm. Among missed studies
with an active comparator, 11 studies were published in
2016 or later, suggesting comparative effectiveness stud-
ies may be missed due to the delay between SR search
and publication. Approximately two-thirds of SRs cap-
tured by the ROR approach included trials as an eligible
study design; only one missed citation was a trial. How-
ever, less than half of SRs included observational studies,
and this study design accounted for nearly 90% of
missed citations. Many evidence grading systems like

GRADE have downgraded quality of observational stud-
ies [18] in the past, which can impact overall strength of
evidence rating of an SR. Reviewers may decide to limit
SR inclusion criteria to the highest quality research (i.e.,
trials) and exclude observational studies, which can also
limit the search yield to a more manageable number of
citations for a SR team. As a consequence of excluding
observational study designs, quality of life and physical
harms were among the most common missed outcomes
in the ROR approach, which has implications for pro-
jects that focus on important patient-centered outcomes.
Our results suggest careful consideration before employ-
ing a ROR approach to expedite the review process.
Planning a priori to compare the inclusion criteria of a
proposed ROR with those of retrieved SRs may help to
proactively identify study characteristics for targeted pri-
mary literature searches.
The promise of ML to reduce reviewer burden of

sometimes tedious SR steps like title and abstract
screening has yet to be realized [10, 19]. Many prior
studies have retrospectively evaluated the performance
of ML tools, with knowledge of the final inclusion and
exclusion decisions, which reviewers cannot know pro-
spectively. In this study, we simulated three possible pro-
spective uses of semi-automation: incorporating ML
during title-abstract screening, adding ML to a ROR,
and applying ML after conducting a ROR and a partial
title-abstract and full-text review. By using a training set

Fig. 4 Traditional approach PRISMA
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of random citations with labels determined by title-
abstract screening, we simulated incorporation of ML at
the title-abstract stage, where many citations labeled as
included will go on to be excluded after full-text screen-
ing. In this SR update of early prostate cancer treat-
ments, 148 abstracts from the database search were
included after title and abstract screening and only 46
(31%) were included in the final SR update. Both tests of
RobotAnalyst and AbstrackR using random citations
with labels from title and abstract screening demon-
strated acceptable sensitivity only at the high levels of

burden that would not effectively reduce the workload
compared to a traditional review. Our findings for
AbstrackR tests mirrored RobotAnalyst tests in that in-
creasing sensitivity was associated with increased re-
viewer burden. Unlike previous AbstrackR simulations,
where the mean sensitivity curve rises quickly and flat-
tens out at a high sensitivity at lower levels of burden,
the sensitivity and burden curves had similar slopes [11].
This may have been due to this review having a small
proportion of included studies (4%).
For semi-automation tests using the ROR training set

and ROR with partial full-text review, we invested add-
itional effort to create training sets for RobotAnalyst that
only included labels determined after dual full-text re-
view. We observed improved sensitivity of the ML-
enhanced process for the same workload using a much
smaller training set of curated citations (n = 125) com-
pared with a training set of random citations (n = 938).
(Figure 6) Removing false-positive labels applied at the
title-abstract screening stage may reduce “noise” in the
training set and more effectively train the ML algorithm
[15]. Adding roughly a third of the search results with
full-text inclusion labels to the ROR training set did not
improve sensitivity much over the smaller training set.

Table 1 Sensitivity and specificity of review of reviews approach
compared with traditional review approach

Traditional review approach

Include Exclude Total

Review of
reviews approach

Include 33 0 33

Exclude 26 3122 3148

Total 59 3122 3181

Sensitivity
0.56

Specificity
1.00

*Of the 3122 excluded studies, 92 were excluded after full-text review and
3030 were citations not retrieved through the review of reviews approach

Fig. 5 Review of reviews PRISMA
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Prior studies have suggested that ML algorithms may
perform better with training sets that are more balanced
and less well in collections with a smaller proportion of
includes [15, 16].
Our results suggest that the increased effort to create

a more curated training set may reduce downstream
burden; however, there remain several questions on how
to include ML in SR processes. ML algorithms predict
the probability of inclusion for a given citation, but it is

unclear if and when human reviewers can safely stop
screening without missing relevant studies. Even if a cit-
ation has a low inclusion probability, it may still be rele-
vant [13, 20]. Even if a reviewer screens all citations
using ML predictions to prioritize more relevant cita-
tions first, there is a risk of user complacency, agreeing
with the prediction rather than screening randomly pre-
sented abstracts independently free of bias [13]. The
content of the SR may also affect performance of a

Table 3 Characteristics of studies missed by the review of reviews approach

Sample size Subtype Studies missed by the ROR search*

N %

Interventions studied in one or more arm Surgery 15 60

Radiation therapy 15 60

Ablative therapy 10 40

Comparators Active treatment comparator 15 60

Conservative treatment comparator 8 32

No comparator 8 32

Study design Randomized and non-randomized trials 1 4

Observational studies 24 88

Single arm studies or within-treatment comparisons† 2 8

Year of publication 2014 3 12

2015 6 24

2016 7 28

2017 8 32

2018 1 4

Total 25‖ 100.0

*Studies may have multiple arms; percentages do not sum to 100
†Single-arm studies (or within-treatment comparisons) were eligible only for ablative therapies
‖The ROR approach missed a total of 26 eligible citations, which one was a companion study and one was the Fenton et al. review. The analysis is limited to the
25 primary studies
Abbreviations: N number, NA not applicable, RCT randomized controlled trial, ROR review of reviews

Table 2 Comparison of inclusion criteria for the systematic review update and systematic reviews in review of reviews (ROR)
approach

Systematic review update Inclusion
criteria

SRs with inclusion criteria matching SR update eligibility
criteria*

N %

Population Localized prostate cancer 27 90

Interventions studied in one or more arm Active therapy (surgery and/or radiation) 17 57

Ablative therapy only 9 30

Comparators studied in one or more arm Active treatment comparator 17 57

Conservative treatment comparator 11 37

No comparator 8 27

Study design Randomized and non-randomized trials 20 67

Observational studies 14 47

Single arm studies 8 27

Total 30 100

*Studies may include multiple arms or multiple study types; percentages do not sum to 100
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semi-automation approach. Our review included a
breadth of interventions and study designs, including ob-
servational studies. A prior study evaluating ML in mul-
tiple SRs found that machine learning supported
screening had improved sensitivity for SRs including
only randomized controlled trails versus studies includ-
ing observational studies like case series [16]. Another
study found poorer sensitivity of semi-automation ap-
proaches for SRs including multiple study populations,
such as young adults and adults [15].
Strengths of this study include evaluation of the ROR

approach, a commonly used strategy to expedite the SR
process, and simulation of possible prospective uses of

semi-automation, particularly using the results of the
ROR as a training set for semi-automated screening.
Prior studies have suggested using the original SR as the
training set for an update [21], though an SR update
may have a different set of PICOTS than the prior re-
view due to shifts in the population of interest, greater
availability of diagnostic tools like biomarkers, advances
in treatment options, and greater interest in patient-
centered outcomes. Citations from a ROR train the ma-
chine learning algorithm with currently relevant data.
Limitations of the study include using a training set of

random citations that were not truly random as we in-
cluded at least 5% of citations that would have been

Table 4 Semi-automation test with RobotAnalyst using a training set of dually reviewed randomly selected citations with labels
from title and abstract screening

Traditional database search
Total citations: 3128
Title-abstract screening: 148 includes/2980 excludes
Full-text screening: 46 includes/3082 excludes

Training set
Labeled citations: 938 (30%)
Training set labels: TP (15), FP (32), TN (891)
Unlabeled citations assigned inclusion prediction by ML algorithm: 2190

Inclusion prediction: 0.3 Inclusion prediction: 0.4 Inclusion prediction: 0.5

Predicted includes 2168 1970 1363

Predicted excludes 22 220 827

Sensitivity 100% 93% 74%

Specificity 30% 36% 55%

Missed citations 0 3 12

Burden 99% 93% 74%

Time savings (min) 11 110 413.5

FP false positive, ML machine learning, TP true positive, TN true positive

Table 5 Semi-automation test with RobotAnalyst using a training set of dually reviewed citations from a review-of-review with
labels from full-text screening

Traditional search
Total citations: 3181
Title-abstract screening: 201 includes/2980 excludes
Full-text screening: 59 includes/3122 excludes

Review of reviews
Total SR citations: 30
Total primary study citations: 95
Title-abstract screening: 76 includes/49 excludes
Full-text screening 33 includes/43 excludes
Number of citations not screened: 3030

Training set: ROR citations
Labeled citations: 125 (4%)
Training set labels: TP (33), FP (0), TN (92)
Unlabeled citations assigned inclusion prediction by ML algorithm: 3056

Inclusion prediction: 0.3 Inclusion prediction: 0.4 Inclusion Prediction: 0.5

Predicted includes NA 3040 2819 1166

Predicted excludes NA 16 237 1890

Sensitivity 54% 100% 97% 69%

Specificity 100% 3% 10% 63%

Missed citations 26 0 2 18

Burden 4% 99% 93% 41%

Time savings (min) 1561 8 118.5 945

FP false positive, ML machine learning, NA not applicable, TP true positive, TN true positive
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Fig. 6 Burden and sensitivity outcomes for RobotAnalyst tests using alternative training sets

Table 6 Semi-automation test with RobotAnalyst using a training set of dually reviewed citations from a review-of-review and
randomly selected citations with labels from full-text screening

Traditional search
Total citations: 3181
Title-abstract screening: 201 includes/2980 excludes
Full-text screening: 59 includes/3122 excludes

Training set: ROR citations + 30% random citations
Labeled citations: 1063 (33%)
Training set labels: TP (40), FP (0), TN (1023)
Unlabeled citations assigned inclusion prediction by ML algorithm: 2118

Inclusion prediction: 0.3 Inclusion prediction: 0.4 Inclusion prediction: 0.5

Predicted includes 2094 1765 676

Predicted excludes 24 353 1442

Sensitivity 98% 84% 80%

Specificity 34% 44% 79%

Missed citations 1 3 12

Burden 99% 89% 55%

Time savings (min) 12 177 721

FP false positive, ML machine learning, TP true positive, TN true positive
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included after title-abstract screening to ensure that the
ML algorithm would be exposed to citations in the mi-
nority class. With the AbstrackR test, we had the cap-
acity to perform 50 random training sets for multiple
sizes and found comparable sensitivity and burden for a
similarly sized training set used for the RobotAnalyst
test. The time savings estimate may be lower than we
found as abstracts screened earlier in title and abstract
screening may require longer review than those screened
towards the end. For both approaches—ROR and semi-
automation, we must consider the generalizability of our
results to other content areas and research questions.
There is a risk of incorporation bias because the ROR is
a subset of the gold standard of a traditional review,
though the direction of this bias is to inflate sensitivity
and specificity. Even with possible incorporation bias,
the sensitivity and specificity of the ROR was poor. Fi-
nally, we used the traditional SR approach of dual ab-
stract screening as the reference against which more
expedient approaches of ROR and ML were compared.
However, independent, dual review of abstracts does not
preclude screening errors [22].
In conclusion, two approaches to rapidly update

SRs—review-of-reviews and semi-automation—failed
to demonstrate reduced workload burden while main-
taining an acceptable level of sensitivity. We suggest
careful evaluation of the ROR approach through com-
parison of inclusion criteria and targeted searches to
fill evidence gaps as well as further research of semi-

automation use, including more study of highly cu-
rated training sets, stopping rules for human screen-
ing, ML at the search stage to reduce yields, and
prospective use of ML to reduce human burden in
systematic evidence review.
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