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Abstract

Moments of the Magnetic and Hamiltonian Variety – New Perspectives on Historic
Approaches to the Electronic Correlation Energy and its Properties

by

Bradley Kyle Ganoe

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Martin Head-Gordon, Chair

Much progress in the theoretical sciences is founded on the application of insight from mod-
ern developments and techniques to approaches previously-considered unattractive. This
dissertation is concerned with the many-body problem inherent to descriptions of the elec-
tronic wavefunction for molecular systems. We begin by developing the intractable exact
solution, describe realizable approximations from the many-body to a single-body picture,
and cover a range of approaches in recovering the accurate description of the energy from the
approximate solution: the quantity of most interest in the chemical sciences. Special con-
siderations for the problem when the bodies are under the effect of a static external applied
field are taken into consideration for the same approximations.

We first focus on the description of this problem via high-order cumulants of the Hamilto-
nian. The use of cumulants is traditionally plagued by the infeasibility of evaluating even
low-order powers of the Hamiltonian, especially in comparison to techniques developed in
the perturbative description of the energies. Considering the success of selective summation
of infinite perturbative terms with added low-order contributions, which today constitute
the ‘gold standard’ of our field, we introduce similar techniques to the span of the mo-
ments themselves for use in their respective methodologies. Harkening back to the simplest
approximation of electron fluctuations through the doubly-excited manifold, we develop the
Double Connected Moments (DCM(N)) approximation and evaluate its use in the Connected
Moments Expansion (CMX), a realizable approach to the Horn-Weinstein Theorem.

Moving beyond the energy, we then seek to obtain properties of significant pertinence to
the physical sciences: the magnetic magnetizabilities and chemical shieldings used to probe
problems of all scales. General solutions for the energy of a molecular system in the presence
of an externally applied and internally induced magnetic field are presented for arbitrary
electronic wavefunctions by explicit consideration of the magnetically dependent Hamilto-
nian and naturally complexified wavefunction. While the analytic approach has advantages
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in computational tractability, the availability of their use for modern methods becomes an
increasingly opaque procedure that may be ultimately fruitless in their descriptions. The gen-
eral method allows the piloting across a swath of methodologies; towards this, we implement
the general method and test the magnetic properties of the regularized orbital-optimized
family of solutions in perturbation theory.



i

To whom it may concern.

In Memory of Mom.



ii

Contents

Contents ii

1 Introduction 1
1.1 The Many-Body Electronic System . . . . . . . . . . . . . . . . . . . . . 2

1.1.1 The Density Matrix: Creating Fewer-Body Methods . . . . . . . . 4
1.1.2 A single-particle theory . . . . . . . . . . . . . . . . . . . . . . . . 5

1.2 Re-Approaching Many-Body Descriptions . . . . . . . . . . . . . . . . . . 8
1.2.1 The Correlation Problem . . . . . . . . . . . . . . . . . . . . . . . 9
1.2.2 Methodologies for the Correlation Energy . . . . . . . . . . . . . 10
1.2.3 Coupled-Cluster: Renormalization of the Series . . . . . . . . . . 13
1.2.4 The Moment Methodologies . . . . . . . . . . . . . . . . . . . . . 14

1.3 Magnetic Properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.1 Molecules under a Magnetic Field . . . . . . . . . . . . . . . . . . 16
1.3.2 Yielding Magnetic Properties . . . . . . . . . . . . . . . . . . . . 18

1.4 Works Outside the Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.1 A Multi-Resolution 3D-DenseNet for Chemical Shift Prediction in

NMR Crystallography . . . . . . . . . . . . . . . . . . . . . . . . 21
1.4.2 Efficient Calculation of NMR Shielding Constants Using Composite

Method Approximations and Locally Dense Basis Sets . . . . . . 21
1.5 Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.5.1 Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.5.2 Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.5.3 Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2 Hamiltonian Moments 24
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.2 The Doubles Connected Moment Approximation . . . . . . . . . . . . . . 29
2.3 Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.4.1 G1 Test Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.4.2 H2O . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.4.3 CN & C2H6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37



iii

2.4.4 F2 & Li2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.4.5 Results across the G1 Test Set . . . . . . . . . . . . . . . . . . . . 39
2.4.6 N2 Dissociation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

2.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.6 Supplementary Information . . . . . . . . . . . . . . . . . . . . . . . . . 46

3 Molecular Magnetizabilities Computed Via Finite Fields 47
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.2 Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2.1 General Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.2.2 Required Matrix Elements . . . . . . . . . . . . . . . . . . . . . . 51
3.2.3 Magnetizabilities with κ-OOMP2 . . . . . . . . . . . . . . . . . . 52
3.2.4 Implementation and Code Verification . . . . . . . . . . . . . . . 54
3.2.5 Numerical Accuracy of Finite Differences Magnetizability . . . . . 54

3.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.3.1 Accuracy of κ-OOMP2 Magnetizabilities for the Lutnæs Set . . . 57
3.3.2 Accuracy of κ-OOMP2 Magnetizabilities for Conjugated Cyclic

Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3.3 Evaluation of magnetizability exaltations in cyclic conjugated

molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.5 Supplementary Information . . . . . . . . . . . . . . . . . . . . . . . . . 68

4 An In-Silico NMR Laboratory for Nuclear Magnetic Shieldings Com-
puted Via Finite Fields 69
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.2 Theoretical Background . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.2.1 General Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.2.2 Required Matrix Elements . . . . . . . . . . . . . . . . . . . . . . 73
4.2.3 Nuclear Shieldings with κ-MP2 . . . . . . . . . . . . . . . . . . . 73
4.2.4 Nuclear Shieldings with MP3 . . . . . . . . . . . . . . . . . . . . 75
4.2.5 Implementation and Code Verification . . . . . . . . . . . . . . . 75
4.2.6 Lutnæs data set . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2.7 Numerical Accuracy of Finite Differences Nuclear Shieldings . . . 76

4.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.1 Accuracy of κ-MP2 nuclear shieldings for the Lutnæs set . . . . . 77
4.3.2 Accuracy of MP3 and MP2.X nuclear shieldings for the Lutnæs Set 80

4.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.5 Supplementary Information . . . . . . . . . . . . . . . . . . . . . . . . . 91

Bibliography 92



iv

Acknowledgments

I am grateful to the many folks whose compassion and humanity have made this ardu-
ous journey possible. There were far more exits than the intended one; I surely would have
strayed if not for their critical support. The shoulders of giants are far too large to scale alone.

Valeria Kleiman,
for wonderful lectures that lit up my eyes;

Rod Bartlett,
for enrapturing my mind with many-body theory;

Ajith Perera & Dominika Zgid,
for their astounding undergraduate mentorship;

Teresa Head-Gordon & Eran Rabani,
for expanding my pedagogical breadth;

Martin Head-Gordon,
for truly exceeding in his role as graduate advisor, his insight and encouragement in our
discussions, and the patience with which he approaches both research and individuals.

Bill, Sharon, Nigel, & Barb,
for their eternal love and care;

Skye and Andrew,
for their kindness and friendship;

Beatrice, Ian, Silvia, Jessalyn, Will, & many other companions,
for the stories far more interesting than this one;

My colleagues at the Pitzer Center,
for making a most hospitable and exciting workplace;

The California Pacific Medical Center, especially Assad Hassoun & Adil Wakil,
for their role in my survival via organ transplantation;

Alex, Harvey, Hazel, & Marlon,
who make this existence beyond beautiful and brighten each day.



1

Chapter 1

Introduction

It was the irregularities of the lunar theory that had kept Newton awake at night – a model
of the 3-body orbit was hoped to pare down the error of the moon’s orbit to within 2′ - 3′, yet
instead accounted for about 10′ off observation in practice. In the preface to Principia, the
structure of the world and its accurate description was hoped to be elucidated completely by
forces, still under search at the time, repelling and attracting these bodies in kind. The cycle
of model refinement in the many-body problem towards increasingly accurate predictions of
phenomena persists to this day (and its sleepless nights), perhaps most interestingly to this
author for its appearance in the quantum theory of particles. As a fundamental postulate,
quantum mechanics dictates that the value of any property O may be elucidated[1–3] by the
expectation of the many-body operator Ô

Ô = Ô(0) +
∑
p

Ôp +
∑
p̸=q

1

2!
Ôpq +

∑
p ̸=q ̸=r

1

3!
Ôpqr + · · · (1.1)

constituting the zero-, one-, two-, three-, · · · body interactions among particles p,q,r,· · ·
acting on the exact mathematical description of this state, known as the wavefunction |Ψ⟩,
from which the exact physical properties of the system may be determined

⟨Ô⟩ = ⟨Ψ|Ô|Ψ⟩
⟨Ψ|Ψ⟩

(1.2)

To the best of our collective knowledge to date, this holds true subject to:

1. The limitations of the Haag-Kastler axioms[4] to only certain systems[5], or the drop-
ping of the Spectrum Condition allowing the creation of the Feynman perturbation
series[6–9] constructing the perturbative Quantum Field Theory (pQFT),

2. The inaccessibility of the Einstein-Hilbert action[10, 11] defining gravitational dynam-
ics on a spacetime background as a rigorous quantized field[12],

3. Gödel’s Incompleteness Theorems[13] resulting in the impossibility of the Hilbert pro-
gram[14, 15] and a complete and consistent description of the universal wavefunction,
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with no hitherto verifiable evidence to counter this claim[16]. Its continued success in the
evaluation of physical properties and fundamental relations of systems across the physical
sciences is continually evidence, and has accounted for the most accurate theoretical predic-
tion from any scientific field, the evaluation of the fine-structure constant[17] and magnetic
moments of leptons[18], relative to experimental evidence our species has yet derived.

1.1 The Many-Body Electronic System
Thankfully, perhaps of most interest to quantum chemists are situations in which these
limitations are not applicable, and we may freely use the pQFT approach allowing quantum
mechanics with relativistic corrections to wholly define our field. In particular, we seek to
use the Hamiltonian describing both the motion and electromagnetic forces among electrons
and nuclei defined as

Ĥ(ri, RN) = −
∑
N

∇2
N

2MN

+
∑
N<M

ZNZM

|RNM |
−
∑
i

∇2
i

2
−
∑
iN

ZN

|ri −RN |
+
∑
i<j

1

rij
(1.3)

where ri and RN refer to the coordinates of the electron i and nucleus N , RNM and rij the
distance between nuclei N and M and electrons i and j respectively, and MN and ZN are
the mass and charge of nuclei N and the standard atomic units have been used. These may
be grouped as above in the general operator based on the electron count of each individual
contribution

Ĥ(ri, RN) ≡ Ĥ = Ĥ0 +
∑
i

Ĥi +
∑
i<j

Ĥij (1.4)

The quantum mechanical description of the electron in a field of clamped nuclei in the
Born-Oppenheimer approximation is sufficient for a vast array of chemical systems[2, 19]; in
this work we shall keep our focus on the ground state solutions, avoiding the breakdowns of
the Born-Oppenheimer product[20, 21], and the separable electronic wavefunction becomes
an excellent starting point for the ab initio models created in quantum chemistry:

Ψ(ri, RN) = Ψe(ri, RN)ΦN(RN) (1.5)

in which the total molecular wavefunction is now written as a direct product of the nuclear
and electronic wavefunctions, the latter of which may be handled by a parameterization in
the field of the nuclear positions {RN}. In the rest of this work, we take the electronic
wavefunction to be the many-body system of interest. Describing the total energy of the
system in terms of this Hamiltonian in the Schrödinger equation[22]

Ĥ(ri, RN)Ψe(ri, RN , t) ≡ Ĥ|Ψ(t)⟩ = i
∂

∂t
|Ψ(t)⟩ (1.6)

offers a route to predicting the dynamics of any system in state |Ψ(t)⟩ given the interactions
of these particles: an exciting step towards the very dream outlined in Principia. As the
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solution to this equation may be described via a trivial phase factor dependent on the initial
conditions,

|Ψ(t)⟩ = e−iĤ(ri,RN )t |Ψ(0)⟩ (1.7)

we are often interested in the description of the stationary eigenstates in the time-
independent formulation of the Schrödinger equation that allow us to describe the static
properties of molecular systems

Ĥ|Ψ⟩ = E|Ψ⟩ (1.8)

Quickly, it was realized that for all but the simplest set of particles that the conjunction
of the many-body problem and the quantum mechanical description of bodies was wholly
intractable, and one must approach both the wavefunction and its energy in an approximate
way[22–24]. The route to solution has taken many forms, but perhaps among the more
common approaches is the use of the Expansion Theorem[25], in which we may expand any
normalizable function of spatial and spin coordinate state ψ(x) = ψ(r)σ(ωi) in an introduced
basis of orthonormal one-particle functions:

ψ(x) =
∑
k

Φk(x)
∫
ψ(x1)Φ

∗
k(x1)dx1 (1.9)

for which we are particularly interested in the set of functions Φk(xi) of electron coordinates
xi, with i = 1, 2, · · · , n and no specific constraint yet on symmetries. In practice, the exact
infinite-dimensional expansion is not accessible to deterministic approaches, so a finite-basis
is used to define a set of configurations whose algebraic approximations approach the exact
limit as more configurations are considered. The successive use of theorem for this truncated
basis may be used to expand |Ψ⟩:

Ψ(x1,x2, ...,xn) =
∑
k

Φk1(x1)Φk1(x1) · · ·Φkn(xn)C(k) (1.10)

with the coefficients defined

C(k) = C(k1, k2, · · · , kn) (1.11)

=

∫
Ψ(x1,x2, · · · ,xn)Φ

∗
k1
(x1)Φ

∗
k2
(x2) · · ·Φ∗

kn(xn)dx1dx2 · · · dxn (1.12)

and offering a convenient framework to define the configuration in the Hilbert space as a
selection among the ordered n k-indices meeting the normalization condition∑

k

|C(k)|2 =
∫
|Ψ|2dx1dx2 · · · dxn (1.13)

and leaves the coefficients anti-symmetric under the permutations of parity p in coordinates
xi due to the fermionic statistics requirement inherent of spin-1

2
particles

PC(k) = (−1)pC(k) (1.14)
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and, in a convenient permutation among dummy indices,

Ψ(x1,x2, ...,xn) =
∑
k

C(k)
∑
P

(−1)pPkΦk1(x1)Φk2(x2) · · ·Φkn(xn) (1.15)

Ψ(x1,x2, ...,xn) =
∑

k1<k2<···<kn

C(k)det{Φk1(x1)Φk2(x2) · · ·Φkn(xn)} (1.16)

showing that the exact wavefunction of an electronic system, in a now simplified notation,
is a summation over k configurations

|Φk⟩ = (N !)−
1
2det{Φk1(x1)Φk2(x2) · · ·Φkn(xn)} (1.17)

with coefficients
Ck = (N !)

1
2C(k) (1.18)

for a total electronic wavefunction of state as

|Ψ⟩ =
∑
k

Ck|Φk⟩ (1.19)

whose numbers of configurations grow factorially with respect to the number of particles. It
is from this problem that the whole of quantum chemistry has been spawned: a convenient
framework with which to describe exactly the state of interest (to within the limitations
denoted above) of all chemical systems[26], yet not an achievable framework with which to
do so for all but the smallest of systems; from here, approximations must be made.

1.1.1 The Density Matrix: Creating Fewer-Body Methods

Perhaps the most general route to achievable approximations[27] is described through the
system operator Γ that it takes the form

Γ(x1,x2, · · · ,xn|x′
1,x

′
2, · · · ,x′

n) = |Ψ(x1,x2, · · · ,xn)⟩⟨Ψ(x′
1,x

′
2, · · · ,x′

n)| (1.20)

that has the properties of a true mathematical projector:

1. Self-adjoint (Γ† = Γ)

2. Positive semi-definite (Γ ≥ 0)

3. Trace of unity (TrΓ = 1)

such that the kernel, known as the N-particle density matrix, replaces the fermionic wave-
function under the conditions of

1. idempotency Γ = Γ2
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2. anti-symmetry (Γ(x1,x2, ...) = −Γ(x2,x1, ...) = Γ(x1,x2, ...)

The stipulation this presents may be used in a number of ways to make solutions more
tractable, but of most interest to us is successively tracing the N-body density matrix to
form any p-body reduced density matrix on the k vectors

Γ(x1,x2, · · · ,xp|x′
1,x

′
2, · · · ,x′

p) =(
N

p

)∫
Γ(x1,x2, · · · ,xp,xp+1, · · · ,xn|x′

1,x
′
2, · · · ,x′

p,xp+1, · · · ,xn)dxp+1 · · · dxn
(1.21)

down to the two special cases of the two-particle reduced density matrix (2RDM) and the
one-particle reduced density matrix (1RDM)

Γ(x1,x2|x′
1,x

′
2) =(

N

2

)∫
Γ(x1,x2,x3, · · · ,xn|x′

1,x
′
2,x3, · · · ,xn)dx3 · · · dxn

(1.22)

Γ(x1|x′
1) =(

N

2

)∫
Γ(x1,x2, · · · ,xn|x′

1,x2, · · · ,xn)dx2dx3 · · · dxn
(1.23)

These two forms are particularly useful, as our Hamiltonian of interest is an at-most two-
particle operator and its exact expectation under the normalization condition ⟨Ψ|Ψ⟩ = 1
may now be writen

⟨Ψ|Ĥ|Ψ⟩ = Tr(ĤΓ)

= Enuc +

∫
Ĥ1Γ(x1|x′

1)dx1 +

∫
Ĥ12Γ(x1,x2|x′

1,x
′
2)dx1dx2

(1.24)

allowing for a more tractable approach to the exact energy. The use of the 2RDM to express
the exact energy directly in a tractable form given its slew of N-Representability conditions
to ensure a one-to-one mapping with the exact wavefunction is an open area of research in
the field[28, 29]; instead, we here take the traditional single-particle theory constituting the
averaged potential felt first introduced by Slater[30] with which to recover the remainder
portion, often referred to as the correlation energy.

1.1.2 A single-particle theory

The use of the 1RDM as the density of choice was shown by Fock to form a one-electron
independent particle theory limited to the now single configuration of purely occupied or-
bitals[31]

|Ψ⟩ =
∑
k

Ck|Φk⟩ ≈ |Φ0⟩ (1.25)
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whose expectation value with respect to the Hamiltonian yields its energy E0 in what is re-
ferred to as the General Hartree-Fock (GHF)[27] Method with as-of-yet determined restraints
on the symmetry

E0 =
⟨Φ0|H|Φ0⟩
⟨Φ0|H|Φ0⟩

≥ Eexact (1.26)

and its set of molecular orbitals |ϕi⟩ used in the expansion of the determinant are typically
taken as a linear combination of atomic orbitals[32]

|ϕi⟩ ≡ ϕi(r) =
∑
µ

Cµiηµ(r) ≡
∑
µ

Cµi |ηµ⟩ (1.27)

composed of the (usually atom-centered) atomic orbitals basis functions |ηµ⟩ and the coeffi-
cient Cµi expanding the moleculer orbital i on the basis function µ from which we approxi-
mate the infinite expansion[33, 34]. In the basis of the one-particle functions, this takes the
form employing the Slater-Condon (or Löwdin in non-orthogonal) rules[35]

E0 =
∑
i

hii +
1

2

∑
ij

⟨ij||ij⟩ (1.28)

where we have simplified from the N-particle matrix elements to the 1- and 2-particle matrix
elements and summed over both the integrals

hii = ⟨ϕi|ĥ|ϕi⟩ =
∑
N

⟨ϕi| −
∇
2
− ZN

|r −RN |
|ϕi⟩ (1.29)

corresponding to the of one-body kinetic and nuclear attraction of electron i from a partition
of the electronic Hamiltonian, equivalent to the Hartree orbital energies in the diagonalized
case, and the set of integrals

⟨ij||ij⟩ = ⟨ϕiϕj|
1

r12
|ϕiϕj⟩ − ⟨ϕiϕj|

1

r12
|ϕjϕi⟩ (1.30)

representing the two-body electron repulsion terms between electrons i and j which to-
gether account for the averaged electron-electron repulsion energy of the system. Finally,
the symmetry-adapted aspects of the wavefunction |ψ⟩ may be derived for any operators Ω̂
that are a constant of motion[36]

[Ĥ, Ω̂] = 0̂ (1.31)

such that the wavefunction is a simultaneous eigenfunction to both operators

ĤΩ̂|ψ⟩ = Ω̂Ĥ|ψ⟩ = ϵΩ̂|ψ⟩ (1.32)

and, as a direct consequence of this commutation, the Schrödinger equation of the exact
state itself trivially shares a set of eigenfunctions with the operator

Ω̂|Ψ⟩ = ω|Ψ⟩ (1.33)
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However, the variationally optimized reference function δ⟨Φ|Ĥ|Φ⟩ = 0 need not satisfy the
constraint Ω̂|Φ⟩ = ω|Φ⟩. In order to address spin, we may decompose the 1RDM explicitly
into the Molecular Orbital (MO) coefficients of the occupied orbitals Cocc partitioned into
their respective spinfunctions

Γ(x1|x′
1) ≡ P = CoccC†

occ =

[
Pαα Pαβ

Pβα Pββ

]
(1.34)

In order to match the complex and spin symmetry of the exact wavefunction, the Hartree-
Fock one-particle density matrix is required to:

1. Constrain the MO’s to the real space P = P(R)

2. Impose a block diagonal form on the general matrix

P =

[
Pαα 0

0 Pββ

]
(1.35)

3. Enforce a restriction on the spin densities Pαα = Pββ

Enforcement of all three of these symmetries upon |Φ0⟩ leads to the real-space Restricted
Hartee-Fock (RHF) set of solutions. Unfortunately, these constraints placed on the varia-
tional manifold in the case of RHF may lead to an artificially high energy when the qualitative
features of the single determinant |Φ0⟩ are unable to replicate the total |Ψ⟩ and symmetry-
broken solutions with less constraints may lower the energy[37]. Possible relaxations come
in several possible forms

1. Complex Hartree-Fock: Allowing P = Cocc(C)C†
occ(C)

2. Unrestricted Hartree-Fock: Dropping only Pαα = Pββ

3. General Hartree-Fock: Dropping block-diagonalization

P =

[
Pαα Pαβ

Pβα Pββ

]
(1.36)

for a total of 6 possible Hartree-Fock constraints (Restricted, Unrestricted, General, and their
respective complex versions) that may lower the energy, but no longer have the symmetry
properties inherent to the true wavefunction. This may be especially of note when the UHF
and GHF solutions introduce spin-contamination from the inclusion of states with mixed
multiplicities, and intruder states that typically would not energetically contribute may
significantly effect the results[38]. This problem has been named the symmetry dilemma.
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1.2 Re-Approaching Many-Body Descriptions
In nearly a century and five generations of scientists, we still seek to address this problem
through a diversity of methods seeking to satisfy the conditions under which this (or dif-
ferently chosen) reference function may bring us towards the exact energy, as well as the
desiderata useful in making these wavefunctions an applicable tool for the general scientist.
The aspirations to achieve such goals have taken on several key features over the decades,
but perhaps most readily accepted are the criteria for an approximate but well-defined Model
Chemistry via Pople[39]:

1. Target: It ought to make a clear distinction between different modes of molecular
behavior, towards a goal of global accuracy within 1 kcal/mol.

2. Formulation: It ought to be continuous, unique, and consistent along the energy man-
ifold, while being as general for as wide a variety of chemical systems as possible.

3. Implementation: It must be realizable within reasonable time and cost of computation.

4. Verification: It ought to be systematically replicate physical observables from the ex-
perimental data.

5. Prediction: It ought to properly predict behavior of unknown or disputed systems of
chemical interest.

Two approaches will be explored in this thesis. First, we push towards a new Model Chem-
istry in which the correlation energy not accounted for in the single-particle picture may be
accurately and affordably produced. The investigation of new methodologies with unique sets
of properties offers a convenient toolbox in which we may assess the validity of the approaches
in light of these broad goals. As no extant technique fully satisfies set of desiderata for all
interesting chemical problems, probing new techniques to yield niches in difficult-to-address
problems or surpassing established methods in the regime of accuracy vs. computational
demand are both sufficient qualities to warrant research. Towards this, we seek modified
approaches in the description of the electron correlation based not on the accurate modelling
of the reference, from which perturbation theory may be used, but instead describing an
approach based on the prior work of Löwdin, Horn, and Weinstein[36, 40] in which moments
and their cumulants play a key role.

Second, we focus on the access of properties for use by the general chemist, and in
particular the ubiquitous set of NMR parameters on which many experimentalists rely upon.
While all properties of interest may be derived from the mathematical approach described
above, making them calculable does not always follow the trends of improvement in energy. In
fact, for several contributions from the magnetic Hamiltonian, our traditional knowledge on
accuracy diverges in the evaluation of their respective property. As it stands, the development
of methodologies accurately addressing energetics may not always reflect this same success in
their evaluation of properties. Combined with the fact that the pace of production of these



CHAPTER 1. INTRODUCTION 9

methods and, in some cases, the impossibility of accessing such properties via traditional
routes, we seek to formulate a generalized framework derived from early work by Cohen,
Roothaan, and Pople[41, 42] in which the explicit evaluation of the molecule in the presence
of a field may be readily achieved.

1.2.1 The Correlation Problem

We will find it useful to develop the correlation problem in a framework of an arbitrary
reference |0⟩, from which we may approach the exact wavefunction under the condition that
they have a non-zero overlap and their difference may be defined |χ⟩ = |Ψ⟩− |0⟩ to represent
the missing determinants. This will allow us to develop several traditional approaches in the
field[43], as well as elaborate on some historic methodologies that we will expand upon. The
use of the partitioning technique allows us to set up the supermatrix[44][

PĤP PĤQ

QĤP QĤQ

] [
|0⟩
|χ⟩

]
= E

[
|0⟩
|χ⟩

]
(1.37)

with the introduced terms of the reference subspace, which acts upon the exact wavefunction
to produce the reference

P = |Φ0⟩⟨Φ0| = |0⟩⟨0| (1.38)

and the orthogonal subspace, a projection that produces the set of excited configurations of
the Hilbert space

Q = I − P =
∑
ia

|ai ⟩⟨ai |+
1

4

∑
ijab

|abij ⟩⟨abij |+ · · · (1.39)

These operators are particularly useful in the construction of correlated techniques and
used in a route to the exact wavefunction directly from the initial reference via substituting
the solution to the second equation of the supermatrix

Q|Ψ⟩ = (E −QĤ)−1QĤP |Ψ⟩ (1.40)

implicitly for the form of the exact wavefunction by adding

0 = EĤ(E −QĤ)−1|0⟩ − EĤ(E −QĤ)−1|0⟩ (1.41)

to the first equation of the supermatrix

E |Ψ⟩ = Ĥ |0⟩+ Ĥ(E −QĤ)−1QĤ| |0⟩ (1.42)

E |Ψ⟩ = Ĥ |0⟩+ Ĥ(E −QĤ)−1(QĤ − E)|0⟩+ EĤ(E −QĤ)−1|0⟩ (1.43)

|Ψ⟩ = Ĥ(E −QĤ)−1|0⟩ (1.44)
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and by projecting with the reference function and taking the standard intermediate normal-
ization choice yields

⟨0|Ψ⟩ = 1 = ⟨0|Ĥ(E −QĤ)−1|0⟩ (1.45)

Known as the implicit energy formula, which does not directly solve for the true wavefunc-
tion, but instead for its energy eigenvalues directly from any arbitrary reference constrained
to a non-zero overlap with the exact wavefunction[45]. Inspection in the case of an overlap
of unity, which constrains the orthogonal space to Q = 0̂, trivially yields the identity, but
the process of how one proceeds to the energy from any approximation is needed. Seeking a
way to address this, we begin from an alternative condition that allows this same equation,
and many others throughout the field[46, 47], to be yielded as a direct consequence of the
resolvent solution to the inhomogenous Schrödinger equation:

(Ĥ − z · I)|Ψ⟩ = a|Φ⟩ (1.46)

where we have introduced multipliers of z and a that apply, respectively, upon the exact
and reference wavefunction in this form of the equation. Quite evidently, the solution in
which a = 0 necessarily yields the traditional time-indendepent Schrödinger equation with
the valuation of z being the eigenenergy of the system. Following the same procedure in the
partitioning technique as above, we can express the exact wavefunction

|Ψ⟩ = −aR(z)|Φ⟩ (1.47)

where we have now introduced the notation for the resolvent operator, a common tool in use
for the solution of inhomogenous differentials more generally, as well a concrete evaluative
approach to a, commonly referred to as the Weinstein function

R(z) = (z · I − Ĥ)−1 a = −⟨Φ|R(z)|Φ⟩ (1.48)

1.2.2 Methodologies for the Correlation Energy

The framework presented shall be our starting point for correlation methods[44]. Perhaps
most obvious, the energy-dependent propagators and the Dyson orbital approach[48, 49]
naturally fall out of the definition of the resolvent when z = E

G(x′,x′, E) = ⟨x|Ĝ(E)|x′⟩ (1.49)

(E − Ĥ)Ĝ(E) = 1 =⇒ Ĝ(E) = (E − Ĥ)−1 (1.50)

in which now both the one-particle and many-particle Green’s Function family of method-
ologies may be derived under the typical set of tools to deal with the propagator’s inability
to be properly inverted. Here we make note of the ability to include within z an arbitrarily
small positive or negative imaginary energy, which gives the incoming and outgoing Green’s
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Functions a solution pushed into either the upper or lower half of the complex planes using
the time-evolution operator of

i
∂U(t, t′)

∂t
= Ĥ(t)U(t, t′) (1.51)

to resolve the solutions via a Fourier transform

Ĝ+(z) = −i
∫ ∞

0

eiztU(t) = (z − Ĥ)−1 (Imz > 0) (1.52)

and

Ĝ−(z) = i

∫ 0

−∞
eiztU(t) = (z − Ĥ)−1 (Imz < 0) (1.53)

so that if the limit as ϵ tends towards zero exists for either form, then their respective solution

Ĝ± = lim
ϵ→0

Ĝ±(E ± iϵ) (1.54)

may be substituted in the solution of the Dyson equation. The other plainly apparent route
is that the poles of the Weinstein function yields the (negative) eigenenergies of the system,
which one may calculate explicitly and find the divergences of the equation; however, due
to the quite pathological nature in the divergence of solutions it is often not feasible to find
the set of poles and no such calculation has been performed in the electronic self-energy (at
least known to this author). However, one may equivalently use the identity for the inverse
of the difference of operators

(Â− B̂)−1 = Â−1 + Â−1B(Â− B̂)−1 (1.55)

in the expansion of the resolvent expansion R(z) = z−1 + z−1ĤR(z) and make use of the
projection of Q onto the inhomegenous Scrödinger equation

Q(Ĥ − z · I)|Ψ⟩ = Qa|Φ⟩ = 0 ≡ |Ψ⟩ =
[
1− QĤ

z

]−1|Φ⟩ (1.56)

obtaining a general form of partitioning technique representation of the wave operator in
terms of the Hamiltonian. This form is particularly convenient in the derivation of the entire
set of perturbation theories[50], in which by choice of linear operators we may separate
the Hamiltonian into the zeroth-order portion Ĥ0 and a small component representing the
perturbation V̂ . Doing the separation before the partitioning in the supermatrix[

PV̂ P P V̂ Q

QV̂ P QV̂ Q

] [
|0⟩
|χ⟩

]
= (E − Ĥ0)

[
|0⟩
|χ⟩

]
(1.57)

and, whereby following the same technique, we get a modified form of the resolvent solution
to the exact wavefunction

|Ψ⟩ =
[
1− QV̂

z −QĤ0

]−1|Φ⟩ (1.58)
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and deriving the wave operator form of Many-Body Perturbation Theory[51, 52]. Much
thought has been put into what the best choice of small component and z may be[53], but a
ubiquitous choice is known as the Møller-Plesset partitioning of the Hamiltonian, in which
the zeroth-order is set as the eigenoperator of the Hartree one-body contributions to the
energy[54]

Ĥ
[0]
0 |Φ0⟩ = ϵ0 |Φ0⟩ (1.59)

From here, various choices in the scalar z yield the famous flavors of perturbation the-
ory, which becomes apparent after applying the idempotency of projector Q to yield the
traditional resolvents in MBPT

QV̂

z −QĤ [0]
0

= R0(z)V̂ (1.60)

Allowing it to stay the exact energy, z = E, as we have been doing, one yields the Epstein-
Nesbet (EN) variant[55], while the most popular choice is the Raleigh-Schrödinder (RS)
perturbation theory[56], where the choice of the Hartree orbital energies, z = E0

0 and the
application of the identity may be applied now to the Schödinger equation

E = ⟨Φ0|H|Ψ⟩ = ⟨Φ0|H[1−R0(E
0
0)V ]−1|Φ0⟩ =

∞∑
n=0

⟨Φ0|H(R0V )n|Φ0⟩ (1.61)

giving the usual final expression of the Møller-Plesset energy as a sum one may truncate at
order n for the En order energy referred to as MPn. One final act of convenience instead has
us wrap MP1, the averaged two-body contributions of the Hartree-Fock Energy, also into the
zeroth-order expression, allowing us to seek instead the correlation energy, ∆E, directly. The
use of normal-ordered operators, which directly subtracts off the Fermi vacuum expectation
of the operator, enforces that the expectation is zero relative the the reference

ÔN = Ô − ⟨O⟩0 =⇒ ⟨0|ÔN|0⟩ = 0 (1.62)

and appropriate modification to normal-ordered operators in the above gives us now the
correlation energy with respect to the Hartree-Fock reference:

∆E = ⟨0|VN(1−R0VN)
−1|0⟩ =

∞∑
n=0

⟨Φ0|VN(R0VN)
n|Φ0⟩C,L (1.63)

using the subscript C and L to refer to the expectation values of each order as purely the
connected and linked contributions of the energy, a term coming from the derivation via
Wick’s theorem where each contribution must be fully contracted in the series. This ensures
that each individual portion in the summation scales with the particle count, En ∝ N
and, where by the Brillouin theorem[57, 58], the one-particle portions of the normal-ordered
Hamiltonian collapses to zero when the ⟨0|V |0⟩ portion is subsumed into E0 so the first
surviving term is the second-order energy MP2. As the various electron fluctuations through
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the Hilbert space using the normal-order form may never reach the fermi-vacuum (as the
expectation would be null), any connected and linked portions derived from such approaches
are at all orders a property that necessarily establishes the size-extensivity of a methodology,
and the energy of infinitely separated subsystems A and B

E(A+B) = E(A) + E(B) (1.64)

will be equivalent whether done in the supersystem or separately. Any connected wavefunc-
tion will produce an energy that is both connected and linked[59].

1.2.3 Coupled-Cluster: Renormalization of the Series

Historically, the infinite expansion is not realizable for most many-body Hamiltonians, but
because well-approximated low-order expansions often recover a large portion of the energy
they have become a preferred route to approximate the exact energy. From this series and the
definition of the normal-ordered operators, finding selective contributions to infinite order
becomes a practice in worthwhile resummation techniques. It is simple to define the Coupled
Cluster[60] amplitudes from the infinite-order MBPT wavefunction.

|Ψ⟩MBPT − |0⟩ =
∞∑
n=1

(R̂0V̂N)
n |0⟩C =

N∑
m=1

T̂m |0⟩ (1.65)

where each Tm is a resummation of the various terms in the MBPT expasion that create
a pair of m hole-particle external pairs lines, commonly referred to as the m-th excitation
level, to the maximal possible excitation of N particles out of the reference

T̂m =
1

(m!)2

∑
i1,i2,··· ,im
a1,a2,··· ,am

ta1,a2,··· ,ami1,i2,··· ,im {â
†
1î1â

†
2î2 · · · , â†mîm} (1.66)

by use of the fully-contracted annihilation operators îm, removing a particle from the right-
hand determinant orbital index im, and the creation operators â†m, placing a particle in the
right-hand determinant orbital index am ( as well as the inverse when applied towards the left-
hand determinant). Reintroducing the reference and the use of an exponential ansatz to gen-
erate both the resummed connected-cluster (Tm |0⟩) and disconnected-cluster (Tm · · ·Tn |0⟩)
contributions to the wavefunction applied to this reference function as a wave operator gives

|Ψ⟩ = eT̂ |0⟩ T̂ =
N∑

m=1

T̂m (1.67)

e−T̂ ĤNe
T̂ |0⟩ = ĤN[1 + T̂ + T̂ 2 + T̂ 3 + T̂ 4] |0⟩C (1.68)

in which the Baker-Campbell-Hausdorff expansion of the similarity-transform and the at-
most two-particle nature of the Hamiltonian requires a truncation to four contractions limited
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to connected contributions[61, 62] The Coupled-Cluster hierarchy of CCS, CCD, CCSD, and
so forth until use of all Tm clusters fully solve the equations via projection of the reference
for the energy, and the excited determinants for the T-amplitudes; this procedure is fully
equivalent to the entire set of configurations possible at the limit of TN .

This idea behind selective summations of infinite order terms will feature heavily in
chapter two, and in passing it is of note that many different methodologies have their design
in this[60, 63–65]. For example, the random-phase approximation is a subset of the T2
amplitudes used in CCD strictly truncated to pairwise particle-hole lines known as the
’ring diagrams’ when taking a diagrammatic approach to the equations[66]. Of most note,
the CCSD(T) ’gold standard’ achieving the Model Chemistry criteria for a large portion
of real systems (save the hefty O(n7) scaling) is the connected- and disconnected-clusters
of infinite order in single and double excitations, while taking an even-tempered sum of
triple excitations through 5th-order, and evidently opening the door to infinitely wide arrays
of possible methods[67]; much work over the decades of Coupled-Cluster and MBPT have
spent detailed analysis on which portions of the Hilbert space contribute significantly to the
systems encountered in Chemistry to warrant inclusion and more sophisticated approaches
with which to do so.

1.2.4 The Moment Methodologies

Heading back to the inhomogeneous solution, we may instead be willfully indecisive, making
no choice of small parameter and proceeding along similar lines as the perturbative case.
Doing so, one may yield an equation now with the form[68]

E = ⟨Φ0|Ĥ|Ψ⟩ = ⟨Φ0|H[1− QĤ

z
]−1|Φ0⟩ =

∞∑
n=0

⟨Φ0|H(z−1QĤ)n|Φ0⟩ (1.69)

which produces one route to solving the implicit energy formula and displaying the origin of
the name ’denominator-free perturbation theory’ with only a scalar rather than a necessary-
to-calculate inverted operator as divisor[69]. The numerators of these objects, which from
a mathematical analysis may be classified equivalently as the m-th level cumulants, central
moments, or (most useful for our purpose) the connected moments of operators, are useful
objects in both analysis and statistics. The fundamental raw moment, the expectation ⟨H⟩,
is equivalent to its connected moment, but for higher-order terms they will often deviate
from one another. From the n-th raw moment of the Hamiltonian, ⟨Hn⟩, we may generate
the whole set of the connected moments from the moment-generating function

⟨Hj⟩c = ⟨H
j⟩ −

j−1∑
k=0

(
j

k

)
⟨Hk+1⟩ ⟨Hj−k⟩ (1.70)

which allow their construction. To demonstate with the simple second cumulant, the appli-
cation of the moment generating function

⟨H2⟩c = ⟨H
2⟩ − ⟨H⟩ ⟨H⟩ = ⟨Φ0|Ĥ(P +Q)Ĥ − ĤPĤ|Φ0⟩ (1.71)
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gives the variance of the Hamiltonian, and the connection to the implicit energy formulation
of the Scrödinger equation arises through the generation of all connected moments in the
expansion. Rather than using the partial operator approaches inherent to perturbation
theory, we may approach the same theoretical methods from a slightly different angle. The
eigenenergy solutions may be expressed via the zeros of the bracketing function

a = ⟨Φ|H − z · I|Ψ⟩ = ⟨Φ|H|Ψ⟩ − z (1.72)

where by enforcing the solution to the manifold of eigenvalue solutions and choice of scalar
Z = E, it yields the exact eigenenergies of the implicit energy formula and, in analogy to
MBPT, may be expanded through n-th order

En − En−1⟨H⟩c − En−2⟨H2⟩c − · · · − E⟨Hn−1⟩c − ⟨Hn⟩c = 0 (1.73)

yielding, equivalently, Hartee-Fock as the zeroth order energy

E = ⟨H⟩c ≡ E = ⟨H⟩ (1.74)

and, as before invoking the normal-ordered set of Hamiltonian operators to yield directly
the correlation energy and omitting the zero-valued vacuum expectation term

∆En −∆En−2⟨H2
N⟩c − · · · −∆E⟨Hn−1

N ⟩c − ⟨Hn
N⟩c = 0 (1.75)

The connected moments are also invoked in the Horn-Weinstein approach to energies,
which makes use of the spectral resolution of a time-dependent reference function[40]

|Φ(t)⟩ = e−tH/2 |Φ⟩
⟨Φ|e−tH |Φ⟩1/2

(1.76)

where t is a positive constant and uses any approximate ground state wavefunction such that
it may always be improved at the t → ∞ limit and will always approach the true ground
state of the system. The energy of such a state[70, 71],

E(t) = ⟨ψ(t)|H|ψ(t)⟩ = ⟨ϕ|He
−tH |ϕ⟩

⟨ϕ|e−tH |ϕ⟩
(1.77)

as will be elaborated on in Chapter 2, constructs from this denominator the raw moments

⟨Φ|e−tH |Φ⟩ =
∞∑
j=0

(−t)j

j!
⟨Hj⟩ (1.78)

and its logarithmic derivative yields an extensive quantity based on the connected mo-
ments of the Hamiltonian, commonly referred to as the Connected Moment Expansion
(CMX) methodology and several variants[72–74]. While much less popular than its cousins,
these various moments-based methodologies may allow the exact wavefunction to always
be achieved for any reference |ϕ⟩ (given ⟨ϕ|Ψ⟩ ̸= 0) by the application of infinite Hamil-
tonian operators: By Löwdin’s geometric term and by Horn-Weinstein’s exponential term.
These serve as the basis of expanding the wave operator towards the exact energy where
connected moments inherited by the functional form (∆E − QĤN)

−1|0⟩ are doing all the
work in approximating the Hilbert space, but now simply as an implicit definition.
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1.3 Magnetic Properties
While energies of various states play a key component throughout all of chemistry, the
analysis of spectra is also a valuable tool to the general scientist; among them, the response
of a system to the application of the electromagnetic field allows a strongly resolved spectra
that has roles in identifying constituent material throughout the chemical and low-energy
physical sciences[75, 76]. The set of forces from these fields are still incorporated purely in the
electromagnetic force, so while our general approach as above is still valid, the construction
of the Hamiltonian now under the effects of an external applied field and the natural internal
field of the system’s response requires some adaptation[77–79].

The consideration of the Lorentz force imposed on a particle in the presence of an external
field in the classical picture

F⃗ (r⃗, t) = q(E⃗(r⃗, t) + v⃗B⃗(r⃗, t)) (1.79)

where E⃗(r⃗, t) is the electric field, B⃗(r⃗, t) the magnetic field, and v⃗ its velocity allows us to
establish the effect of Maxwell’s laws on our system of interest. Two convenient quantities
to work with in the framework of static fields are the scalar potential and vector potential
associated with the electric and magnetic field, respectively

ϕ(r⃗) = −r⃗ · E⃗ (1.80)

A⃗(r⃗) =
1

2
B⃗ × r⃗ (1.81)

which by their definitions are not uniquely defined with respect to their related fields; thus,
introducing a simultaneous gauge transformation, which we know must necessarily not effect
the physical reality of the field for which any of the set of solutions describe; we may infer
that there must be a form invariance with respect to such an arbitrary transformation. While
this may be done explicitly via the Dirac equation and the special relativistic considerations
applicable[22], the most common route is to take the approximation of the small component.
The relativistic term in one of the two components of the Dirac equation may be back-
substituted into the other and, knowing that mec

2 >> E + eϕ̂(r⃗), keep only the first term
and approximate[80]:

c2

E + eϕ̂(r⃗) +mec2
=

1

2me

(
1− E + eϕ̂(r⃗)

2mec2

)
(1.82)

obtaining a much simpler route in the non-relativistic limit that persists in most of chemistry
from the full Hamiltonian of a system under a magnetic field.

1.3.1 Molecules under a Magnetic Field

The magnetic properties of molecules allow us to probe them at the atomic scale, allowing
for a broad range of applications: from development of new materials, to the very diag-
nostics used in medicine. To describe this process, we introduce the canonical momentum
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that alters the mechanical momentum of the field-free particles under the minimal coupling
approximation:

π̂i = (−i∇− eA+
∑
k

eAk)
2 (1.83)

where we have the typical momentum, the vector potential introduced by the field directly,
and now including the vector potential as introduced by Ramsey in the limit that the typical
Lamb diamagnetic theory[81] needed correction related to the induced magnetic moments of
the nuclear centers k

Ak(r) = α2
∑
k

Mk × (r− rk)
|r− rk|3

(1.84)

The Hamiltonian with explicit dependence on the external magnetic field and nuclear mag-
netic moment may then be expanded by considering the terms introduced by this canonical
momentum in the Hamiltonian, considerably expanding the terms at hand

Ĥ =
1

8

(
B2r2i − (B · r2i )

)
+

1

2

n∑
i

B ·Li + α2

n∑
i

N∑
K

mK ·LiK

r3iK

+
α2

2

n∑
i

N∑
K

(B ·mK)(riN · riK)− (B · riK)(riN ·mK)

r3iK

+
α4

2

n∑
i

N∑
KL

(mK ·mL)(riK · riL)− (mK · riL)(riK ·mL)

r3iKr
3
iL

− 1

2

n∑
i

∇2
i −

n∑
i

N∑
K

ZK

|riK |
+
∑
i<j

1

|ri − rj|

(1.85)

Indices i, j refer to electrons, K,L refers to nuclei, the angular momentum operator of
electron j around nucleus K is LjK = −irK × ∇j, and α is the fine structure constant.
These terms may be put into a physical picture by decomposing the product in the canonical
momentum[82]:

1. The first term, the diamagnetic magnetizability (DM), is a direct result of the squared
external field;

2. The second, the paramagnetic shielding (PS), is a direct coupling of the external field
to the electronic motion;

3. the third is the paramagnetic spin-orbit (PSO) and couples the induced field from the
magnetic moments of the nuclei with the electronic motion;

4. the fourth is the diamagnetic shielding (DS) coupling the external field to the induced
field of the magnetic moments;



CHAPTER 1. INTRODUCTION 18

5. and finally the fifth new term is the diamagnetic spin-orbit (DSO) coupling the induced
fields of the magnetic moments between different nuclear centers K and I.

The remaining terms are, as in the beginning of the chapter, the explicit terms due
to the motion and Coulombic forces in the electronic Hamiltonian. While this is rather
more complicated in form than the traditional approach, the terms introduced at the non-
relativistic level do not require any two-electron interactions, just an expanded set of nuclear-
electron terms related to the (both external and internal) field and field gradients of the first
kind introduced by the new canonical momentum[83]. These terms are often coupled relative
to their order in perturbation theory; the one-electron terms linear in the perturbation are
referred to as H [1], while terms quadratic are likewise termed H [2].

1.3.2 Yielding Magnetic Properties

The changes in energy with respect to the field yield a plethora of information that give
experimentalists useful information. Limited to second-order properties, the quantities of
interest that may be described as various derivatives with respect to this Hamiltonian’s
energy are:[82, 84]

1. The magnetizabilities (also known as magnetic susceptibilities) are the magnetic equiv-
alent of the susceptibility of a molecule to an electric field. A smaller magnetizability
is associated with a smaller resistance to the effects of a field. Trivially, a system with
no magnetizability is neither repelled by nor attracted to an external field. Only the
DM and PS term contributes to the derivative:

E(2)(B) =
∂2E(B)

∂Bα∂Bβ

∣∣∣∣
Bα=0,Bβ=0

(1.86)

2. The nuclear shieldings (also known as the chemical shift) are the changes associated
with the presence the electrons have on the effective field felt at each nuclear center
K. A smaller nuclear shielding is indicative of a lesser deviation away from the Lamb
shift. A deshielding may occur, in which the effective force felt is actually more than
predicted by the nuclear Zeeman term. The PS, DS, and PSO terms all contribute:

E(1)(B,Mk) =
∂2E(B,Mk)

∂Bα∂Mkβ

∣∣∣∣
Bα=0,Mkβ=0

(1.87)

where indices α and β are cartesian components with respect to spatial orientation. In
passing, we note that additional terms related to the interaction of nuclear spin with the
above concepts introduces the Fermi-Contact, Paramagnetic Spin-Orbit, and Spin-Dipole
contributions which, alongside DSO[85], contribute to the scalar couplings (also known as
the spin-spin coupling) property that is outside the scope of this work.



CHAPTER 1. INTRODUCTION 19

A second aspect of the introduction of a field is that the wavefunction naturally com-
plexifies in its presence. While in an infinite basis this presents no issue, any finite-basis
methodology introduces a gauge-dependence due to the arbitrariness of the transformation.
Due to this, one must account for the gauge directly in the construction of the atomic or-
bitals[86]. Thankfully, the first-order wavefunction with respect to the field introduces a
gauge origin to the atomic orbitals χ(r) to the basis ωµ, centered on nucleus N , and given
as

ωµ(r;AN) = exp (−iAN · r) · χ(r), (1.88)
and the vector potential becomes an arbitrary linear function of the gauge origin introduced,
often referred to as either the London or gauge-including atomic orbitals (GIAO). This is
a sufficient condition on which to ensure properties are independent of the choice in gauge;
though the atomic orbitals themselves are not (this has resulted in a shift away from historic
terminology such as gauge-invariant and gauge-independent atomic orbitals)[87, 88]. With
the two major roadblocks accounted for in describing the many-body electronic problem
in the presence of the field, we may now seek routes to obtain these properties. Solutions
for this have taken three distinct forms over the years, each with their own strengths and
weaknesses

1. The sum-over-states approach[81], in which the exact magnetic wavefunction is ex-
plicitly written order-by-order and truncated, whereby the many-body state implicitly
included is approximated

|Ψ(B⟩ ≈ |Ψ0(0)⟩+ iB
a∑
k

⟨Ψ0(0)|H [1](B)|Ψa
k(0)⟩

E0(0)− Ea
k(0)

|Ψa
k(0)⟩ (1.89)

in which we have invoked the exact single-excitation states |Ψa
k⟩ and their eigenenergies

Ea
k and have used here the first-order perturbation with respect to the magnetic field[80,

89]. In a more useful form, we may then derive the first- and second- order properties
as their perturbative expansion

E(1)(B) = ⟨0|Ĥ [1]|0⟩ (1.90)

E(2)(B) = ⟨0|Ĥ [2]|0⟩ − 2
∑
i,a

⟨0|Ĥ [1]|Φa
i ⟩ ⟨Φa

i |Ĥ [1]|0⟩
Ea

i − E0

(1.91)

and may be now computed with knowledge of the reference function and excitation
energies.

2. by invocation of the generalized Hellman-Feynman theorem[90, 91], any property that
may be written as the derivative with respect to the energy of a particular methodol-
ogy’s wavefunction may be expanded

∂E(B)

∂Bα

= ⟨∂Ψ(B)

∂Bα

|Ĥ(B)|Ψ(B)⟩+ ⟨Ψ(B)|∂Ĥ(B)

∂Bα

|Ψ(B)⟩+ ⟨Ψ(B)|Ĥ(B)|∂Ψ(B)

∂Bα

⟩
(1.92)
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and successively iterated such that when the contributions from the field are small, we
may make use of formal power series and the first-order and second order properties
are written analytically as

E(1)(B) = ⟨Ψ0|Ĥ [1]|Ψ0⟩ (1.93)

E(2)(B) = ⟨Ψ0|Ĥ [2]|Ψ0⟩+ ⟨Ψ0|Ĥ [1]|Ψ1(B)⟩ (1.94)

yielding a similar first-order term as in the sums-over-states expression and now may
use the explicit perturbative Hamiltonian and its matrix elements for any wavefunction
of interest, now through second order[92–94].

3. One may take a fully numerical approach, in which the finite-field and the full molecular
magnetic Hamiltonian is explicitly applied to the field-dependent wavefunction, and
then one may take finite differences as usual. While the most conceptually simple, it
requires the full set of matrix elements to be computed in the complex space that the
wavefunction now rests in.[95, 96]

Traditionally, the first approach has seen limited usage, as knowledge of the set of exact
singly-excited states is often a high hurdle. The second route is by far the most common,
as the nature of the matrix elements needed in the evaluation are fairly straightforward to
create analytic solutions for various real-space methodologies in existence via methods such
as such as the Coupled-Perturbed SCF equations, the method of Lagrange Multipliers, or
the use of the Λ equations in the many-body picture. The difficulty introduced by them
is limited to developmental challenges; the introduction of these analytic solutions is often
tedious, and doing so efficiently (such as being able to perform on a small subset among many
nuclear centers) can be an ever increasing challenge as more sophisticated methodologies
arise. Among some of the newest ones, especially with no well-defined wavefunction, analytic
access might be forthright impossible. As methodologies in modern development often pose
excellent energetics as their first goal in a quest of speed vs. accuracy, whether this translates
to successful properties is not always assured and one may find that the years-long endeavor
is fruitless.

In this limit, it would be useful to evaluate many different methodologies in the frame-
work of the third option, where limitations to extant (and often long to code) second-order
properties may be hard to come by for any recent method. Testing these methods with
the finite-field approach can filter out which would be worthwhile pursuing for properties.
The challenge presented then is to code explicitly all the terms contributing to the magnetic
Hamiltonian, while also accounting for the, now necessarily complex, wavefunctions from
which we calculate. In almost an inversion, the derivatives themselves are trivial to obtain
from numerical finite difference, while the creation of matrix elements serves the main chal-
lenge. However, upon doing so, any methodology implemented in complex arithmetic as
outlined in the case of the complex Hartree-Fock equations and their correlated equivalents
are easily accessible to evaluation. This shall be the focus of the third and fourth chapter of
this text for the magnetizabilities and nuclear shieldings, respectively.
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1.4 Works Outside the Scope
We often find ourselves in the unfortunate situation that the ab initio theories cannot readily
access problems of all scales. As the magnetic properties of systems are used on the atomic,
biologic, geologic, and astronomic scales, developing techniques to use this tool beyond small
chemical systems is worthwhile. We here mention works contributed to by the author for
the description of NMR in crystallography and biological molecule by description through
use of machine-learning algorithms based on their quantum mechanical description. The full
body of these works may be found in their respective citations[97, 98]

1.4.1 A Multi-Resolution 3D-DenseNet for Chemical Shift
Prediction in NMR Crystallography

We have developed a deep learning algorithm for chemical shift prediction for atoms in
molecular crystals that utilizes an atom-centered Gaussian density model for the 3D data
representation of a molecule. We define multiple channels that describe different spatial
resolutions for each atom type that utilizes cropping, pooling, and concatenation to create
a multi-resolution 3D-DenseNet architecture (MR-3D-DenseNet). Because the training and
testing time scale linearly with the number of samples, the MR-3D-DenseNet can exploit data
augmentation that takes into account the property of rotational invariance of the chemical
shifts, thereby also increasing the size of the training dataset by an order of magnitude
without additional cost.

1.4.2 Efficient Calculation of NMR Shielding Constants Using
Composite Method Approximations and Locally Dense
Basis Sets

This paper presents a systematic study of applying composite method approximations with
locally dense basis sets (LDBS) to efficiently calculate NMR shielding constants in small
and medium-sized molecules. The pcSseg-n series of basis sets are shown to have similar
accuracy to the pcS-n series when n ≥ 1 and can slightly reduce compute costs. We identify
two different LDBS partition schemes that perform very effectively for density functional
calculations. We select a large subset of the recent NS372 database containing 290 H, C, N,
and O shielding values evaluated by reference methods on 106 molecules to carefully assess
methods of the high, medium, and low compute costs to make practical recommendations.
Our assessment covers conventional electronic structure methods (DFT and wavefunction)
with global basis calculations, as well as their use in one of the satisfactory LDBS approaches,
and a range of composite approaches, also with and without LDBS. Altogether 99 methods
are evaluated. On this basis, we recommend different methods to reach three different levels
of accuracy and time requirements across the four nuclei considered.
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1.5 Outline

1.5.1 Chapter 2

Ab initio methods based on the second-order and higher connected moments, or cumulants,
of a reference function have seen limited use in the determination of correlation energies of
chemical systems throughout the years. Moment-based methods have remained unattractive
relative to more ubiquitous methods, such as perturbation theory and coupled cluster theory,
due in part to the intractable cost of assembling moments of high-order and poor perfor-
mance of low-order expansions. Many of the traditional quantum chemical methodologies
can be recast as a selective summation of perturbative contributions to their energy; using
this familiar structure as a guide in selecting terms, we develop a scheme to approximate con-
nected moments limited to double excitations. The tractable Double Connected Moments
(DCM(N)) approximation is developed and tested against a multitude of common single-
reference methods to determine its efficacy in the determination of the correlation energy
of model systems and small molecules. The DCM(N) sequence of energies exhibits smooth
convergence towards limiting values in the range of N = 11 − 14, with compute costs that
scale as a non-iterative O(M6) with molecule size, M . Numerical tests on correlation energy
recovery for 54 small molecules comprising the G1 test set in the cc-pVDZ basis show that
DCM(N) strongly outperforms MP2 and even CCD with a Hartree-Fock reference. When
using an approximate Brueckner reference from orbital-optimized (oo) MP2, the resulting
oo:DCM(N) energies converge to values more accurate than CCSD for 49 of 54 molecules.
This work is in preparation.

1.5.2 Chapter 3

Magnetic properties of molecules such as magnetizabilities represent second order derivatives
of the energy with respect to external perturbations. To avoid the need for analytic second
derivatives and thereby permit evaluation of the performance of methods where they are not
available, a new implementation of quantum chemistry calculations in finite applied magnetic
fields is reported. This implementation is employed for a collection of small molecules with
the aug-cc-pVTZ basis set to assess orbital optimized (OO) MP2 and a recently proposed
regularized variant of OOMP2, called κ-OOMP2. κ-OOMP2 performs significantly better
than conventional second order Møller-Plesset (MP2) theory, by reducing MP2’s exaggeration
of electron correlation effects. As a chemical application, we revisit an old aromaticity
criterion called magnetizability exaltation. In lieu of empirical tables or increment systems
to generate references, we instead use straight chain molecules with the same formal bond
structure as the target cyclic planar conjugated molecules. This procedure is found to be
useful for qualitative analysis, yielding exaltations that are typically negative for aromatic
species and positive for antiaromatic molecules. One interesting species, N2S2, shows a
positive exaltation despite having aromatic characteristics[99].
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1.5.3 Chapter 4

We developed and implemented a method-independent, fully numerical finite difference ap-
proach to calculating NMR shieldings, using gauge-including atomic orbitals. The resulting
capability can be used to explore non-standard methods given only the energy as a func-
tion of finite applied magnetic fields and nuclear spins. For example, standard second order
Møller-Plesset theory (MP2) has well-known efficacy for 1H and 13C shieldings, and known
limitations for other nuclei such as 15N and 17O. It is therefore interesting to seek methods
that offer good accuracy for 15N and 17O shieldings without greatly increased compute costs,
as well as exploring whether such methods can further improve 1H and 13C shieldings. Using
a small molecule test set of 28 species, we assessed two alternatives: κ regularized MP2
(κ-MP2) which provides energy-dependent damping of large amplitudes and MP2.X, which
includes a variable fraction, X, of third order correlation (MP3). The aug-cc-pVTZ basis
was used, and CCSD(T) results were taken as reference values. Our κ-MP2 results reveal
significant improvements over MP2 for 13C and 15N, with the optimal κ value being element-
specific. κ-MP2 with κ = 2 offers 30% RMS error reduction over MP2. For 15N, κ-MP2 with
κ = 1.1 provides 90% error reduction vs MP2, and 60% error reduction vs CCSD. On the
other hand, MP2.X with scaling factor 0.6 outperformed CCSD for all heavy nuclei. These
results can be understood as providing renormalization of doubles amplitudes to partially
account for neglected triple and higher substitutions, and offer promising opportunities for
future applications[100].



24

Chapter 2

Hamiltonian Moments

2.1 Introduction
The majority of quantum chemical methods begin from the Schrödinger equation and make
approximations in an effort to efficiently find an acceptably accurate expectation value of
the Hamiltonian E = ⟨ϕ|H|ϕ⟩. As the approximate wavefunction |ϕ⟩ approaches the ex-
act ground state wavefunction |ψ0⟩, our approximate expectation value approaches the true
energy. Fine tuning this approach takes many forms, but generally begins from a refer-
ence wavefunction such as the Hartree-Fock determinant or the antisymmetrized product of
strongly orthogonal geminals, and then determining the correlation energy of the system to
approach the exact energy or values that are within ’chemical accuracy’ for various systems.
Popular among these are methods based around some variant of perturbation theory, in
which the correlation energy of the system:

∆Eexact = ⟨0|VN|ψ0⟩ =
∞∑

m=0

⟨0|VN[R0VN]
m|0⟩ (2.1)

is expanded in a series approximation, with VN being the normal-ordered perturbation op-
erator and R0 being a resolvent operator based on the expansion. Different partitionings
and reference functions give rise to well-known perturbation series expansions[101], such as
Brillouin-Wigner[102], Rayleigh-Schrödinger[103], or Møller-Plesset[104] if performed with a
Hartree-Fock reference. In the latter case, the resolvent is then simply R0 = (F − ⟨0|F |0⟩)−1,
where F is the mean field Fock operator.

The Coupled Cluster expansion[105–108] may likewise be obtained through the use of
an exponential wavefunction ansatz and its projection onto a reference and some set of
substituted or excited determinants. One may also explore the Hilbert space variationally
such as in the CI, CASSCF[109] and DMRG[110] schemes. What all these methods have in
common is that the expectation value of the Hamiltonian is the primary quantity of interest.
It is interesting to note that additional expectation values implicitly arise in many of these,
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such as the variance, or second moment, of the energy:

µ2 = ⟨H2⟩ − ⟨H⟩2 (2.2)

In the variational methods, the variance approaches zero as the expectation value of ⟨H⟩
approaches the exact energy (i.e. as |ϕ⟩ approaches the exact eigenstate, |ψ⟩0). The variance
also becomes an important quantity in the coupled cluster equations,[111] which can be made
apparent by inserting the identity in the variance expression

µ2 = ⟨H(P +Q)H⟩ − ⟨HPH⟩ = ⟨HQH⟩ = ⟨H2⟩c (2.3)

We use P to mean the projective subspace of the reference function and Q its orthogonal
subspace such that P +Q = I and µ2 = ⟨H2⟩c to mean the second cumulant or equivalently
the second connected moment of the Hamiltonian. The amplitude equations are solved using
QH̄P = 0, where H̄ is the similarity-transformed Hamiltonian, which results in a value of
µ2 = 0 within the space, Q, within which the cluster equations are solved.

Moments play a central role in an alternate approach, the so-called t-expansion of Horn
and Weinstein[112]. This approach begins from the observation that a given approximate
ground state wavefunction, |ϕ⟩ can always be improved by defining:

|ψ(t)⟩ = e−tH/2 |ϕ⟩
⟨ϕ|e−tH |ϕ⟩1/2

(2.4)

where t is a positive constant. This result can be readily proven by expanding |ψ(t)⟩ in terms
of the exact eigenstates, or one can recognize that Eq. 2.4 corresponds to propagating |ϕ⟩ in
imaginary time for duration t/2. Indeed |ψ(t)⟩ becomes the exact wavefunction in the limit
as t→∞. The imaginary time evolution is routinely treated in various flavors of Quantum
Monte Carlo (QMC)[113–115] which map this procedure onto stochastic processes to recover
better approximations to a trial reference[116, 117]. Deterministically, the energy associated
with |ψ(t)⟩ is:

E(t) = ⟨ψ(t)|H|ψ(t)⟩ = ⟨ϕ|He
−tH |ϕ⟩

⟨ϕ|e−tH |ϕ⟩
= −Z

′(t)

Z(t)
(2.5)

Here Z(t) is a Maclaurin series containing expectation values of powers of the Hamiltonian
operator, ⟨Hj⟩ = ⟨ϕ|Hj|ϕ⟩:

Z(t) = ⟨ϕ|e−tH |ϕ⟩ =
∞∑
j=0

(−t)j

j!
⟨Hj⟩ (2.6)

Z ′(t) is defined as:

Z ′(t) =
dZ(t)

dt
= −

∞∑
j=0

(−t)j

j!
⟨Hj+1⟩ (2.7)
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Thus the expression for E(t) above is the logarithmic derivative of Z(t). The result for the
energy can be generalized to other operators, O, to yield an expression for O(t) which is
likewise exact in the limit as t→∞.[112]

The promise of the t-expansion is that for an arbitrary reference |ϕ⟩ satisfying ⟨ϕ|Ψ⟩ ≠ 0,
the exact energy cannot only be approached by the conventional variational approach of
treating ⟨H⟩ as accurately as possible by improving the trial function, |ϕ⟩. Instead, exactness
can also be attained by deriving an energy expression in terms of coefficients, µj that involve
powers of the Hamiltonian, evaluated with a fixed approximate wavefunction:

E(t) =
∞∑
j=0

(−t)j

j!
µj+1 (2.8)

Simple powers of the Hamiltonian, ⟨Hj⟩, scale as powers of the system volume, V j, whilst
of course the energy is linear in the volume (extensive). Thus the coefficients, µj that
enter the expansion above, defined by the negative quotient of the two power series, Z ′(t)
and Z(t), must also scale linearly in the volume. These µj coefficients are the connected
moments, µj = ⟨Hj⟩c, which may be defined in the diagrammatic sense of connectedness,
or equivalently by evaluating the power series quotient to obtain the cj term by term. Thus
µ1 = ⟨H⟩, µ2 = ⟨H2⟩ − ⟨H⟩2, µ3 = ⟨H3⟩ − ⟨H⟩ ⟨H2⟩ − ⟨H2⟩c ⟨H⟩, etc, and in general:

µj ≡ ⟨Hj⟩c = ⟨H
j⟩ −

j−1∑
k=0

(
j

k

)
µk+1 ⟨Hj−k⟩ (2.9)

Turning the t-expansion into a practical computational method is a non-trivial challenge.
Creating regular expressions for this series has resulted in various extrapolations[118, 119].
At low order, amongst the most promising of these is the Connected Moment Expansion
(CMX)[120, 121]. A useful form of the CMX can obtained by presuming that an N th

order approximation to E(t), Eq. 2.8, can be expressed as a sum of (N − 1) decaying
exponentials, Aie

−bit, and obtaining the coefficients by matching low order terms in the
power series expansions.[121] In the resulting CMX models, an N th order approximation,
CMX(N) to the ground state energy may be succinctly written[121] in terms of the lowest
2N − 1 connected moments, and the inverse of an (N − 1) × (N − 1) matrix constructed
from those moments:

E(N) = µ1 −
[
µ2 µ3 · · · µN

]

µ3 µ4 · · · µN+1

µ4 µ5 · · · µN+2
...

... . . . ...
µN+1 µN+2 · · · µ2N−1


−1 

µ2

µ3
...
µN

 (2.10)

In particular, CMX(1) is simply the energy of the reference (i.e. µ1), and the two lowest
order corrections to the reference energy, CMX(2) and CMX(3), have energies defined as

ECMX(2) = µ1 −
µ2
2

µ3

(2.11)
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and
ECMX(3) = µ1 −

µ2
2

µ3

− µ3(µ4µ2 − µ2
3)

µ5µ3 − µ2
4

(2.12)

respectively. CMX(4) requires moments up to µ7 and the inverse of a 3× 3 moment matrix.
Several variants[122, 123] have also been developed to help rid the original expansion of
singularities, and combine the terms in different combinations.

The t-expansion is not the only place these connected moments have been the central
quantity in determining the energy. Löwdin’s implicit energy formula[68]

1 = ⟨Φ|H(E − PH)−1|Φ⟩ (2.13)

may be expanded[124] using the identity

(Â− B̂)−1 = Â−1 + Â−1B̂(Â+ B̂)−1 (2.14)

to obtain an approximate expression for the roots of the energy:

E(N) = µ1E
(N−1) + µ2E

(N−2) + · · ·+ µ(N−1)E
(1) + µN (2.15)

This set of equations requires the N lowest connected moments to evaluate the N th-order
approximation to the energy in the denominator-free perturbation theory.[124]. At second
order the result is E(2) = µ1 + (µ2)

2/µ1. If one optimizes the constant energy denominator
associated with the first order wavefunction, the CMX(2) result is recovered at second order,
with the third order correction going to zero.

The CMX-based moments approaches and alternatives have been investigated across
both model [119, 125–135] and real [123, 125, 130, 136–140] systems in lattice gauge the-
ory, quantum chromodynamics, and quantum chemistry, which has been well reviewed by
Amore[141]. The convergence and analytic behaviors of these methods have been the focus
of several studies in the literature and their strengths and limitations have been well eval-
uated[130, 136, 142–145]. Focusing on the problem of the correlation energy of molecular
systems, moment-based methods have remained a niche topic of research relative to standard
coupled cluster or many-body approaches based on the Schrödinger equation, with only a
small catalogue of papers using moments-based methods for electronic structure[121, 124,
132, 146–148]. Of particular note is the Method of Moments Coupled Cluster (MMCC)
approach[149, 150], which acknowledges that the exact energy may be retrieved from any
Coupled Cluster reference with energy ECC via the formalism of β-nested equations by pro-
jecting onto the asymmetric energy expression

δE = E − ECC =
⟨Ψ0|(H − ECC)e

T |0⟩
⟨Ψ0|eT |0⟩

(2.16)

This forms an approximate hierarchy of non-iterative corrections yielded through better
approximations to |Ψ0⟩ by including terms related to the excitation space neglected in the
Coupled Cluster amplitudes, but are extant in the general moment contributions to the
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exact energy[151]. For example, use of a CCSD wavefunction in MMCC requires only up
to hextuply-excited configurations; while the triple excitations and higher do not factor into
the amplitude equations and/or second moment, they do survive in the exact representation
of Equation 2.16.

One reason for this is the cost to assemble these connected moments and the order to
which one needs them to approach quantitative accuracy. Early correlation energy stud-
ies[121, 152] compared the lowest order CMX expansions to the similar Møller-Plesset series.
In weakly correlated systems, the CMX(2) underperforms MP2 both in terms of energy whilst
requiring greater computational costs. Assembling µ3 requires O(N6) tensor contractions,
which is the most costly step in the evaluation of CMX(2) with a Hartree-Fock reference.
In fact, CMX(2) is fully equivalent to the Unsöld approximation to MP2[124], which helps
explain this underperformance in the weakly-correlated region. Despite this quantitative fail-
ure, some successes have been reported in the strongly-correlated regions of bond breaking,
where many traditional single-reference quantum chemical methods break down or become
prohibitive in cost and the Unsöld approximation does not diverge, unlike the traditional
MP2 approximation. Going to the next order, CMX(3) requires the assembly of µ5, requir-
ing O(N8) operations which is already cost-prohibitive for molecules of medium-size (the
same scaling as full CCSDT, for example). We also note that there has been recent inter-
est in the connected moments as an approach for performing molecular electronic structure
calculations on quantum computers.[153, 154]

Efforts to truncate the many-body expansion of the Full CI (FCI) problem in a compu-
tationally tractable way has led to many different ansatze to approximate the ground-state
energy of the system. The most successful quantum chemical approaches typically cover
subset of the FCI expansion. An order-by-order truncation in the fluctuation parameter
results in the regular MP(n) expressions, but more sophisticated summations are possible.
RPA, for example, is equivalent to an infinite sum over the ring diagrams in the perturbation
expansion[155]. Infinite-order resummations of the perturbative terms also result in various
coupled cluster methodologies. The MBPT series summed over all possible doubly excited
states, DMBPT(∞)[156], is formally equivalent to CEPA(0)[157] and linearized CCD[158].
This perturbative analysis[159] holds true for various CC expansions[160, 161] as well, with
a notable example being CCSD(T)[162, 163] as all connected singles and doubles to infinite-
order, as well as triples through fourth-order with a perturbative fifth-order correction of
the triple’s contribution to the single’s amplitudes[164]. Several approximations reliant on
removing terms in the series have arisen and has been well reviewed recently[165].

Despite the success of these selective summations in perturbation theory, no comparable
scheme has been reported in approximating connected moments for use in the CMX-based
methodologies reliant on their use. Keeping in mind what has been successful in the per-
turbative case, we report a methodology to approximate the connected moments using a
selective summation constrained to the doubly-excited manifold and apply these approxi-
mate connected moments in place of their vastly more expensive exact counterparts. We
design a recursive algorithm to construct approximated connected moments, and use these
terms to assess the validity in their use for approximating correlation energies across a range
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of small molecules and report stable results up through twentieth order in the CMX expan-
sion.

2.2 The Doubles Connected Moment Approximation
To begin evaluating finite-order CMX approximations we must specify a reference from
which to construct the connected moments. In this work, we shall take both the Hartree-
Fock determinant, |ϕ⟩ = |ΦHF ⟩, and the SCF reference generated via orbital optimized (OO)
MP2 orbital optimization,[166–168] |ϕ⟩ = |ΦOOMP2⟩ as our zeroth-order wavefunctions. The
latter is a simple approximation to the exact Brueckner determinant which is best single
reference.[169, 170] Use of only the occupied molecular orbitals in the reference serves us both
as a simple model from which to understand the behavior of approximate moment methods
in relation to traditional single-reference methodologies as well as providing a unified scheme
from which we may generate approximate connected moments. Unlike in the case of CCSD,
in which we expect the typical orbital insensitivity owed to the Thouless theorem[118],
DCM(N) does not have the orbital relaxation effects associated with singles, so meaningful
energy changes may be expected when we change reference. DCM(N) also benefits from the
fact that the (exact) Brueckner determinant maximizes overlap between the reference and
exact wavefunctions. The convergence of the CMX series relies on that overlap and a closer
starting determinant should therefore more rapidly approach the true expectation value.[135]

We can then define ĤN = Ĥ − E0 (note that all connected moments above µ1 are
invariant to adding a constant to Ĥ) using the expectation value of the determinant, E0, as
the reference result in the CMX(1) energy. It may be beneficial to discuss the nature of the
low-order canonical-orbital case qualitatively before developing the general semi-canonical
all-order expressions. Going further in the series, one can construct[152]

µ2 = ⟨H2
N⟩c = ⟨0|HNQHN|0⟩ =

1

4

∑
ijab

⟨ij||ab⟩ ⟨ab||ij⟩ (2.17)

as the second-order connected moment for the canonical orbitals, with ⟨ij||ab⟩ being the anti-
symmetrized two-electron matrix elements in standard notation.[35]. In particular, double
substitutions from occupied orbitals i, j, k, · · · to virtual orbitals a, b, c, · · · are the only part
of Q that makes non-zero contributions to µ2 in Hartree-Fock. The next moment, µ3 also
involves only contributions from double substitutions in the cannonical case leading to:[152]

µ3 = ⟨H3⟩c =
∑
ijabcd

1

8
⟨ij||ab⟩ ⟨ab||cd⟩ ⟨cd||ij⟩+

∑
ijklab

1

8
⟨ij||ab⟩ ⟨ij||kl⟩ ⟨kl||ab⟩

−
∑
ijkabc

⟨ij||ab⟩ ⟨kb||ic⟩ ⟨kj||ac⟩ −
∑
ijab

1

4
| ⟨ij||ab⟩ |2∆ab

ij

(2.18)

where ∆ab
ij = ϵi+ϵj−ϵa−ϵb are the orbital eigenenergy differences; these one-particle terms are

now in the numerator of just the final term, in contrast to their position in the denominator
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for all terms in perturbation theory. This presents an exclusively doubles theory in the
construction of the CMX(2) energy. The higher-order moments may be evaluated via the
same scheme, and of course increasingly large subspaces of Q begin to make contributions in
the exact case. Specifically, while HN |Φ0⟩ contains up to double substitutions, HNHN |Φ0⟩
contains single, double, triple and quadruple substitutions (S,D,T,Q). Therefore, like the
MP4 energy, µ4 also contains S,D,T,Q contributions and requires O(N7) compute effort.
In addition, µ4 contains one ’MP2-like’ term with two Fock operators and three ’MP3-like’
terms with a single Fock operator after combining the complex-conjugate cases.

Similar to MP5, µ5 requires O(N8) computational effort to evaluate 9 classes of terms
(SS, SD, ST, DD, DT, DQ, TT, TQ, QQ), plus the set of ∆-containing terms, to enable
construction of the CMX(3) energy via Eq. 2.12. Higher terms require yet greater compu-
tational effort, analogous to the corresponding Møller-Plesset energy terms[159, 171], but
without orbital energy difference denominators. With the system-scaling increasing by one
power per order of CMX, and the number of distinct terms or diagrams exploding, it is clear
that while direct implementation of CMX(3) is challenging, CMX(4) which requires µ7, is
essentially prohibitive.

Clearly there is a strong resemblance between the connected moments, µj = ⟨Hj⟩c =
⟨0|HN[QHN]

j|0⟩ and the corresponding jth order Møller-Plesset energy, Ej = ⟨0|VN[R0VN]
j|0⟩,

as each involves the same power of the fluctuation potential. There are also key differences.
The most obvious distinction is the lack of the resolvent R0 operator in µj, which instead
features a projection operator, Q, onto the orthogonal space. This eliminates Møller-Plesset
energy eigenvalue denominators from the moments expressions. Another difference is that
in the moments approach, there was no determination of a small parameter, unlike the
perturbative case. This may help avoid perturbation theory breakdowns. When the HF
reference is used, this results in moments expression where some terms include ∆-dependence
in the numerator, as seen in Eq. 2.18. We note the advantage of additive separability of
the ∆-containing moment numerator terms compared to the perturbation theory energy
denominators. Instead of (j − 1) ∆−1 in all terms of the jth order energy, there are terms
containing up to ∆j−2 in the jth connected moment.

Diagonal Fock components are typically the dominant numeric value in the evaluation of
⟨Φab

ij |HN|Φcd
kl⟩. This fact is also why MP2 recovers most of the correlation energy in weakly

correlated (large orbital gap) systems. In such systems, because the gap is large, so too
is
∣∣∆ab

ij

∣∣
∞, and therefore the doubles amplitudes are small relative to one: |R0VN |0⟩|∞ <<

1. Letting the largest doubles amplitude have magnitude tmax << 1, we then expect the
magnitude of the MP3 energy to be smaller than MP2 by roughly this same factor because
it involves one more power of R0VN. For MP4, the connected triples and quadruples give
rise to larger eigenenergy differences such as ∆abc

ijk and ∆abcd
ijkl which is compounded with the

presence of one more power of R0VN in the MP4 energy. Connected doubles tend to dominate
in single-reference cases which is one of the strengths of the CC methods, as its most basic
form functions as a resummation of these terms through infinite order. Heuristically, the
energetic contributions of the singles and triples cancels against the quadruples, contributing
another advantage that has led to the success of even low-order perturbation theory and
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methods constrained to only doubles.
We shall now introduce the approximations to the construction of the various higher-

order moments by exploiting these very same arguments, likewise considering the single-
determinant case. In this instance, the dominant terms in µ3 ought to be the MP2-like
term mentioned above. In µ4, the MP2-like term scaling as |∆ab

ij |2 is roughly an order of
magnitude larger than the MP3-like terms scaling as ∆ab

ij , and so forth. Though we lack
the benefit of inverse energy difference decay, we see that at each N -th order cumulant, the
largest expected term is always contained in the connected doubles, keeping the comparison
to PT relevant. Going outside the single reference case, these terms may cease to be the
largest. However, unlike in Møller-Plesset where near degeneracies cause a singularity in
the equations, the terms do not diverge in the connected moments and merely tend towards
zero. This leaves the dominant small-gap terms as those containing no Fock operators. This
suggests that evaluating the connected moments within just the subspace of doubles would
be a worthwhile venture just as it has been in the case of CC and PT theory.

In the case of semicanonical orbitals, the exact µ2 includes an additional term correspond-
ing to a sum over the Fock contributions from non-Brillouin singles, |fa

i |2, yet ameliorated in
magnitude by their approximate Brueckner-like nature. Non-Hartree-Fock reference deter-
minants would have these singles contributions neglected in such an approximation, which
otherwise would only begin formally at µ4. Similar use of these orbitals in work on per-
turbation theory had found that approximations neglecting these singles contributions at
third-order are sufficient in the construction of low-order energies. As the CMX matrix
equation is of a more complex form than the sum, we desire to keep an even-tempered ap-
proach to the description of the Hilbert space at each level of the moments. Thus, we retain
only doubles even at low-order in this description of both the canonical and semi-canonical
case of our equations.

The doubles approximation to the connected moments will be defined by replacing the
resolution (P + Q) by (P +D) where D is the doubles subspace of the orthogonal Hilbert
space: D = 1

4

∑
ijab

|Φab
ij ⟩ ⟨Φab

ij |. In analogy to DMBPT(∞) and LCCD, we can begin by defining

the intermediate integral tensors and now incorporating off-diagonal elements of the doubles:

(ij||ab)1 = ⟨ij||ab⟩ (2.19)

and

(ij||ab)2 =
1

4

∑
kl

⟨ij||kl⟩ ⟨kl||ab⟩+ 1

4

∑
cd

⟨ij||cd⟩ ⟨cd||ab⟩

−
∑
kc

⟨ik||cb⟩ ⟨jc||ka⟩ −
∑
k

P (ij) ⟨ik||ab⟩ fkj +
∑
c

P (ab) ⟨ij||ac⟩ fbc
(2.20)

Here P (pq) is the standard anti-symmeterizer function for electrons p and q, (ij||ab)1 is
identical to a raw anti-symmeterized two-electron integral and the terms in (ij||ab)2 comprise
the hole ladder, particle ladder, ring term, and the ’MP2-like’ delta terms of µ3 respectively,
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which takes the form of −⟨ij||ab⟩∆ab
ij in the Hartree-Fock case. From here, we may generate

the 20 skeletal diagrams contributing to the µ4 doubles: 16 reminiscent of the doubles
contribution to MP4, as well as three MP3 like terms with a single Fock contribution and
one MP2 like term with two Fock contributions by a simple recursion:

(ij||ab)n+1 =
1

2

∑
cd

⟨cd||ab⟩ (ij||cd)n +
1

2

∑
kl

⟨kl||ij⟩ (kl||ab)n

−
∑
k

P (ij)(ik||ab)nfkj +
∑
c

P (ab)(ij||ac)nfbc

+
∑
kc

[
⟨kb||jc⟩ (ik||ca)n − ⟨jc||ka⟩ (ik||cb)n

− ⟨kb||ic⟩ (jk||ca)n + ⟨ka||ic⟩ (jk||cb)n
]

(2.21)

All terms of higher order may be generated directly from the previous intermediate. Sim-
ple contraction of these intermediates results in the doubles approximation to the connected
moments (DCM):

µD
2n−1 =

∑
ijab

(ij||ab)n(ij||ab)n−1 (2.22)

and
µD
2n =

∑
ijab

|(ij||ab)n|2 (2.23)

Like LCCD or DMBPT(∞) or even CCD and CCSD, the limiting step in the formulation of
the intermediates is the O(o2v4) particle ladder contraction, similar to the MP3 energy or
the CCD/CCSD amplitudes equation. However, unlike CCD/CCSD, this does not require
solving a non-linear set of equations and, outside of the recursion, no iterations for the
determination of amplitudes or energies are needed in the formation of the intermediates.
One may then use the values of the approximate moments µD

2n−1 in place of the exact µ2n−1

to yield the DCM(N) approximations to the full CMX(N) model.

2.3 Implementation
The code necessary to form (ij||ab)n+1, and therefore the necessary doubles connected mo-
ments, µD

2n−1, µ
D
2n was implemented in a development version of the Q-Chem quantum chem-

istry program,[172, 173] which has also been used to carry out the all-electron calculations
for each methodology in the following examples. Two other important aspects of the imple-
mentation should be mentioned.

First, unlike in the PT case, higher-order moments do not generally shrink in value except
in the (rather pointless) case of an exact reference function, for which the second order and
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higher connected moments all evaluate to zero. However, µk has dimensionality Ek and is
dominated by terms with (∆ab

ij )
k−1. The largest value whose largest value of (∆ab

ij ) is:

∆max = max
ijab

∆ab
ij (2.24)

We then redefine the energy scale such that E ′ = E/∆max to keep the moments from explod-
ing in value. In turn the scaled energy can be rescaled after the CMX algorithm is applied
to obtain the final DCM(N) energy.

Second, we do not explicitly invert the (N − 1)× (N − 1) matrix of moments that enters
Eq. 2.10. Rather we solve a set of linear equations:

µ3 µ4 · · · µN+1

µ4 µ5 · · · µN+2
...

... . . . ...
µN+1 µN+2 · · · µ2N−1



ζ2
ζ3
...
ζN

 =


µ2

µ3
...
µN

 (2.25)

and then evaluate:

E(N) = µ1 −
[
µ2 µ3 · · · µN

]

ζ2
ζ3
...
ζN

 (2.26)

This improves numerical stability in the case where the coefficient matrix may be near
singular.

Having discussed the necessity of scaling, we next present some specific data for the water
example. As a reference point, the unscaled approximate moments from µ4 to µ39 span a
range of over 57 orders of magnitude! For various scaling factors, we show both the logarithm
of the scaled range of the approximate DCM(N) moments and the energy differences (in µH)
between calculated DCM(N) energies using different rescalings in Table 2.1.

The range of magnitudes of the scaled connected moments is very satisfactory (< 104) for
all scalings considered. We focus on the behavior of the the highest-order DCM(N) energies
for different scaling factors multiplied by ∆−1

max, from 0.85 to 1.25 and compared against the
value of 1.1. Even including the unscaled approach, all energies through DCM(5) are the
same within machine precision, while this is true of all scaled moment approaches tested
here through DCM(11). The fact that the higher order DCM(N) energies show differences
of O(100 − 102) µH suggests that solving the linear equations, Eqs. 2.25 may involve some
ill-conditioning even in scaled energy units.

Based on the data presented in Table 2.1, as well as tests on other members of the G1 data
set, we decided to employ a scaling factor of 1.1∆−1

max in the moment generating procedure,
followed by multiplying its reciprocal value back to the DCM(N) energy in order to re-scale
back to atomic units.
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Method Scaling Factor
0.85 0.90 0.95 1.00 1.05 1.15 1.20 1.25

DCM(14) 119.5 127.9 -6.0 -6.0 -4.4 -0.4 0.8 1.0
DCM(15) 138.6 -12.5 -8.8 -6.8 -3.6 2.7 5.7 10.1
DCM(16) -25.2 -20.5 -15.6 -10.7 -5.5 5.6 12.0 18.1
DCM(17) 35.0 42.2 49.9 58.1 -3.2 1.7 4.9 9.0
DCM(18) 38.2 49.1 -11.8 -8.3 -4.6 2.7 7.3 10.5
DCM(19) 47.1 63.4 -13.2 -9.3 -5.0 4.5 9.0 13.8
DCM(20) 59.8 -20.6 -15.4 -10.7 -5.3 5.6 11.1 15.5
Log Range 3.66 2.80 1.97 1.19 0.52 1.18 1.78 2.36

Logarithmic Range of 1.1 is 0.57

Table 2.1: Difference in energies (in µH) and Logarithmic Range of Approximate Moments
by Scaling Factor on top of ∆−1

max. Energies are relative to 1.1

2.4 Results and Discussion

2.4.1 G1 Test Set

We shall address the accuracy of the DCM method for a wide range of small molecules
as a measure of its usefulness for the description of chemical systems. Towards this end,
we compare the energies of CMX(2), DCM(N), MP2, CCD, CCSD, and CCSD(T) against
ASCI+PT2 with a cc-pVDZ basis across 54 systems contained in the first-row G1 test
set[174–177] at the geometries described in the original paper and its references. We note
that we use the original geometries of the G1 test set in place of the Feller geometries, with a
re-evaluated ASCI+PT2 for the exact energies. All ASCI+PT2 calculations were converged
to within 10 µH accuracy and serve as an effectively converged full CI calculation.

As the nature of the DCM series’ convergence was not known before this work, we will
report its behavior for specific systems in addition to the general statistics of the test set. In
particular, low-order CMX has been reported to occasionally converge to excited states in
the case of a dominant excited state configuration.[178] Erroneously, CMX was thought to
converge to incorrect values in seminal works[121], but it was demonstrated that this was an
excited state energy of the system[141]). In the spectral representation of Horn-Weinstein,
as one reaches high orders, all excited states ought to be sufficiently damped away such
that only the ground state survives. However this condition is not necessarily ensured in
our subsection of the Hilbert space limited to doubles, nor is the monotonic nature of the
series. It is a useful task to assess the convergence of the DCM(N) series to determine if
the Nth term in the series improves over the previous value. We begin by inspecting some
representative systems of DCM(N)’s behavior in the G1 test set: H2O, F2, C2H6, CN, and
Li2.
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Figure 2.1: The total energy of water in cc-pVDZ for various DCM(N) and oo:DCM(N)
orders.

2.4.2 H2O

Water has served as a test molecule for the behavior of high-order perturbation theory since
early algorithms were developed, including sets of selective summations towards the infinite
limit which we seek to likewise address[156]. Therefore, it serves as a useful comparison to
begin to understand the behavior of the DCM(N) series. In Figure 2.1, we depict order-
by-order the DCM(N) and oo:DCM(N) energies relative to the exact energy of H2O in the
cc-pVDZ basis, while a more resolved image focused on just the 4th order and higher terms
are depicted in Figure 2.2. The energy errors of some common methods (MP2, CCD, CCSD
and CCSD(T)) relative to the exact energy are depicted as horizontal lines.

Referring to Fig. 2.1, CMX(2) and oo:DCM(2) are evidently a very poor description of
electron correlation, with over 5 times larger error than the (cheaper) MP2 method. We
also see that low-order DCM(N) is insufficient for quantitative accuracy; DCM(N) is inferior
to CCD and CCSD until DCM(6) and DCM(7), respectively. However the fact that the
DCM(N) sequence crosses over with CCD and CCSD is exciting, and, perhaps, unexpected.
Fig. 2.2 provides a zoomed in view of the approach of the sequence of DCM(N) values
towards a potential DCM(∞) limit. The sequence settles down to be close to an apparent
limit by DCM(11). There is non-monotonic behavior with variations in the value differing
by less than 0.1 mH until DCM(14); after this all energetic changes are no larger than 30
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Figure 2.2: The total energy of water in cc-pVDZ for various DCM(4) and oo:DCM(4) and
beyond.

µH.
This convergence behavior is reminiscent of the best behavior seen in the case of conven-

tional Møller-Plesset perturbative series, such as for water at Re in very small basis sets.[179]
However, even well-behaved closed shell systems such as the Ne atom exhibit poor conver-
gence and even divergence in slightly larger basis sets such as aug-cc-pVDZ.[180] By contrast,
the exact CMX series has a monotonic approach to exactness. However, we have no guaran-
tee that our doubles approximation will replicate the monotonicity of CMX, and therefore
oscillations are a possibility. In this regard, the data shown in Figs. 2.1 and 2.2 is very
encouraging as the DCM(N) sequence appears quite stable, at least up through DCM(20)
in the tested cc-pVDZ basis. One can explain this by the fact that the products of small
eigenenergies in the denominator contributing to this behavior in perturbation theory go
towards zero in the corresponding moments. Most intriguingly, both the HF- and oo- based
DCM(N) methods outperform their fellow O(N6) CCD and CCSD methods in water. The
DCM(N) methods even recover a substantial fraction of the triples contribution, particularly
when using the OOMP2 reference determinant.
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Figure 2.3: The total energy of the CN radical in cc-pVDZ for various methods by order of
DCM(N) and oo:DCM(N).

2.4.3 CN & C2H6

The cyano radical and ethane present two interesting examples of the behavior of the
DCM(N) sequence of energies. They are, respectively, the worst performers in the test
set for DCM(N) and CCSD when comparing the magnitude of their errors based on the HF
wavefunction. In the case of CN, CCSD outcompetes DCM(N) by 15mH, with Figure 2.3
showing the values of DCM(N) by order.

In fact, CN exhibits the largest error across the entire test set for DCM(N). We see an
immediate clue as to the origin of the error from the fact that CCD shows an even larger
error, that is about 20% worse than the DCM(N) sequence, and over twice as large as CCSD.
If this is truly an issue associated with the lack of singles, approximate Brueckner-like orbitals
would help ameliorate the error associated with orbital relaxation. Indeed the much better
performance of oo:DCM(N) suggests this is the case, as the error is reduced by roughly a
factor of 3 (or 20 mH), with the correlation energy below that of CCSD by DCM(9). As a
result, CN is not the worst performer within the dataset for oo:DCM(N). This title instead
belongs to SO2, in which both oo:DCM(13) and oo:DCM(20) have a 31.6 mH error compared
to CCSD’s 25.1 mH.

The ethane molecule presents an interesting contrast in that CCSD is most out-performed
by the DCM(N) sequence. Figure 2.4 shows the behavior of the energy with respect to
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Figure 2.4: The total energy of the ethane molecule in cc-pVDZ for various methods by
order of DCM(N) and oo:DCM(N).

DCM(N) order as before, with CCSD and CCD showing errors of roughly 8 and 9 mH rela-
tive to the CCSD(T) level of chemical accuracy. This example is not so much a case of poor
performance of either CCD or CCSD, as remarkably good performance of the DCM(N) se-
quence. The limiting error of DCM(N) is only about 1 mH, and the oo:DCM(N) sequence has
error that is less than 0.1 mH, and is clearly superior to CCSD(T), which is in error by 0.24
mH. This example suggests that the importance of triple substitutions in the oo:DCM(N)
hierarchy may be less than in the usual coupled cluster hierarchy.

2.4.4 F2 & Li2
Figure 2.5 shows the correlation energy errors of the DCM(N) and oo:DCM(N) sequences rel-
ative to several standard methods for the case of the fluorine dimer using restricted orbitals.
F2 is known to exhibit significant diradicaloid character, and in fact is not even bound at the
mean-field Hartree-Fock level. In this case, we see the most significant oscillatory patterns
in the DCM(N) energies out of the full set of molecules. Non-smooth decreases in the corre-
lation energy occur until DCM(11), at which point the more minor changes we saw before
swell to span a range of 1.5 mH between the troughs and peaks of oo:DCM(12)/oo:DCM(13)
and oo:DCM(16)/oo:DCM(17), with slightly smaller values in the Hartree-Fock reference
case. Despite this slightly troubling behavior, the DCM(N) values significantly surpass the
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Figure 2.5: The total energy of the F2 molecule in cc-pVDZ for various methods by order of
DCM(N) and oo:DCM(N).

CCSD energy even before the oscillations occur. In the oo:DCM(N) case, the energies even
improve upon the costlier CCSD(T) method.

The lithium dimer exhibits nonvariational behavior for the DCM(N) energies, as shown
in Figure 2.6. While CCD, CCSD, and CCSD(T) are all within chemical accuracy for this
effectively 2-electron system, both the DCM(N) and oo:DCM(N) sequences show more than
10 times larger error, with energies going below the exact energy by up to 3.4 mH. The
slightly worse behavior in the case of oo:DCM(N) suggests that this is not a deficiency
associated with the singles. Whether the resummation structure or the moment structure is
the cause of this undesirable behavior is unclear to us at present. Non-variational behavior
is observed in LiH also, although the effect is less severe. We note our presentation of the
order-by-order analysis for various molecules illustrates that different behavior can arise from
one system to the next. We additionally note that it seems to be generally true that the
first non-monotonic values occur between DCM(11) and DCM(14), which is also the range
where values appear to also approach limiting values in well-behaved cases.

2.4.5 Results across the G1 Test Set

The statistical results across the G1 test set are contained within Table 2.2, where the
RMSD of the various methodologies discussed are shown for both the Hartree-Fock and



CHAPTER 2. HAMILTONIAN MOMENTS 40

Figure 2.6: The total energy of Li2 in cc-pVDZ for various methods by order of DCM(N)
and oo:DCM(N).

OO reference determinants. The data has been arranged with respect to the entire set as
well as two subsets: one containing molecules with only row 1 and 2 atoms, followed by
the complement subset containing row 3 atoms. As expected, low-order DCM(N) energies
are not useful methods, in line with our understanding of the poor energetic performance
of CMX from past investigations. We also note there is no improvement, and in fact even
slightly poorer performance of oo:DCM(2) and oo:DCM(3) compared to their Hartree-Fock
counterparts.

Consistent with our examination of individual cases, the most exciting results concern
the convergence of DCM(N) energies, and especially the oo:DCM(N) energies to very useful
values by DCM(11-14) or oo:DCM(11-14). Seeking a direct comparison of the purely doubles
methods with similar orbitals, we see a notable improvement over the CCD energies as one
iterates through the DCM(N) cycles across both the whole set and the partitions. This
improvement is most significant for row 1 and 2 molecules, in which all orders from 12th and
onwards improve upon CCD by a margin of over 5 mH. The improvement is less notable
among molecules with row 3 atoms, where the same comparison only yields a single mH
improvement. Together, this results in an overall improvement of 3.3 mH in the energies of
the double methods, despite the lack of the disconnected-cluster contributions allowing for
indirect excitations related to T̂ 2

2 in the CCD amplitudes.
Moving to the comparison of CCSD, it is useful to use the oo:DCM(N) values not just
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Method HF RMSD Method OO RMSD
All Row 1+2 Row 3 All Row 1+2 Row 3

CCSD(T) 1.42 1.32 1.53 - - - -
CCSD 9.98 9.49 10.58 - - - -
CCD 13.60 13.58 13.62 - - - -
MP2 27.80 24.93 31.12 - - - -

CMX(2) 114.29 101.78 128.67 oo:DCM(2) 115.29 101.72 130.76
DCM(3) 76.69 48.14 102.39 oo:DCM(3) 77.04 46.79 103.79
DCM(4) 55.60 30.96 76.45 oo:DCM(4) 55.34 28.93 77.05
DCM(5) 30.22 18.89 40.40 oo:DCM(5) 29.32 16.07 40.45
DCM(6) 23.44 14.56 31.40 oo:DCM(6) 22.20 11.36 31.02
DCM(7) 19.88 12.26 26.67 oo:DCM(7) 18.50 8.76 26.18
DCM(8) 14.90 10.60 19.07 oo:DCM(8) 13.07 6.86 18.18
DCM(9) 12.46 9.59 15.40 oo:DCM(9) 10.43 5.73 14.38
DCM(10) 11.26 8.90 13.73 oo:DCM(10) 9.16 4.96 12.67
DCM(11) 10.45 8.51 12.53 oo:DCM(11) 8.22 4.54 11.33
DCM(12) 10.31 8.44 12.32 oo:DCM(12) 8.10 4.50 11.15
DCM(13) 10.43 8.32 12.64 oo:DCM(13) 8.27 4.35 11.50
DCM(14) 10.27 8.44 12.23 oo:DCM(14) 8.06 4.47 11.09
DCM(15) 10.33 8.38 12.41 oo:DCM(15) 8.11 4.39 11.22
DCM(16) 10.36 8.24 12.58 oo:DCM(16) 8.19 4.27 11.40
DCM(17) 10.41 8.32 12.61 oo:DCM(17) 8.22 4.35 11.41
DCM(18) 10.37 8.40 12.45 oo:DCM(18) 8.14 4.43 11.24
DCM(19) 10.38 8.43 12.44 oo:DCM(19) 8.15 4.39 11.28
DCM(20) 10.34 8.27 12.51 oo:DCM(20) 8.15 4.28 11.34

Table 2.2: RMSD of approximate methods for the correlation energy relative to (nearly)
exact selected configuration interaction results (in mH) across the G1 test set, evaluated in
the cc-pVDZ basis.
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for their quantitative improvement, but also due in part to their approximate Brueckner-like
nature that ameliorates orbital relation effects, a property already inherent to CCSD with
its orbital insensitivity. For the row 1 and 2 containing molecules, oo:DCM(N) of 12th order
and higher improves the energies by a margin of over 5 mH, while across the entire set this
value is a more modest value of just under 2mH due to the smaller improvements in the row
3 molecules. Whether the smaller improvements for row 3 containing molecules are a feature
of the summation scheme or the moments approach more generally is not clear without
additional investigation. It is worth noting that values of oo:DCM(N) after 12th-order are
superior relative to CCSD for 49 of the 54 molecules in the G1 test set. Most of the RMSD
error stems from a few systems in which the errors are high, such as the previously mentioned
SO. In fact, the successful cases are significant enough for oo:DCM(N) to outcompete even
CCSD(T) in 15 of the systems tested here.

We also note that the same trend of rising values found in the order-by-order DCM(N)
and oo:DCM(N) energy analysis for individual cases holds true in a statistical sense as
well. There is some variation in the solutions, but DCM(14) exhibits the smallest RMSD in
both the HF and OO cases as energies begin to oscillate. Despite this, anything 12th-order
and higher are no more than 0.21 mH above this energy error for both sets of reference
determinants.

As mentioned above, DCM(N) scales as the same polynomial power of system size as the
CCD and CCSD equations. Specifically, the construction of (ij||ab)n is needed to assemble
µD
2N−1, and making (ij||ab)n involves N−1 particle ladder contractions, which roughly makes

DCM(N) as costly as N − 1 iterations of the CCD amplitudes. While the pilot code has
not undergone heavy optimization, it may still be useful to mention preliminary timings in
constructing the amplitudes versus the doubles connected moments. For the largest system,
Si2H6, CCSD yields 81.3 seconds per cycle, for a total of 650.6 seconds in solving the Coupled
Cluster equations. By comparison, DCM(N) required 42.6 seconds per cycle, resulting in
DCM(14) being just under the CCSD timing at 596.5 seconds. We can anticipate that when
CCSD convergence is slow, the DCM(N) models are a fairly straightforward way to evaluate
correlation energies with comparable, or even improved, values due to its single shot nature.

2.4.6 N2 Dissociation

The potential energy surface corresponding to breaking the triple bond of N2 has served as
a benchmark case in the evaluation of new correlation methodologies such as CI and CC
studies through very high orders, and new multi-reference CC approaches, including the
many different flavors of Fock-Space MRCC, State-Universal MRCC, and Valence-Universal
MRCC[181–183]. N2 has several valuable properties for benchmarking, beginning with the
need to treat both dynamic and static correlation along the dissociation coordinate. While
fairly well described by a single determinant at the equilibrium geometry, the triple bond
dissociation requires the interaction of 6 active electrons to recouple the two 4N atoms. N2

is also an excellent case for testing spatial and spin symmetry (breaking) as a function of
bond-breaking. While low-order CC techniques fail qualitatively when using a spin-restricted
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Figure 2.7: Approximations to the total energy of N2 in the vicinity of the equilibrium
geometry with a UHF reference for correlation methods including representatives of the
uDCM(N) sequence. Energies are reported relative to two 4N atoms for each method.

reference determinant, the use of a spin-polarized reference allows one to obtain quantitative
accuracy at dissociation at the cost of losing the spin purity inherent to the true wavefunction.

Figure 2.7 shows N2 dissociation in the cc-pVDZ basis using a spin-polarized reference
determinant, comparing UMP2, UCCD, UCCSD, and UCCSD(T) against the DCM(N) se-
quence. To begin, we focus on the convergence of the sequence near the bottom of the well
for the Hartree-Fock case before considering the entire curve or the oo:DCM(N) case. For
readability, we have omitted some orders, but nevertheless one can see the same trends as be-
fore: there is variation of the DCM(N) energies on the sub-mH energy scale after DCM(11).
As usual, the traditional purely double methods of uMP2 and uCCD both exhibit a very
visible first derivative discontinuity[184] at the Coulson-Fischer point, while uCCSD and
uCCSD(T) are both able to circumvent this behavior (at least on the graphical scale) via
the inclusion of singles. Lacking orbital relaxation due to singles, the uDCM(N) family of
methods share the behavior of uMP2 and uCCD with a pronounced first derivative kink at
all orders. However, the actual energetic predictions of the uDCM(N) sequence follows the
trends as seen for the G1 test set: uDCM(N) surpasses uCCD by uDCM(6) regardless of
whether we are in the unpolarized or spin-polarized regimes.

As other work has recently shown, the inclusion of an orbital-optimized reference delays
the onset of the Coulson-Fischer point and one may recover better qualitative description
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Figure 2.8: Approximations to the total energy of N2 in the vicinity of the equilibrium geom-
etry with a UHF reference for correlation methods including uDCM(13) and uooDCM(13)
as high order representatives of the uDCM(N) sequence. Energies are reported relative to
two 4N atoms for each method.

within the well. Combined with the performance in energetics, this makes uoo:DCM(N) an
excellent candidate to evaluate in the same way. As the uDCM(13) is the lowest order to
reach the convergence limit, we now focus on only this order for both sets of orbitals to
make the trend more apparent. Figure 2.8 shows results similar to above near the well, while
2.9 shows the behavior up through the qualitative failure and through the point where the
uOOMP2 curve turns over (note that UOOMP2 does not exhibit a Coulson-Fischer point,
as has been extensively discussed elsewhere[167, 185]). The uoo:DCM(N) curve does in
fact recover the correct qualitative behavior near equilibrium and well after Hartree-Fock’s
spin-polarization transition.

Interestingly, even as the OOMP2 curve begins to turn over, the uoo:DCM(13) results are
able to delay this to be more in line with the uCC methods. By the time the former reaches
its maxima, this is no longer the case and both begin to diverge after this point. However,
it is notable that the moments approach delays the turning point as well. Of course, while
the the uDCM(13) does have its discontinuity, the curve does not diverge. Additionally,
uoo:DCM(13) is able to surpass quantitatively all methods here relative to CCSD(T), now
resting at 6.4 mH away rather than CCSD’s 11.2 mH.
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Figure 2.9: Approximations to the total energy of N2 across the potential curve with a
UHF reference for correlation methods including uDCM(13) and uooDCM(13) as high order
representatives of the uDCM(N) sequence. Energies are reported relative to two 4N atoms
for each method.

2.5 Conclusions
The purpose of this work was to revisit the connected moment expansion (CMX) in or-
der to introduce an approximation analogous to those that have been successful in widely
used single-reference correlation methods such as coupled cluster theory. The exact mo-
ments (powers of the Hamiltonian) that enter the CMX expressions have compute costs that
rise incredibly steeply with the power, which makes these otherwise attractive non-iterative
methods unfeasible in practice. To circumvent the computational bottleneck, we decided
to evaluate the moments using only the doubles part of the Hilbert space that is strongly
orthogonal to a single reference such as the Hartree-Fock determinant, or an approximate
Brueckner determinant. We call this approach the Doubles Connected Moments (DCM) ex-
pension, and, via the CMX framework, it gives rise to a tractable sequence of DCM energies,
DCM(N), for N = 1 · · ·∞. Beyond N = 1, each DCM(N) energy can be evaluated with
compute cost that scales the same as an iteration of the CCD or CCSD equations. The fact
that DCM(N) energies are constructed from connected moments allows the method to retain
the important property of size-extensivity of the exact CMX(N) energies.

The DCM(N) methods have been implemented to employ single-references that can be
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either Hartree-Fock or approximate Brueckner from orbital-optimized MP2 (oo), and can be
either spin-restricted or unrestricted. The resulting methods were then assessed on the cor-
relation energies of the 54 small molecules (and radicals) in the G1 data set, against virtually
exact results from selected configuration interaction, as well as standard MP2, CCD, CCSD,
and CCSD(T). Interestingly, we observe that DCM(N) for N > 10 performs quantitatively
well relative to infinite order doubles methods such as CCD and CCSD. These are perhaps
the first tractable calculations using the moments approach that appear potentially viable
for chemical applications. Statistically, the oo:DCM(N) energies outperform CCSD for the
correlation energy, while the Hartree-Fock-based DCM(N) energies outperform CCD for the
correlation energy. Examination of both individual and collective results shows generally
smooth convergence patterns to limiting values by DCM(11-14).

The DCM(N) methodology looks useful already although we stress that it is important
to explore questions of numerical stability, and basis set extension carefully in future work.
If those results are positive, as seems quite likely, then there are practical ways in which
the methodology can be systematically improved. First, one may refine the approximation
of the moments to include further contributions. In particular, one can easily imagine the
construction of SDCM(N) by including the singles contributions to µ2 and higher. Addi-
tionally, there are opportunities to further optimize the implementation. For example, the
most costly step in DCM(N) is the contraction of the particle ladder terms, and the use of
the tensor hypercontraction (THC) formalism would bring the scaling of DCM(N) down to
O(M4) with molecule size, as in the case of MP3. [186] There are likewise opportunities
to consider more efficient implementations of higher connected contributions such as triples.
For example, the µ4 connected triples may be calculated in O(M6) time unlike its analogue in
the MP4 case where a 6-index denominator results in its most expensive contribution scaling
as O(M7). Though this specific contribution is still relatively intractable at O(v6) (where v
is the number of virtual orbitals), the potential factorizability of the method provides further
opportunities for use of THC and Resolution-of-the-Identity (RI).

Especially in situations that exhibit an interplay of strong and weak correlation, the
DCM(N) approach may be a blueprint for further refinement of more sophisticated yet still
low-cost references, such as strongly orthogonal geminal wavefunctions[187] or the coupled
cluster valence bond (CCVB) reference.[188, 189] Indeed the prior success seen using low-
order CMX with APSG and CAS reference wavefunctions suggests there is potential for new
progress in this direction, based on retaining the affordability and promising accuracy that
is a key feature of DCM(N).

2.6 Supplementary Information
The S.I. for this work will soon be be accessible on Arxiv under "The Doubles Connected
Moments Expansion: A Tractable Approximate Horn-Weinstein Approach for Quantum
Chemistry" before it is to be submitted for publication. Any pre-print data will gladly be
provided by BG.
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Chapter 3

Molecular Magnetizabilities Computed
Via Finite Fields

3.1 Introduction
The magnetizability, ξ of a molecule is the magnetic analog of the electric polarizability.
ξ is a second order property that describes the temperature-independent quadratic change
of the energy of a molecule, δE(B) = −1

2
B†ξB + . . . , in response to the presence of a

magnetic induction, B. Thus ξ is a 3×3 matrix (or symmetric rank-2 tensor). For molecules
with non-zero total angular momentum (most commonly, unpaired electron spins), there is
an additional temperature-dependent contribution that depends directly on the total spin,
and, when present, it is typically the largest contribution. ξ also yields the temperature-
independent magnetic moment, m(B) of a molecule induced by B, as m(B) = ξB+. . . . For
more background material on magnetostatics and the magnetizability, we refer the reader to
several excellent textbooks.[190–192]

The calculation of magnetic properties is based on the pioneering work by Ramsay in the
early 1950s.[193–200] Owing to these efforts, the calculation of Nuclear Magnetic Resonance
(NMR) chemical shielding tensors and indirect spin-spin coupling tensors (both second order
properties) nowadays belongs to the standard repertoire of the computational chemist and
complements the experimental interpretation of NMR spectra.[83, 201] While magnetizabil-
ities are not amongst the most commonly calculated molecular properties, they have some
established roles in chemistry. The main role is molecular magnetism in inorganic chemistry,
where unpaired spins and orbital angular momentum are routinely characterized.[202] That
is not our focus, so we turn next to applications that do not depend on such contributions.
In general, the magnetizability tensor is far more difficult to obtain experimentally than
chemical shieldings and spin-spin couplings due to the large experimental error bars,[203]
so the need for accurate calculations that serve as benchmarks for the experiments is par-
ticularly high. At the level of fundamental molecular properties, the magnetizability tensor
connects directly to several spectroscopic observables including the molecular Zeeman effect,
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the Cotton-Mouton effect, and the interpretation of microwave spectra.[190–192] Separately,
in a broader chemical context, it has long been recognized[204] that the magnetizability of
aromatic molecules may be enhanced or “exalted” relative to non-aromatic analogs because
of the presence of a closed path (or paths) where electrons may move freely in the aromatic
case, versus the absence of such a path in the non-aromatic case. Accordingly, calculations of
magnetizability exaltations[205, 206] represent perhaps the main chemical application of this
molecular property in closed shell, stable molecules. Interestingly, it has also been reported
that the level of agreement between mean-field Hartree-Fock magnetizabilities of aromatic
molecules and experimentally derived values is significantly poorer for aromatic molecules
than for non-aromatic organic molecules.[207]

Magnetizabilities have been calculated fairly early[208, 209] and a plethora of elec-
tronic structure methods are available for this task: Magnetizabilities at the levels of
Hartree-Fock (HF),[210, 211] density fitted HF,[212] Density Functional Theory (DFT),[213]
Current-Density Functional Theory (CDFT),[214] Magnetic-Field Density Functional The-
ory (BDFT),[215] the Second-Order Polarization Propagator Approximation (SOPPA),[216]
various Coupled-Cluster Polarization Propagator Approximations (CCDPPA, CCSDPPA),[216]
Linearized Coupled-Cluster Doubles (L-CCD),[217, 218] Coupled-Cluster Singles and Dou-
bles (CCSD),[219] Multiconfigurational Self-Consistent Field (MCSCF),[207, 210] Second-
and Third-Order Møller-Plesset Perturbation Theory (MP2 and MP3),[217, 218, 220, 221]
as well as Resolution-of-the-Identity MP2 (RI-MP2)[222] have been reported. Relativis-
tic effects have been included in the calculation of magnetizabilities at the MP2 level as
well.[223]

The “gold-standard” for the calculation of magnetizabilities is CCSD with a perturbative
triples correction (CCSD(T))[224] at the complete basis set limit, which has been used to
generate the reference data in one of the few benchmark studies for magnetizabilities.[225,
226] However, due to the steep scaling of CCSD(T) and the resulting rapid increase of
computational cost with increasing system size, such calculations are prohibitive for larger
molecules. Hence, more cost-efficient methods for the accurate calculation of magnetizabili-
ties are desirable.

MP2 is a technique that scales with the fifth power of the number of basis functions
(O(N5)) and has been used successfully in a multitude of applications. While NMR shield-
ing constants calculated with MP2 are typically of satisfying accuracy,[201] the results for
magnetizabilities are generally disappointing and often worse than the HF results.[222] This
observation has been attributed to the subtle influence of electron correlation on magnetiz-
abilities and the propensity of MP2 to overestimate this effect.

The challenges of MP2 for accurately describing electron correlation have at least two ori-
gins. First, it is well-known that HF orbitals yield charge distributions that are too ionic; this
limitation can be addressed by optimizing orbitals in the presence of MP2 correlation.[227–
230] Second, the form of MP2 correlation means that the total energy is not bounded from
below and can become non-variational (i.e. over-correlated) when energy gaps become small.
This can be addressed by intelligent denominator regularization schemes (the simplest being
just a level shift[185, 231]), or, possibly other formalisms.[232] Recently, some of us have pre-
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sented a new approach to regularized Orbital-Optimized MP2 (κ-OOMP2),[233–235], which
scales as the fifth power of the number of basis functions, albeit with a larger prefactor than
canonical MP2. κ-OOMP2 attenuates the overestimation of electron correlation by canon-
ical MP2 for small-gaps, while leaving large-gap contributions unaltered. The κ-OOMP2
orbitals have also been used to greatly improve the numerical performance of MP3 relative
to HF orbitals.[236] Considering these encouraging results, we think it is useful to explore
the performance of κ-OOMP2 for magnetizabilities, particularly given the poor performance
of MP2 for this property.

In this paper, the implementation and calculation of magnetizability tensors with κ-
OOMP2 is presented using a fully numerical approach. This entails evaluating the energy in
the presence of specific applied values of magnetic induction, followed by a finite difference
evaluation of the magnetizability. Approaches of this type have been employed previously
to characterize the electronic structure of molecules in nonuniform magnetic fields.[237] To
address the gauge origin problem inherent in the calculation of magnetic properties,[83] we
use Gauge-Including Atomic Orbitals (GIAOs),[238] also known as London orbitals. Our
results demonstrate that the errors of the numerical derivative as compared to the analytical
approach are acceptable, and also suggest that κ-OOMP2 performs significantly better for
magnetizabilities than standard MP2.

The rest of the paper is structured as follows: After an in-depth discussion of the theoret-
ical background of the calculation of magnetizability tensors with κ-OOMP2 and evaluating
the accuracy of the numerical procedure (Section 4.2), the performance of the new compu-
tational method as compared to CCSD(T) reference data, taken from the test set by Lutnæs
and co-workers,[225] is assessed (Section 4.3). After some additional benchmark tests on con-
jugated cyclic molecules, we then consider a chemical example: magnetizability exaltations,
which were historically used to evaluate aromaticity of ring molecules. We present a straight-
forward approach to evaluating the exaltations without the need for empirical reference data.
Conclusions are given in Section 4.4.

3.2 Theoretical Background
An in-depth treatment of the quantum chemical calculation of magnetic properties is beyond
the scope of this paper. The interested reader is kindly referred to existing reviews on the
subject.[201, 239, 240] Instead, here the general design idea of our code (Section 4.2.1), the
matrix elements that are required for the calculation of magnetizabilities (Section 4.2.2), the
particularities of κ-OOMP2 in the calculation of the magnetizability tensor (Section 3.2.3),
details on the implementation and verification of our code (Section 4.2.5) as well as the
performance of the numerical implementation compared to analytical results (Section 4.2.7)
are discussed.
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3.2.1 General Approach

The magnetizability ξ is a 3x3 tensor and can be calculated as the second derivative of the
energy E w.r.t. the magnetic field B,[201] with elements

ξij = −
d2E ({RN},B)

dBidBj

∣∣∣∣
B=0

. (3.1)

Here, {RN} is the nuclear configuration. The isotropic magnetizability is ξiso = 1
3
tr(ξ).

We use Gauge-Including Atomic Orbitals (GIAOs),[238] also known as London orbitals, in
the calculation of magnetizabilities to address the gauge-origin problem.[201] A GIAO ωµ,
centered on nucleus N , is given as

ωµ(r;AN) = exp (−iAN · r) · χ(r), (3.2)

where r is the electron coordinate and χ(r) is a regular Gaussian-type orbital and the vector
potential AN is

AN =
1

2
B×RNO. (3.3)

RNO is the vector from the nucleus N to an arbitrarily chosen gauge-origin O, the latter of
which we choose to be the zero vector for convenience.

We use a fully numerical implementation for the calculation of the magnetizability tensor
(eq. 4.2). In particular, focusing on the isotropic part of the magnetizability tensor and
omitting the electronic and nuclear coordinates in the energy for clarity, we calculate the
second derivative of the energy w.r.t. the magnetic field to second order via[241]

ξii = −2
E(∆Bi)− E(B = 0)

∆B2
i

(3.4)

Off-diagonal elements of the tensor can be evaluated to second order via the following ex-
pression:

ξij = −
E(∆Bi) + E(−∆Bi) + E(∆Bj) + E(−∆Bj)− 4E(B = 0)

2∆Bi∆Bj

(3.5)

There are also corresponding expressions that are accurate to fourth order,via[241] which is
as follows for the diagonal elements:

ξii = −
−1

6
E(2∆Bi) +

8
3
E(∆Bi)− 5

2
E(B = 0)

∆B2
i

, (3.6)

∆Bi is the step in the Cartesian component i of the magnetic field. The choice of this
parameter determines the accuracy of the numerical results. An assessment of ∆Bi and its
relation to the numerical error is given in Section 4.2.7. The calculation of the magnetizabil-
ity via eqs. 4.6 and 3.6 necessitates the calculation of several energies at different values of
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the magnetic field, which has been achieved before.[242, 243] Due to the use of GIAOs, we
use a fully complex-valued code throughout our calculations.

Although analytical derivatives are generally to be preferred over their numerical coun-
terparts due to some clear advantages (e.g. typically shorter calculation times, significantly
reduced numerical noise, real-valued code, and no need to calibrate/validate a choice of the
finite difference step size), we chose a fully numerical scheme here to calculate the magnetiz-
ability for the following reasons: Firstly, once the energy expressions in an external magnetic
field (cf. Section 4.2.2) are implemented, it is fairly straightforward to add and rapidly test
new computational methods for the calculation of magnetic properties, since the cumber-
some implementation of the analytical expressions, which needs to be carried out for each
level of theory separately, is avoided. Secondly, the implementation of the explicit energy
expressions in the presence of an external magnetic field allows the rapid adaption to other
properties involving the magnetic field (e.g. chemical shieldings, circular dichroism), since
only a handful of new terms needs to be implemented. This is much more cumbersome in the
case of analytical calculations. Thirdly, the calculation of magnetic properties like chemical
shieldings or spin-spin couplings for only specific nuclei or pairs of nuclei, respectively, can
be trivially achieved with numerical derivatives, although analytical calculations of magnetic
properties of subsets of atoms have been reported.[244] Finally, parallelization of the code is a
trivial task, since the calculations of the perturbed energies can be conducted independently
on different computer nodes, with no need of communication between the processors. This is
especially valuable considering today’s highly parallel computer infrastructure. In principle,
given enough processors, the calculation of the magnetizability is roughly as computationally
costly as the calculation of an energy in the presence of a finite magnetic field. Hence, in
order to test the viability of the κ-OOMP2 method for the calculation of magnetizabilities,
we chose a fully numerical approach.

3.2.2 Required Matrix Elements

The Hamiltonian in an external magnetic field is discussed in detail in ref. 245 and an
excellent overview on the calculation of matrix elements involving GIAOs can be found in
ref. 246. For the sake of brevity, we will in the following only discuss those matrix elements
that we have implemented for the calculation of magnetizabilities.

Focusing on the one-electron terms first, the kinetic energy matrix elements are defined
as

hkin
µν =

〈
ωµ

∣∣∣∣− 1

2
∇2

∣∣∣∣ων

〉
. (3.7)

Using well-known relations,[245] eq. 3.7 can be reduced to linear combinations of overlap
integrals ⟨ωµ|ων⟩ between GIAOs.

One-electron matrix elements associated with electron-nuclear attraction (NA) are de-
fined as

hNA
µν = −

〈
ωµ

∣∣∣∣∑
α

Zα

rα

∣∣∣∣ων

〉
, (3.8)
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where rα is the distance between the electron and the nucleus α. The calculation of such ma-
trix elements requires the use of the Boys function with a complex argument. The interested
reader is referred to ref. 246 for details.

For the calculation of the magnetizability tensor, two more one-electron terms need to
be taken into account. The first one involves the diamagnetic magnetizability (DM) opera-
tor,[245]

ĥDM =
1

8

[
B2 · r2 − (B · r)2

]
. (3.9)

The second one involves the paramagnetic shielding (PS) operator,

ĥPS = − i
2
B · (r×∇) . (3.10)

After some straightforward yet somewhat cumbersome algebra, both operators lead to en-
ergy expressions that involve only overlap integrals with increased or decreased angular
momentum on GIAO ων (see Appendix).

Turning to the two-electron integrals, many schemes for the calculation of the crucial
electron repulsion are available. Some of the most prominent ones are known as Taketa-
Huzinaga-O-ohata (THO66),[247] McMurchie-Davidson,[248] Rys-quadrature,[249, 250] Gill-
Johnson-Pople (GJP),[251] and Head-Gordon-Pople (HGP88).[252] For an efficient calcula-
tion of the electron repulsion integrals it is well-known that the optimal choice of algorithm
depends on the orbital angular momentum.[246] Initially, we implemented the inefficient but
rather straightforward THO66 algorithm to generate reference numbers (cf. Section 4.2.5),
but later switched to the much more efficient HGP88 algorithm for production calculations
for both 2-electron-4-center integrals for the regular electron repulsion and 2-electron-3-center
integrals for the Resolution-of-the-Identity approximation (for which efficient evaluation has
recently been described[253]). All values reported in this paper have been generated with
the HGP88 algorithm.

Hence, we have only implemented three basic types of integrals, i.e. overlap, nuclear
attraction and electron repulsion. All other integrals (kinetic energy, diamagnetic magne-
tizability and paramagnetic shielding) could be reduced to linear combinations of overlap
integrals.

3.2.3 Magnetizabilities with κ-OOMP2

The regularized orbital-optimized MP2 approach (κ-OOMP2) has been presented recently by
some of us.[233–235] In the following only a brief overview of the approach that is necessary
to understand the gist of the method is given. The interested reader is kindly referred to
the original publication for details.

In canonical MP2, the Hylleraas functional L is minimized with respect to the amplitudes
t, which yields the MP2 energy,

EMP2 = min
t
L[t, θ]. (3.11)
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where the Hylleraas functional is

L[t, θ] = ⟨Ψ1

∣∣Ĥ∣∣Ψ0⟩+ ⟨Ψ0

∣∣Ĥ∣∣Ψ1⟩+ ⟨Ψ1

∣∣Ĥ0 − E0

∣∣Ψ1⟩ (3.12)

In OOMP2, the Hylleraas functional is furthermore optimized with respect to orbital rotation
parameters θ,

∂L[t, θ]

∂θ
= 0 (3.13)

This approach yields a set of orbitals that are no longer the Hartree-Fock orbitals, but
approximations to Brueckner orbitals.[227, 254–256] As GIAOs are used in the calculation
of magnetic properties, the resulting orbitals are still gauge-including. Hence, the results
are independent of the (arbitrary) choice of gauge origin. OOMP2 scales as O(N5), albeit
with a larger prefactor than canonical MP2, due to the requirement to optimize the orbitals
iteratively.

In κ-OOMP2, one modifies the Hylleraas functional by damping the two-electron integrals
via ⟨ab||ij⟩ ←− ⟨ab||ij⟩

(
1− exp (−κ∆ab

ij )
)

such that the MP2 amplitudes t are modified as

tabij =
⟨ab||ij⟩
∆ab

ij

(
1− exp (−κ∆ab

ij )
)
, (3.14)

Here ∆ab
ij = ϵa + ϵb − ϵi − ϵj in terms of orbital energies, ϵ, of virtual levels, a, b and occu-

pied levels, i, j. These regularized amplitudes lead to the regularized MP2 (κ-MP2) energy
expression

Eκ-MP2 = −
1

4

∑
ijab

| ⟨ab||ij⟩ |2

∆ab
ij

(
1− exp (−κ∆ab

ij )
)2
, (3.15)

If ∆ab
ij → 0, tabij → κ ⟨ab||ij⟩ instead of ∞, and the corresponding correlation energy con-

tribution tends to zero. This has the obvious advantage that systems with near-degenerate
energy levels can be treated, which is problematic with unregularized MP2.[233] The removal
of divergence can, in fact, be achieved by a rather simple linear shift as well.[185, 231] The
particular form in Eq. 4.12 was chosen not only to regularize the offending energy denom-
inator but also to maintain the well-behaved correlation energy contribution coming from
large denominators. When combined with orbital optimization, such an energy-dependent
regularizer was found to be essential to outperform unregularized MP2 and OOMP2 over
a handful of benchmark sets while restoring the Coulson-Fischer point.[233, 236] Since κ-
OOMP2 has displayed a propensity of attenuating the overestimation of electron correlation
that canonical MP2 exhibits, κ-OOMP2 is a promising approach to improve the performance
of MP2 in the calculation of magnetizability tensors.

Our κ-OOMP2 code uses the resolution-of-the-identity (RI) approximation through-
out.[233] In this approach, the fitting basis is a regular Gaussian-type basis and not a GIAO
basis, because otherwise the crucial requirement of gauge-independence cannot be met.[212]
The Resolution-of-the-Identity approximation has been used before in combination with
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MP2 for the calculation of NMR shielding tensors[212, 257] and magnetizabilities.[222] The
errors of the RI approximation have been shown to be negligible throughout. The energy
before the first orbital-optimization cycle is the RI-MP2 energy, which allows us to calculate
magnetizabilities at the RI-MP2 level of theory as well.

3.2.4 Implementation and Code Verification

We have implemented all one- and two-electron integrals given in Section 4.2.2 and κ-OOMP2
using GIAOs in the integral library libqints in a developer’s version of Q-Chem 5[173,
258] Our code is able to run complex-restricted[234, 235] and complex-general[186, 259] SCF
procedures as implemented in libgscf and libgmbpt, the latter of which is important for the
calculation of indirect spin-spin coupling constants (to be presented in a future publication).

In a first step, the matrix elements were tested in order to verify our code. The over-
lap matrix elements were tested against reference results obtained via Mathematica.[260]
The Mathematica code for the overlap integrals [261] was adapted for GIAOs; although the
kinetic energy integrals can be decomposed to the already verified overlap integrals, the
former were tested separately against Mathematica references[262] that were again adjusted
for GIAOs. A similar procedure was carried out for nuclear attraction integrals, for which
numerical Mathematica references[263] with GIAOs were generated. The diamagnetic mag-
netizability and the paramagnetic shielding integrals, which are needed in the calculation
of the magnetizability tensor, were also implemented in Mathematica to verify our imple-
mentation of the relations given in the Appendix. To test the electron repulsion integrals,
we implemented both the THO66[247] and the HGP88[252] algorithms in Q-Chem, both for
2-electron-4-center and 2-electron-3-center integrals. Both codes give matching values for
any applied magnetic field.

As another (weak) test of the implementation we verified that the overlap, nuclear attrac-
tion, kinetic energy and electron repulsion integrals reduce to the results of regular Gaussian
type orbitals at zero magnetic field. In the case of the diamagnetic magnetizability and
paramagnetic shielding integrals the results are trivially zero if no magnetic field is applied.

In the second verification step, magnetizabilities at the Hartree-Fock level were tested
against the Dalton program package.[264] Magnetizabilities at the RI-MP2 level with very
large auxiliary basis sets were tested against MP2 results obtained via CFOUR.[265] CFOUR
was also employed to generate CCSD and CCSD(T) results against which the various MP2
methods can be assessed.

In the third verification step, magnetizabilities at the κ-OOMP2 level were tested at its
two limits: κ = 0 against those at the Hartree-Fock level and κ = ∞ against those at the
OOMP2 level.

3.2.5 Numerical Accuracy of Finite Differences Magnetizability

To evaluate the numerical accuracy of the finite difference scheme, we tested the finite
difference HF and RI-MP2 magnetizabilities of various small molecules against analytical HF
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and MP2 magnetizabilities obtained via CFOUR. The general issue in choosing an acceptable
step size is avoiding numerical noise from limited precision in the energy (step size not
too small) whilst also avoiding contamination from higher derivatives the target second
order property (step size not too big). We chose C2H4 as an example of molecules with
small HOMO-LUMO gaps that might be prone to contamination from higher order terms
with larger step sizes; H4C2O as the largest molecule in the test set that should accentuate
numerical error with smaller step sizes; and lastly LiH as an in-between molecule with
moderate gap and small size. The cc-pVDZ, aug-cc-pVDZ, and cc-pVTZ basis sets were
tested in this manner. The SCF convergence criteria was 10−11 a.u., and the cutoff threshold
for two electron integrals was 10−14 a.u.

In Table 3.1 we present the % error for HF magnetizabilities for the three aforementioned
molecules. With the second order finite difference scheme, the optimal step size 10−3 a.u.
for C2H4 and H4C2O leads to errors on the order of 10−4% or less for all three basis sets
tested; whereas the optimal step size 10−4 a.u. for LiH leads to % errors on the order of
10−5% for the cc-pVDZ and cc-pVTZ basis sets, and we observe a shift in aug-cc-pVDZ: the
optimal step size 10−5 a.u. leads to % error on the order of 10−4%. Overall these results are
encouraging because a step size of either 10−3 or 10−4 is acceptable for all three molecules
in all three basis sets.

Table 3.1: Numerical performance of the 2nd order finite difference scheme for the magne-
tizability of three molecules with varying step size. Values shown as percentage error for
Hartree-Fock in 3 basis sets. Reference values were calculated analytically at the same level
of theory.

Molecule B field step size (log10 a.u.)
-6 -5 -4 -3 -2 -1 0

cc-pVDZ
C2H4 -16.17 -0.0215 0.0015 0.0001 0.0102 0.8680 -40.29
H4C2O 21.94 -0.0671 -0.0002 -0.0001 -0.0147 -2.4506 -6.89
LiH 0.2805 0.0037 0.00003 -0.0001 -0.0110 -1.0189 -11.6254

aug-cc-pVDZ
C2H4 -0.0910 -0.1765 0.0027 -0.00002 -0.0011 0.3695 -44.6909
H4C2O -20.8518 -0.1618 -0.0002 -0.0002 -0.0232 -1.7756 -75.7206
LiH -3.0791 0.0002 0.0048 0.0043 -0.0342 -3.1063 -1.3800

cc-pVTZ
C2H4 -5.5078 -0.1462 0.0017 0.0001 0.0084 0.7034 9.7808
H4C2O 16.0834 0.0573 -0.0005 -0.0002 -0.0158 -1.6033 -3.1721
LiH -3.0657 0.0127 -0.00004 -0.0003 -0.0363 -3.2028 1.8863

The assessment of the numerical accuracy of our finite difference RI-MP2 implementa-
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tion of the magnetizability is more complicated, since the RI approximation constitutes an
additional error source (CFOUR is using exact integrals). To disentangle the RI error from
the error of the numerical procedure, we tested two different auxiliary basis sets (rimp2-cc-
pVDZ and rimp2-aug-cc-pVTZ) for the C2H4 and H4C2O molecules (Tables 3.2 and 3.3).
The smaller rimp2-cc-pVDZ basis reveals error limits associated with the RI approximation.
With the larger aug-cc-pVDZ and cc-pVTZ basis sets, applying the rimp2-aug-cc-pVTZ aux-
iliary basis leads to as least an order of magnitude of error improvement. For all three AO
basis sets, using rimp2-aug-cc-pVTZ and either 2nd or 4th order finite difference, at least two
orders of magnitude in the B field can be identified that deliver errors better than 10−2%.
Encouragingly, the optimal range of fields does not appear to depend strongly on the AO
basis set for the choices we will use in this work.

Table 3.2: Numerical performance of the finite difference scheme of 2nd or 4th order (FD
order) for the magnetizability of C2H4 with varying step size. Values shown as percentage
error of RI-MP2 with cc-pVDZ, aug-cc-pVDZ, and cc-pVTZ; and respectively with two
different auxiliary basis sets. Reference values were calculated analytically at the MP2 level
of theory with the respective basis sets.

Auxiliary basis set FD order B field step size (log10 a.u.)
-6 -5 -4 -3 -2 -1 0

cc-pVDZ

rimp2-cc-pVDZ 2 -12.60 -0.0923 -0.0516 -0.0520 -0.0398 1.0116 -38.98
4 15.75 -0.0837 -0.0464 -0.0521 -0.0521 0.4620 -35.74

rimp2-aug-cc-pVTZ 2 0.9320 -0.3822 -0.0040 -0.0006 -0.0116 1.0567 -40.30
4 5.871 0.3780 -0.0016 -0.0007 -0.0006 0.5108 -35.16

aug-cc-pVDZ

rimp2-cc-pVDZ 2 29.35 -0.3405 -0.0835 -0.0825 -0.0830 0.5057 -43.59
4 30.39 -0.4837 -0.0804 -0.0825 -0.0839 0.1920 -22.78

rimp2-aug-cc-pVTZ 2 21.46 0.5108 -0.00004 -0.0017 -0.0027 0.5677 -18.82
4 220.16 0.0478 -0.0029 -0.0017 -0.0031 0.2606 -163.75

cc-pVTZ

rimp2-cc-pVDZ 2 50.08 -0.4886 -0.1200 -0.1186 -0.1080 0.8054 16.90
4 -54.40 -0.4137 -0.1140 -0.1188 -0.1186 0.3506 44.95

rimp2-aug-cc-pVTZ 2 46.44 -0.1503 -0.0066 -0.0060 0.0044 0.9000 1.91
4 -42.84 0.0659 -0.0080 -0.0061 -0.0061 0.4562 0.20

Overall we recommend using the step size of 10−3 a.u. and the 2nd order finite differ-
ence scheme, since this combination delivers a satisfying compromise between accuracy and
computational cost throughout. Perhaps surprisingly, the relatively small rimp2-cc-pVDZ
auxiliary basis set when paired with either of the three AO basis sets (cc-pVDZ, aug-cc-
pVDZ, cc-pVTZ) appears to be accurate enough for most applications from a numerical
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Table 3.3: Numerical performance of the finite difference scheme of 2nd or 4th order (FD
order) for the magnetizability of H4C2O with varying step size. Values shown as percentage
error of RI-MP2with cc-pVDZ, aug-cc-pVDZ, and cc-pVTZ; and respectively with two dif-
ferent auxiliary basis sets. Reference values were calculated analytically at the MP2 level of
theory with the respective basis sets.

Auxiliary basis set FD order B field step size (log10 a.u.)
-6 -5 -4 -3 -2 -1 0

cc-pVDZ

rimp2-cc-pVDZ 2 22.69 -0.0868 -0.0242 -0.0241 -0.0372 -1.4077 -7.84
4 6.87 -0.0202 -0.0214 -0.0240 -0.0240 0.1199 -27.83

rimp2-aug-cc-pVTZ 2 -40.04 0.0881 -0.0027 -0.0007 -0.0139 -1.3868 -25.89
4 12.98 0.2546 -0.0001 -0.0006 -0.0006 0.1421 39.07

aug-cc-pVDZ

rimp2-cc-pVDZ 2 27.00 0.0308 -0.0343 -0.0300 -0.0512 -1.7195 -73.74
4 264.99 0.3917 -0.0284 -0.0299 -0.0306 -0.0700 12.35

rimp2-aug-cc-pVTZ 2 56.31 -0.3953 0.0015 -0.0013 -0.0227 -1.6985 -72.59
4 304.88 0.4405 -0.0089 -0.0012 -0.0020 -0.0467 76.66

cc-pVTZ

rimp2-cc-pVDZ 2 17.16 0.0794 -0.0136 -0.0136 -0.0280 -1.5149 -5.61
4 8.27 -0.1538 -0.0121 -0.0134 -0.0134 0.0875 -16.71

rimp2-aug-cc-pVTZ 2 -2.55 -0.0372 -0.0013 -0.0018 -0.0162 -1.5077 0.50
4 8.55 -0.1455 -0.0025 -0.0017 -0.0016 0.0974 -2.83

point of view. In our applications below we will nevertheless always use the auxiliary basis
set that corresponds to the chosen AO basis.

3.3 Results and Discussion

3.3.1 Accuracy of κ-OOMP2 Magnetizabilities for the Lutnæs Set

As a first assessment, we utilized the test set of 28 molecules curated by Lutnæs et al.[225]
to assess the accuracy of κ-OOMP2 for isotropic magnetizabilities. In Table 3.4 we present
various statistics for Hartree-Fock (HF), RI-MP2, OOMP2, and κ-OOMP2 in comparison
to CCSD(T) in the aug-cc-pVTZ basis. When calculating the RMSE, MSE and the max-
imum error for each method, we exclude O3, which exhibits by far the largest correlation
effects because of its multireference character. This procedure is in accordance with previous
benchmarking studies.[225, 226]

In terms of magnitudes, mean-field HF theory performs quite well, with nearly zero
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Table 3.4: Results and statistics for HF, RI-MP2, OOMP2 and κ-OOMP2 calculations of
magnetizability compared to the CCSD(T) reference with the aug-cc-pVTZ basis set, for the
Lutnæs data set[225] (10−30 JT−2). Note that ozone is excluded from the statistics, because
it is a dramatic outlier for HF and MP2.

Molecule HF MP2 κ-MP2 OOMP2 κ-OOMP2 CCSD(T)

AlF -401.02 -406.01 -403.43 -407.81 -404.59 -400.20
C2H4 -355.07 -350.16 -348.32 -349.59 -348.29 -345.94
C3H4 -478.33 -487.29 -484.23 -485.92 -483.39 -481.68
CH2O -139.72 -131.80 -135.15 -128.04 -132.96 -129.14
CH3F -318.60 -318.31 -318.19 -316.57 -316.94 -317.36
CH4 -314.11 -322.03 -319.68 -322.17 -319.66 -318.40
CO -204.95 -218.34 -215.40 -218.07 -215.12 -213.48
FCCH -452.94 -448.91 -448.26 -448.53 -448.25 -446.61
FCN -378.65 -376.50 -376.84 -376.11 -376.78 -374.17
H2C2O -433.22 -440.90 -440.05 -440.17 -439.74 -430.82
H2O -231.45 -238.75 -237.05 -239.57 -237.43 -236.21
H2S -456.51 -468.40 -463.05 -467.91 -462.61 -461.97
H4C2O -545.26 -542.17 -541.97 -538.21 -539.36 -536.25
HCN -280.51 -278.44 -277.31 -277.32 -276.86 -275.30
HCP -512.49 -505.57 -500.33 -504.54 -500.73 -498.39
HF -172.89 -178.76 -177.97 -179.51 -178.48 -177.43
HFCO -312.12 -315.12 -315.43 -315.78 -315.85 -310.64
HOF -244.91 -242.51 -244.11 -238.35 -241.43 -237.34
LiF -191.32 -198.57 -197.02 -199.71 -197.6 -197.01
LiH -125.72 -127.04 -122.59 -127.22 -122.71 -129.30
N2 -203.10 -210.57 -208.46 -209.82 -207.93 -206.15
N2O -343.15 -345.39 -345.64 -342.05 -344.05 -340.67
NH3 -287.56 -294.80 -292.39 -295.23 -292.46 -291.19
O3 581.49 -637.00 -360.72 -34.59 73.76 112.39
OCS -598.87 -597.22 -597.26 -592.65 -595.38 -591.09
OF2 -271.88 -252.39 -258.43 -237.10 -250.43 -249.58
PN -302.34 -333.65 -324.46 -324.05 -319.92 -314.90
SO2 -304.00 -336.73 -334.44 -339.45 -334.6 -324.38

RMSE 8.63 6.22 4.93 4.92 3.89
MSE -0.93 -4.84 -3.40 -3.18 -2.52
MaxE 22.30 18.75 10.01 15.07 10.22
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mean signed error (MSE), indicating no systematic over or under-estimation. Comparing
HF with CCSD(T), it is evident that correlation effects are relatively small, on the order
of a few percent (with the conspicuous exception of ozone). The performance of MP2, as
noted previously,[222] is disappointing. The MSE increases by a factor of 5 relative to HF,
and the RMS error is reduced by only 28 %. Ten cases show significant overcorrection, and
disturbingly, there are four cases where MP2 corrects in the wrong direction.

Orbital optimization with MP2 significantly improves the results for magnetizabilities.
Whilst OOMP2 is a method that typically exaggerates electron correlation effects,[185, 233]
OOMP2 magnetizabilities nevertheless show improvements in both MSE and RMSE rela-
tive to MP2 itself. κ-OOMP2 reduces over-correlation effects in OOMP2 via the use of
energy-dependent regularization (Eq. 4.13). As seen in Table 3.4, using the recommended
parameter[167] (κ = 1.45) provides significant further improvement relative to OOMP2. At
the κ-OOMP2 level, the maximum and RMS errors are both reduced by more than a factor
of 2 relative to HF. Relative to MP2 the main improvement is in the ten cases that showed
significant overcorrection; the four cases that MP2 corrects in the wrong direction remain.

Finally, it is useful to assess the role of regularization using the unmodified HF orbitals
(i.e. the κ-MP2 column of Table 3.4, again using κ = 1.45). The improvement of κ-MP2
relative to MP2 is on par with the improvement of κ-OOMP2 relative to OOMP2. At
κ = 1.45, κ-MP2 has similar RMSE and slightly larger MSE than OOMP2, while the max
error is significantly reduced, even more so than for κ-OOMP2. Of course κ-MP2 has the
benefit of shedding the iterative cost of OOMP2, but it is interesting that the improvements
from regularization (κ-MP2) and orbital optimization (OOMP2) are synergistic: κ-OOMP2
is clearly the best-performer of the 4 MP2-based approaches.

It is encouraging that κ-OOMP2 significantly improves upon MP2 for magnetizabilities
using the regularization parameter (κ = 1.45) chosen without reference to this property. To
explore the extent to which further improvement is possible, Figure 3.1 displays how the
κ-OOMP2 errors on this 27-molecule dataset vary as a function of κ. Note that κ = 0 (left
edge) is HF, and κ→∞ is OOMP2, so strong regularization is to the left of the figure, whilst
weak is to the right. It is evident that modest improvements in magnetizabilities beyond the
κ = 1.45 results are obtained by decreasing κ to about 1.2, which corresponds to somewhat
stronger damping of electron correlation effects. However, the κ dependence is sufficiently
weak that we recommend using the existing parameter. κ-MP2 has qualitatively similar
behaviour as κ-OOMP2, but with slightly worse performance for all 3 statistical measures.

3.3.2 Accuracy of κ-OOMP2 Magnetizabilities for Conjugated
Cyclic Molecules

As one additional assessment of the performance of this set of quantum chemical methods, we
revisit the magnetizability anisotropies of a set of aromatic molecules that were previously
examined at the HF level.[203] These species exhibit greater electron delocalization than
the small molecules discussed above, and therefore have larger magnetizabilities. For planar
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Figure 3.1: Variation of the κ value in κ-MP2 and κ-OOMP2 and its effect on performance
on the 27-molecule test set

molecules (in the xy plane), the magnetizability anisotropy is defined as

ξaniso = ξzz −
1

2
(ξxx + ξyy) (3.16)

As shown in Table 3.5, HF anisotropies with the relatively small aug-cc-pVDZ basis
set perform quite well relative to experiment, presumably due to fortuitous cancellation
between basis set incompleteness effects and neglect of electron correlation. Nevertheless, at
least for aromatic species like these, the aug-cc-pVDZ basis set appears to be quite useful for
calculations at the HF level. Basis set incompleteness effects are clearly evident by comparing
HF against CCSD(T) relative to experiment: the HF result agrees better in 4 of the 6 cases.

On the other hand, with the larger cc-pVTZ basis set, CCSD(T) compares quite favor-
ably to experiment in most cases (Table 3.6), except for pyridine and to a lesser extent cy-
clopentadiene. Due to the often unreliable error bars and inaccuracies associated with these
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Table 3.5: Calculated magnetizability anisotropies for various conjugated molecules using
the aug-cc-pVDZ basis, and and experimental values (10−30 JT−2). Deviations are evaluated
with respect to the CCSD(T) results.

Molecule HF MP2 OOMP2 κ-OOMP2 CCSD CCSD(T) exp.

benzene -1061.26 -939.85 -922.15 -951.55 -905.92 -878.79 -1036±40 [266]
pyridine -1079.05 -1033.0 -1007.04 -1037.1 -1012.67 -993.19 -953±12 [267]
furan -644.59 -702.74 -702.31 -691.76 -654.65 -660.30 -643±8 [268]

thiophene -854.57 -927.42 -930.06 -907.08 -863.56 -871.27 -832±18 [268]
1,3-dioxol-2-one -242.01 -253.65 -249.35 -250.39 -241.54 -244.136 -240±20 [209]
cyclopentadiene -558.40 -601.50 -609.76 -593.32 -554.20 -561.91 -570±5 [209]

RMSE 82.88 44.58 40.02 41.87 14.57
MSE 38.38 41.43 35.18 36.93 3.82

Table 3.6: Calculated and experimental magnetizability anisotropies for various conjugated
molecules. cc-pVTZ unless otherwise noted. Statistics calculated against CCSD(T) (10−30

JT−2)

Molecule HF MP2 OOMP2 κ-OOMP2 CCSD CCSD(T) exp.

benzene -1125.54 -1069.91 -1056.94 -1081.22 -1047.36 -1027.63 -1036±40 [266]
pyridine -1077.14 -1029.05 -1003.57 -1032.58 -1011.74 -990.68 -953±12 [267]
furan -633.38 -681.06 -677.95 -669.79 -634.07 -639.10 -643±8 [268]

thiophene -841.75 -900.07 -899.71 -880.66 -837.80 -844.39 -832±18 [268]
1,3-dioxol-2-one -239.20 -248.32 -244.00 -244.33 -234.89 -237.40 -234±20 [78]
cyclopentadiene -553.19 -593.19 -598.75 -584.89 -547.30 -554.69 -570±5 [78]

RMSE 53.40 40.25 35.54 36.16 12.67
MSE 29.39 37.95 31.17 33.26 3.21

historical experimental data [203, 210], as well as possible remaining basis set limitations, we
shall instead compare the various wavefunction-based methods relative to CCSD(T) for the
remainder of this section. The mean and RMS errors for these magnetizability anisotropies
relative to CCSD(T) are presented in Table 3.6. Additionally, the corresponding statistics
for isotropic magnetizabilities are presented in Table 3.7.

Comparing the magnetizability anisotropies at the HF vs MP2 vs CCSD(T) levels shows
that in 4 of the 6 cases, MP2 and OOMP2 overcorrect for correlation effects. These 4 cases
(furan, thiophene, 1,3-dioxol-2-one, and cyclopentadiene) are therefore improved by regular-
ization via κ-OOMP2. These 4 cases also shows strikingly small correlation at this level of
basis. In the two remaining cases (benzene and pyridine) MP2 and OOMP2 undercorrect
relative to CCSD(T), with orbital optimization significantly improving upon the MP2 re-
sult. This undercorrection is quite significant. Regularization, which attenuates correlation
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Table 3.7: Calculated isotropic magnetizability for various conjugated molecules evaluated
in the cc-pVTZ basis (10−30 JT−2). Error statistics are given relative to the CCSD(T) results.

Molecule HF MP2 κ-MP2 OOMP2 κ-OOMP2 CCSD CCSD(T)

benzene -999.36 -964.01 -972.68 -959.99 -971.39 -966.65 -954.09
pyridine -880.70 -854.52 -862.74 -846.68 -859.40 -858.10 -845.74
furan -747.79 -759.08 -757.69 -757.09 -756.52 -749.01 -756.54

thiophene -993.86 -1004.85 -1000.94 -1001.93 -999.46 -987.78 -984.79
1,3-dioxol-2-one -690.34 -685.18 -687.34 -680.15 -684.81 -682.78 -679.08
cyclopentadiene -782.81 -794.88 -791.57 -793.97 -791.01 -783.26 -781.37

RMSE 24.36 11.58 13.35 9.03 11.74 8.10
MSE 15.54 10.15 11.89 6.37 10.16 4.33

effects associated with the smallest orbital gaps, therefore worsens the benzene and pyridine
results. Interestingly, OOMP2 closely approaches CCSD for the benzene and pyridine cases,
in contrast to overcorrelating for the other 4 cases.

Isotropic magnetizabilities show slightly different trends. Benzene and pyridine displays
smaller correlation effects, around half that of the anisotropic magnetizabilities, whereas the
other three molecules (furan, thiophene, 1,3-dioxol-2-one) shows slightly larger correlation
effects. Cyclopentadiene shows strikingly small correlation, similar to the anisotropic case.
Comparing the isotropic magnetizability at the HF vs MP2 vs CCSD(T) levels, instead of
two distinct groups, we observe several distinct behaviours. For benzene and pyridine, MP2
again undercorrects relative to CCSD(T); orbital optimization via OOMP2 significantly im-
proves upon the MP2 result, and even closely approaches CCSD(T). Regularization degrades
the MP2 and OOMP2 results. For furan, MP2 overcorrects slightly relative to CCSD(T),
while orbital optimization tempers the correlation contribution. For 1,3-dioxol-2-one, MP2
undercorrects relative to CCSD(T), while orbital optimization increases the correlation con-
tribution. In these four molecules, OOMP2 performs surprisingly well relative to CCSD(T).
Except for furan, regularization worsens the results for the other three molecules. In contrast,
for thiophene, the MP2 correlation contribution has the wrong sign relative to CCSD(T);
orbital optimization decreases the correlation contribution but retains the wrong sign.

Given the considerations mentioned above, it is clear that regularization of either the MP2
results for these conjugated species cannot give significant overall improvements since the two
largest outliers are cases where correlation effects are underestimated with MP2 and OOMP2.
Overall, the statistics suggest that MP2 moderately improves upon HF, reducing the RMSE
for the magnetizability anisotropy by roughly 20%; and the isotropic magnetizability by
roughly 50%. We also observe that all 4 MP2 methods give higher MSE than HF for
anisotropy, similar to the results in Figure 3.1; whereas for the isotropic results, all 4 MP2
methods give lower MSE than HF, particularly OOMP2, which had more than half the MSE
of HF’s. Relative to MP2, there is a slight overall improvement with OOMP2 and an even
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smaller improvement with κ-OOMP2 (Table 3.6).

3.3.3 Evaluation of magnetizability exaltations in cyclic
conjugated molecules

Other than energetic stabilization and geometric symmetry breaking, magnetizability exal-
tations have been suggested as a gauge for aromaticity and anti-aromaticity.[204–206] Qual-
itatively, with electron delocalization around a ring, the magnetizability perpendicular to
the ring, and hence the isotropic magnetizability as well, should be enhanced relative to
expected values due to the associated ring current. This exaltation provides a measure of
aromaticity that is complementary to the susceptibility anisotropy discussed in the previous
subsection. Of course, to define the exaltation of the magnetizability, it is also essential
to have a reference. Traditionally, this reference is a theoretical molecule with the same
bond structure but without conjugation. For example, benzene’s reference would be the
theoretical cyclo-hexatriene. Two conventions for calculating the magnetizability for these
theoretical molecules have been employed. One is the Pascal system of atomic constants[269],
and the other is the Haberditzl semiempirical increment system[270]. The Pascal and Hab-
erditzl systems suffer from accuracy issues related to heteroatoms, small rings, non-cylindrical
molecules, and charge[271]; missing constants or bond types also exclude novel systems from
consideration, while the bond increment systems focuses on a single Lewis structure of the
hypothetical non-aromatic ring system. Partly for these reasons, magnetizability exaltation
has fallen out of favor as a criterion for aromaticity over the past 25 years. Indeed a re-
cent review[272] commented that “due to the difficulty in quantifying aromaticity using this
method and the need for an empirical reference, together with the development of compu-
tational methods that allow a more detailed and direct study of the magnetic properties, in
a qualitative and quantitative fashion, this method is rarely used.”

Modern alternative computational methods include those based on nucleus-independent
chemical shifts[206] and those based on visualizing the current density.[273] While indeed
these are valuable approaches, it is worth pointing out that magnetizability exaltations need
not rely on empirical references. Here we will define the out-of-plane magnetizability exal-
tation as the difference between the out-of-plane component of the magnetizability tensor
(ξzz) of the aromatic molecule and that of a suitably chosen open chain analog with the same
number of formal double bonds and lone pairs. Experimental comparison remains a possi-
bility when susceptibility data for both ring and chain molecules is available. As a simple
example, the open chain reference for benzene is hexatriene, H2C CH CH CH CH CH2.
Of course such references are typically not unique – even hexatriene has multiple conforma-
tions, though the all-trans form is a natural choice. Other molecules present more interesting
alternative open chain references; for instance, we shall later examine N2S2 for which HN-
SNSH and H2NSNS are both possible. The out-of-plane exaltation aims to single out the
ring current effect by accounting for similar Lewis structures in both the aromatic rings and
their open chain counterparts.



CHAPTER 3. MOLECULAR MAGNETIZABILITIES COMPUTED VIA FINITE
FIELDS 64

Aromatic, non-aromatic, and anti-aromatic molecules are expected to display large neg-
ative, around zero, and large positive exaltations respectively. Here we investigate small
ring molecules with 2, 4, and 6 π electrons. All structures were optimized with ωB97M-
V[274]/def2-TZVPDD.[275] In Table 3.8 we present out-of-plane magnetizability exaltations
calculated with HF, MP2, κ-OOMP2, as well as CCSD and CCSD(T). Where different pos-
sible open chain references exist, our choice is specified (in some cases we will explore two
alternative choices to assess the sensitivity of the exaltations to different reasonable choices
of reference). Since our objective here is qualitative, the small cc-pVDZ basis was used for
these calculations.

Starting with 6 π electrons, in addition to benzene, thiophene (C4H4S), cyclopentadiene
anion (C5H

–
5 ), and pyridine (C5H5N) all display the expected large negative magnetizability

exaltations, associated with ring currents. In contrast, disulfur dinitride (N2S2) behaves
as weakly anti-aromatic under the exaltation criteria, relative to the open-chain reference,
HNSNSH. Interestingly, the results are virtually unchanged when using the alternative open-
chain reference, H2NSNS. It appears that the two straight chain isomers display similar if not
more delocalization than the N2S2 ring itself. In addition, calculated at the CCSD(T)/cc-
pVTZ level, N2S2 has a magnetizability anisotropy of 67.0 10−30 JT−2, which is much different
from the normally large anisotropy that aromatic molecules possess. N2S2 has been previously
characterized as weakly aromatic,[276, 277] based on structural, energetic and chemical shift
criteria. In simple terms, N2S2 is closer to 2-electron aromaticity than 6-electron aromaticity,
because the two highest orbitals are essentially in and out of phase linear combinations of
π-type lone pair orbitals on the two S atoms, giving bond order 1.25 for the N S bonds.
By contrast, other researchers had argued that N2S2 has diradicaloid character, for instance
based on classical valence bond analysis[278]. On magnetizability grounds, N2S2 appears to
continue to be an unconventional molecule.

Moving on to 4 π electron systems, cyclobutadiene, being the classic anti-aromatic
molecule, displays a large positive exaltation as expected. Likewise, C5H

+
5 also displays

a very large positive exaltation. In contrast C2H2O, when considering the 70 kcal/mol more
stable and electronically more similar H2CC(H)OH isomer, is predicted to be non-aromatic.
For the group of molecules with 2 π electrons, all 4 molecules are predicted to be aromatic,
with exaltations comparable to benzene and pyradine if normalized by π electron count.

We also consider cyclopentadiene C5H6, which was presented as an illustration against
using out-of-plane magnetizability exaltation as an aromaticity criteria [279]. With our
method, against both planar s-cis and trans isomers of 1,3-pentadiene, cyclopentadiene dis-
plays moderate negative exaltation, around 35 to 50% of benzene’s. This suggests that
not all of the exaltation results from the ring current effect, as the aforementioned authors
stated[279]; nonetheless, given the difference in magnitude, out-of-plane magnetizability ex-
altation remains to appear to be a useful gauge of aromaticity.

Finally, it is interesting to briefly examine the effect of electron correlation on the mag-
netizability exaltations. Overall most of the studied molecules with strong magnetizability
exaltations display small correlation contributions, of most around 10%, with the striking
exception of C5H

+
5 . For C5H

+
5 , MP2 and κ-OOMP2 provide relatively consistent exaltations,
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Table 3.8: Magnetizability exaltations for various molecules with 0, 2, or 6 π electrons
calculated in the cc-pVDZ basis (10−30 J T−2).

Molecule Straight chain analog HF RI-MP2 κ-OOMP2 CCSD CCSD(T)

2 π electrons
C2H2N

+ H2CC(H)NH -54.90 -69.94 -68.42 -65.75 -67.16
H2CNCH2 -234.69 -228.11 -228.74 -221.42 -220.76

C3H
+
3 H3CCCH +

2 -228.39 -221.02 -221.55 -221.07 -218.99
H2CC(H)CH +

2 -47.89 -53.64 -53.10 -51.43 -52.24
CN2H

+ HNNCH2 -209.93 -205.27 -206.20 -200.96 -200.32
N +

3 -213.45 -179.99 -189.82 -190.88 -188.09
4 π electrons

C2H2O H2COCH2 -81.83 -37.54 -24.46 -42.24 -34.71
H2CC(H)OH 44.27 72.04 86.43 68.48 72.20

C4H4 s-trans 743.50 734.72 748.73 640.29 648.11
C5H

+
5 s-cis 1209.29 1961.63 2027.48 1472.01 1598.06

trans 1323.18 2100.45 2157.77 1596.96 1727.93
C5H6 trans 1,3 pentadiene -175.40 -214.97 -207.72 -181.69 -186.87

planar s-cis 1,3 pentadiene -238.96 -296.12 -284.92 -256.29 -265.05
6 π electrons

S2N2 SNSNH2 152.35 382.44 326.57 261.66 303.17
HSNSNH 148.76 395.43 340.31 271.87 318.70

C5H
–
5 cis -718.63 -727.35 -729.51 -708.17 -704.59

trans -605.72 -606.83 -606.66 -592.97 -589.94
C5H5N NCCCC -521.11 -487.88 -491.27 -475.28 -456.70

CCNCC -511.46 -463.03 -468.09 -453.73 -432.74
C6H6 trans -601.10 -546.79 -558.10 -534.88 -514.56

and the correlation contribution from both methods is around half of the exaltation from HF.
The cause of this difference is in the magnetizability calculation of the ring molecule, where
the χzz computed from CCSD(T) is more than twice that of HF. The exaltation calculated
from CCSD(T) for C5H

+
5 is qualitatively consistent with both RI-MP2 and κ-OOMP2.

3.4 Conclusions
In this work we have reported a new finite field implementation of magnetic properties, using
gauge-including atomic orbitals, and applied it to the evaluation of magnetizabilities. This
required development of software to implement the complex matrix elements, and to enable
evaluation of energies using complex orbitals and amplitudes, as a consequence of the matrix
elements. In return for overcoming those challenges, analytic derivatives are not required,
and thus it is possible to assess the performance of new or uncommon electronic structure
methods more readily.

As an illustration, we have reported tests of orbital optimized MP2 (OOMP2), and
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a recently proposed regularized OOMP2 method (κ-OOMP2) for magnetizabilities. These
results for small molecules in the aug-cc-pVTZ basis show that κ-OOMP2 generally provides
a significant improvement over MP2 itself, as well as over OOMP2, for magnetizabilities.
However, it does not approach the accuracy of high-quality coupled cluster methods, such as
CCSD(T). Results for isotropic magnetizabilities and magnetizability anisotropies for a set
of 6 conjugated cyclic species in the smaller cc-pVTZ basis show smaller improvements with
regularization for κ-OOMP2 over MP2, and no overall improvement relative to OOMP2.

Additionally we reexamined an old aromaticity criteria: the out-of-plane magnetizability
exaltation. Using a single straight chain molecule as reference instead of increment systems
or empirical tables allows one to consider the difference in electronic structure and its un-
derlying effects. We then applied this new regime on a set of aromatic and anti-aromatic
molecules. These calculations proved interesting in several respects. First, while large neg-
ative exaltations are associated with aromaticity, we found one nominally aromatic species,
N2S2, which displays a positive exaltation. This may rekindle debate about its aromaticity.
Second, we found that errors in HF, MP2, and κ-OOMP2 magnetizability exaltations are
significantly larger for anti-aromatic species, for the most part, consistent with the presence
of stronger correlation effects.

In terms of future work, it will be interesting to see if significant improvements in the
magnetizabilities predictions can be obtained by using orbitals from either κ-OOMP2 or
density functional theory together with energy evaluation at the MP3 or scaled MP3 levels.
Such models have been used with very promising results for relative energies.[236, 280, 281]
and the effort to adapt an efficient MP3 code work with the complex orbitals and amplitudes
associated with finite applied magnetic fields should be far less than implementing analytical
second derivatives. Hopefully the framework built here will be helpful for exploring this
and other unconventional possibilities for accurate and reasonably efficient evaluation of
molecular magnetizabilities. We also intend to complete the extensions of our implementation
necessary to evaluate chemical shifts, and in due course, scalar couplings.
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Appendix A: GIAO Matrix Elements of the Diamagnetic
Magnetizability
To arrive at a convenient expression for matrix elements of the diamagnetic magnetizability
operator, Eq. 3.9, in the complex GIAO basis associated with a finite applied B-field, we
use the following shorthand notation for the overlap:

Sµν(l
′ + 1) = ⟨ωµ|ων(l

′ + 1)⟩ (3.17)

Here, l′ is the polynomial power associated with the x-component of the Gaussian orbital
that is a part of the GIAO ων . Similarly, m′ and n′ are used for the y- and z-components,
respectively. Hence, Sµν(l

′ + 1) is the overlap between GIAOs ωµ and ων with increased
orbital angular momentum (x-component) of ων . After some straightforward but cumber-
some algebra we arrive at the following expression for matrix elements of the diamagnetic
magnetizability operator given in Eq. 3.9:

hDM
µν =

1

8

[
(B2

y +B2
z )
(
Sµν(l

′ + 2) + 2Rν,xSµν(l
′ + 1) +R2

ν,xSµν

)
+ (B2

x +B2
z )
(
Sµν(m

′ + 2) + 2Rν,ySµν(m
′ + 1) +R2

ν,ySµν

)
+ (B2

x +B2
y)
(
Sµν(n

′ + 2) + 2Rν,zSµν(n
′ + 1) +R2

ν,zSµν

)
− 2BxBy (Sµν(l

′ + 1,m′ + 1) +Rν,ySµν(l
′ + 1) +Rν,xSµν(m

′ + 1) +Rν,xRν,ySµν)

− 2BxBz (Sµν(l
′ + 1, n′ + 1) +Rν,zSµν(l

′ + 1) +Rν,xSµν(n
′ + 1) +Rν,xRν,zSµν)

− 2ByBz (Sµν(m
′ + 1, n′ + 1) +Rν,zSµν(m

′ + 1) +Rν,ySµν(n
′ + 1) +Rν,yRν,zSµν)

]
(3.18)

Rν,x, Rν,y and Rν,z denote the x, y and z-coordinates of the nucleus on which the GIAO ων

is centered.

Appendix B: GIAO Matrix Elements of the
Paramagnetic Shielding
The matrix elements of the 3 spatial components of the paramagnetic shielding operator, Eq.
3.10 are given separately for clarity (though for instance the y component can be obtained
as a cyclic permutation of the coordinates and the quantum numbers from the x component,
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and z can be obtained similarly from y).

hPS,x
µν = − i

2
Bx

[
Rν,z (BySµν(n

′ − 1) + Sµν(m
′ + 1, n′ − 1))

− 2β (BySµν(n
′ + 1) + Sµν(m

′ + 1, n′ + 1))

− i

2
χν,z (BySµν + Sµν(m

′ + 1))

−
[
Rν,y (BzSµν(m

′ − 1) + Sµν(m
′ − 1, n′ + 1))

+ 2β (BzSµν(m
′ + 1) + Sµν(m

′ + 1, n′ + 1))

+
i

2
χν,y (BzSµν + Sµν(n

′ + 1))
]

(3.19)

hPS,y
µν = − i

2
By

[
Rν,x (BzSµν(l

′ − 1) + Sµν(l
′ − 1, n′ + 1))

− 2β (BzSµν(l
′ + 1) + Sµν(l

′ + 1, n′ + 1))

− i

2
χν,x (BzSµν + Sµν(n

′ + 1))

−
[
Rν,z (BxSµν(n

′ − 1) + Sµν(l
′ + 1, n′ − 1))

+ 2β (BxSµν(n
′ + 1) + Sµν(l

′ + 1, n′ + 1))

+
i

2
χν,z (BxSµν + Sµν(l

′ + 1))
]

(3.20)

hPS,z
µν = − i

2
Bz

[
Rν,y (BxSµν(m

′ − 1) + Sµν(l
′ + 1,m′ − 1))

− 2β (BxSµν(m
′ + 1) + Sµν(l

′ + 1,m′ + 1))

− i

2
χν,y (BxSµν + Sµν(l

′ + 1))

−
[
Rν,x (BySµν(l

′ − 1) + Sµν(l
′ − 1,m′ + 1))

+ 2β (BySµν(l
′ + 1) + Sµν(l

′ + 1,m′ + 1))

+
i

2
χν,x (BySµν + Sµν(m

′ + 1))
]

(3.21)

In the above expressions, β is the gaussian exponent of the primitive GIAO ν and χν is the
vector

χν = B×Rν (3.22)

3.5 Supplementary Information
The S.I. for this data my be readily accessed from the publication source in its citation[99].
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Chapter 4

An In-Silico NMR Laboratory for
Nuclear Magnetic Shieldings Computed
Via Finite Fields

4.1 Introduction
Nuclear magnetic resonance (NMR) spectroscopy is a widely used technique in organic chem-
istry and biochemistry for determining the identity and structure of molecules[282–285]. It
works by applying a strong magnetic field to a sample and measuring the response of the
nuclear spins in the sample to the applied field. The resulting spectrum contains information
about the chemical shifts and coupling constants of the nuclei in the molecular sample, which
can be used to determine the structure (and the identity) of the molecule. For large systems,
structure determination from the NMR spectrum is not a straightforward task. As a result,
NMR spectra prediction with quantum chemistry methods has become quite widely used in
aiding the assignment of experimental spectra[201, 286–288].

To this end, a plethora of methods has been developed over the years. Lower cost meth-
ods such as Hartree-Fock (HF) theory [289] and density functional theory (DFT) provide
lower accuracy approximations to chemical shifts. The level of accuracy attainable for mag-
netic properties using pure or hybrid density functionals is generally not considered sufficient
for predictive and quantitative applications,[290, 291] in contrast to the steadily continued
developments in the accuracy of DFT methods for molecular structures and relative en-
ergies[274, 292]. The basic reason for the poor performance of DFT for chemical shifts is
that the standard existence theorems upon which modern functional developments are based
are formally inapplicable to molecules in magnetic fields[293, 294]. One extension (CDFT)
requires that the functionals depend not just upon the electron density, but also the cur-
rent (or paramagnetic current (C)) density[295, 296], which is typically not done at present,
though active progress continues.[297, 298] Another extension (BDFT) requires that the XC
functional depends explicitly on both the density and the magnetic field (B)[299], which is
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currently not widely used. Routine DFT-based calculations of NMR shieldings and chemical
shifts use neither of these extensions, and nonetheless offer significantly improved accuracy
over HF theory, although the accuracy of course varies significantly from functional to func-
tional[246, 291, 297, 300–302]. Additionally, linear and sublinear scaling implementations
have allowed application of DFT to large systems with more than 1000 heavy atoms[303,
304].

There is ample precedent showing that wave function-based methods based on coupled
cluster (CC) theory[305, 306] are the best solution to the problem of inadequate accuracy in
DFT for NMR chemical shifts. For example, RMS errors for absolute 13C chemical shieldings
of small molecules in the gas phase using coupled cluster with singles and doubles and
perturbative triples (CCSD(T))[224] could yield a standard deviation of less than 0.8 ppm
versus experiment[290]: these errors are reduced by a further factor of 5-10 or so when
relative shieldings in related environments are evaluated.[291, 307–309] However there are
very strong size-limitations on the applicability of CCSD(T): CCSD(T) scales as O(A7)
with the number of atoms, A, which limits production calculations to small molecules and
small numbers of calculations. Therefore CCSD(T) has been used to provide most of the
benchmark data for assessing and developing computational methods for NMR shielding
that have lower compute costs.

Alternatively, second order Møller-Plesset perturbation theory (MP2) is the lowest cost
post-HF method that accounts for correlation, which as already implied is essential for
accurate chemical shift predictions. [290, 310, 311] MP2 has relatively low computational
scaling of O(A5) and offers much higher quality prediction than HF. MP2 also improves upon
low-level density functionals, particularly for 1H shieldings, and to a lesser degree, for 13C
shieldings[300]. As a result, MP2 has seen considerable development for calculating chemical
shifts. These include the early z-vector approach[254], local-correlation approximation[257,
312, 313], AO-MP2[314–316], and Cholesky decomposition (CD)[317, 318]. There were ef-
forts to improve accuracy as well, for example, spin component scaled MP2 (SCS-MP2)[319],
and spin opposite scaled MP2 (SOS-MP2)[276]. The closely related double-hybrid (DH) DFT
has also received attention in this context[301, 320].

Yet MP2 is known to fail dramatically when the energy gap between the highest occupied
and lowest unoccupied molecular orbitals (HOMO and LUMO) becomes small, because
the correlation amplitudes may diverge. Various novel approaches for relatively low-cost
stabilization (or regularization) of MP2 have been developed recently, including the δ[185],
σ[233], and κ[233] regularizers. In particular κ-MP2,[321] reviewed in detail below, has
been shown to not just avoid divergences, but also significantly improve the accuracy of
MP2 for non-bonded interactions where it exhibits large errors.[322] In a related vein, MP3,
which scales as O(A6), yields such disappointing results for molecular relative energies that
one typically does not employ it in practice, resorting instead to the infinite order CCSD
method with iterative O(A6) compute cost. This problem, associated with poor convergence
of the MP series, can be greatly ameliorated for non-bonded interactions by damping the
third order contribution by 0.5 in the MP2.5 method, or by some variable fraction X in the
MP2.X method. Such scaled MP3 approaches[323–325] have been recently shown to work
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even better for relative energies using non-canonical reference orbitals[236, 280, 281].
We are interested in applying novel methods of intermediate compute cost such as those

reviewed above to the calculation of NMR properties. However the shielding is a 2nd or-
der property[201, 240], whose analytical implementation (i.e. as second order responses) is
enormously challenging in terms of human labor. Selecting a new theory for painstaking
implementation is a high-risk project that has historically been addressed one wavefunction
method at a time. Instead, building on our recent work on magnetic susceptibilities[99], we
have chosen a different approach. Here we report our implementation of an in-silico labo-
ratory for magnetic shielding by applying finite nuclear spins at a nucleus, K, (mK) and
magnetic fields (B) directly to the molecular Hamiltonian:

Ĥ(mK ,B) = Ĥ(0) + Ĥ(1)(mK ,B) + Ĥ(2)(mK ,B) (4.1)

Here the superscript (1) indicates linear terms, and the superscript (2) indicates quadratic
terms. Solving for the electronic structure energy, E(mK ,B) for different finite values of B
and mK in principle permits the evaluation of the magnetic shielding as second order finite
differences, approximating the true derivative. Thus the usual laborious implementation of
the analytical derivative is completely avoided. This approach has been successfully used
before by other groups[214, 242, 326] for diverse purposes, including properties of molecules
in strong fields, and magnetic properties. There has also been development of the first order
finite difference approach to shieldings, using finite differences of gradients.[327]

The organization of the remainder of the paper is as follows. In Section 4.2, we discuss
the theoretical background of the calculation of NMR shielding tensors with κ-MP2 and
MP2.X, describe details of our implementation, introduce the test set from Lutnæs and co-
workers,[225, 291] and evaluate the accuracy of the numerical procedure. In Section 4.3, we
assess the performance of κ-MP2 and MP2.X compared to CCSD(T) reference data, using
the Lutnæs test set. Finally, conclusions are given in Section 4.4.

4.2 Theoretical Background
For in-depth treatment of the quantum chemical calculation of magnetic properties, we refer
interested readers to these reviews on the subject.[201, 239, 240] We will present our ap-
proach by first introducing the general design idea of our code (Section 4.2.1), then discuss
the matrix elements that are required for the calculation of nuclear shieldings (Section 4.2.2).
We then briefly introduce the theoretical basis of κ-MP2 and MP3 for calculating the nu-
clear shielding tensor (Section 4.2.3, 4.2.4). Lastly, we will discuss the implementation and
verification of our code (Section 4.2.5), the data set we will employ to generate the results
(Section 4.2.6), as well as the numerical performance of finite difference shieldings compared
to analytical results (Section 4.2.7).
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4.2.1 General Approach

The nuclear shielding σK for nucleus K is a 3x3 tensor and can be calculated as the derivative
of the energy E with respect to the magnetic field B and the induced magnetic moment
mK ,[201] with elements

σK
ij =

∂2E ({RN},B,mK)

∂mK,i∂Bj

∣∣∣∣
B=0,mK=0

. (4.2)

Here, {RN} is the nuclear configuration. The isotropic shielding is σiso =
1
3
tr(σ). The nuclear

shielding tensor is related to the experimentally observed chemical shift

δ =
σiso,ref − σiso

1− σiso,ref
(4.3)

where σref is some reference system.
We use Gauge-Including Atomic Orbitals (GIAOs),[238] also known as London orbitals,

in the calculation of NMR properties to address the gauge-origin problem.[201] A GIAO ωµ,
centered on nucleus N , is given as

ωµ(r;AN) = exp (−iAN · r) · χ(r), (4.4)

where r is the electron coordinate and χ(r) is a regular Gaussian-type orbital and the vector
potential AN is

AN =
1

2
B× (RN −RO) . (4.5)

RO is the vector of an arbitrarily chosen gauge-origin O, which we choose to be the zero
vector for convenience.

We calculate the second derivative of the energy with respect to the magnetic field and
induced magnetic moment to second order via[241]

σK
ij =

E(∆Bi,∆mK,j)− E(∆Bi,−∆mK,j)− E(−∆Bi,∆mK,j) + E(−∆Bi,−∆mK,j)

4∆Bi∆mK,j

(4.6)
∆Bi and ∆mK,i are steps in the Cartesian component i of the magnetic field and nuclear
magnetic moment respectively. The magnitude of the two steps determines the accuracy of
the numerical results via roundoff error and/or contamination from higher derivatives. An
assessment of ∆Bi, ∆mK,i and their relation to the numerical error is given in Section 4.2.7.
The calculation of the nuclear shieldings via eq. 4.6 necessitates the calculation of several
energies at different values of the magnetic field and nuclear magnetic moment. Due to the
use of GIAOs, we use a fully complex-valued code throughout our calculations.
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4.2.2 Required Matrix Elements

The Hamiltonian in an external magnetic field is discussed in detail in ref. 245 and an
excellent overview on the calculation of matrix elements involving GIAOs can be found in
ref. 246. For the sake of brevity, we will discuss only the terms in the field Hamiltonian that
enter the nuclear magnetic shielding expression. The Hamiltonian with explicit dependence
on the external magnetic field and nuclear magnetic moment is given by

Ĥ =− 1

2

n∑
i

∇2
i −

n∑
i

N∑
K

ZK

|riK |
+

1

2

n∑
i

B ·Li + α2

n∑
i

N∑
K

mK ·LiK

r3iK

+
α2

2

n∑
i

N∑
K

(B ·mK)(riN · riK)− (B · riK)(riN ·mK)

r3iK
+
∑
i ̸=j

1

|ri − rj|

(4.7)

Indexes i, j refer to electrons, K refers to nuclei, the angular momentum operator of electron
j around nucleus K is LjK = −irK ×∇j, and α is the fine structure constant.

The terms in the Hamiltonian are, in order, kinetic, nuclear attraction, paramagnetic
shielding, paramagnetic spin-orbit, diamagnetic shielding, and electron-electron repulsion.
For details on the implementation of matrix elements of GIAO matrix elements of kinetic,
nuclear attraction, paramagnetic shielding, and electron-electron repulsion, we refer readers
to our previous work[99].

The diamagnetic shielding (DS) operator is[245]

ĥDS
i =

α2

2

N∑
K

[
(B ·mK)(riN · riK)− (B · riK)(riN ·mK)

r3iK

]
. (4.8)

The paramagnetic spin-orbit coupling (PSO) operator is [245]

ĥPSO
i = α2

N∑
K

(
mK ·LiK

r3iK

)
. (4.9)

After some straightforward yet cumbersome algebra, the DS and PSO operators lead
to energy expressions that involve only field integrals with increased or decreased angular
momentum on GIAO ων . The field integrals can also be further decomposed into nuclear
attraction integrals with increased or decreased angular momentum on GIAO ων . (see Ap-
pendix) The first field integral based approach is much less cumbersome than using modified
nuclear attraction integrals, and is used for all the results in this paper.

4.2.3 Nuclear Shieldings with κ-MP2

The following is a brief description of regularization theory and the κ regularized MP2
approach (κ-MP2), recently proposed by our group.[186, 233, 234, 321] We begin from the
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textbook canonical MP2 correlation energy expression, which is given by

EMP2 = −
1

4

∑
ijab

| ⟨ab||ij⟩ |2

∆ab
ij

(4.10)

Here ∆ab
ij = ϵa + ϵb − ϵi − ϵj, which is composed of sums and differences of orbital energies,

ϵ, of virtual levels, a, b and occupied levels, i, j.
The above expression, Eq. 4.10, for EMP2, diverges when ∆ab

ij is small. This will be the
case for metals, and is almost the case for small gap systems such as semiconductor clusters,
or, in particular, some unstable reactive species, such as molecules with stretched bonds or
high energy transition structures. Addressing this issue defines the regularization problem.

The simplest possible approach is to use a level shift, defining δ regularization. We thus
shift the denominator ∆ab

ij by a constant factor δ: ∆ab
ij ←− ∆ab

ij + δ. This achieves the
dual purpose of preventing divergence and damping MP2’s over correlation. However, it
was found that for the purpose of Coulson-Fischer point restoration for double and triple
bond dissociations, δ had to be really large.[231] Such a large level shift deteriorates the
performance of δ-MP2 for thermochemistry and other properties because it damps all corre-
lation contributions, regardless of how close ∆ab

ij is to zero. This is clearly not a satisfactory
approach.

An alternative approach is the σ-regularizer, with the idea of adjusting the damping
strength of the correlation contribution as a function of ∆ab

ij . The σ regularized MP2 (σ-
MP2) expression is given by

Eσ-MP2 = −
1

4

∑
ijab

| ⟨ab||ij⟩ |2

∆ab
ij

(
1− exp (−σ∆ab

ij )
)
, (4.11)

A closely related scheme is κ regularization. In κ regularized MP2 (κ-MP2), the two-
electron integrals are damped via ⟨ab||ij⟩ ←− ⟨ab||ij⟩

(
1− exp (−κ∆ab

ij )
)

such that the MP2
amplitudes t are modified as

tabij =
⟨ab||ij⟩
∆ab

ij

(
1− exp (−κ∆ab

ij )
)
, (4.12)

These regularized amplitudes lead to the κ-MP2 energy expression

Eκ-MP2 = −
1

4

∑
ijab

| ⟨ab||ij⟩ |2

∆ab
ij

(
1− exp (−κ∆ab

ij )
)2
, (4.13)

In the limit of ∆ab
ij → 0, tabij → κ ⟨ab||ij⟩ instead of ∞, and the corresponding correlation

energy contribution is accordingly also zero. At the same time, when ∆ab
ij is large, tabij is un-

damped, and the correlation contribution approaches the MP2 value. This energy-dependent
regularization (small gap amplitudes strongly damped, large gap amplitudes unaffected) has
been demonstrated to significantly improve chemical results for intermolecular interactions,
ligand binding energies, and chemical bond and atomization energies.[321]
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4.2.4 Nuclear Shieldings with MP3

Adding the next order correction in the MP series defines the MP3 method. The MP3
correlation energy is given by

EMP3 =
1

8

∑
ijabcd

(tabij )
∗ ⟨ab||cd⟩ tcdij +

1

8

∑
ijklab

(tabij )
∗ ⟨kl||ij⟩ tabkl −

∑
ijkabc

(tabij )
∗ ⟨kb||ic⟩ tackj (4.14)

MP3 formally scales as O(A6) with respect to molecule size. At the expense of some loss of
accuracy, applying tensor hypercontraction (THC) techniques[328] allows a lower scaling of
O(A4).

From an accuracy standpoint, it is well known that MP3 often produces results that
are deteriorated relative to the simpler and less computationally costly MP2 method.[179,
329] This is due to the often oscillating behaviour of the MP series, in which even orders of
perturbation increases the number of electrons correlated simultaneously, while odd orders
of perturbation theory recouple the existing correlation amplitudes. In effect, the odd orders
temper the over-correlation which is present at even orders. However, MP3 correlation
often overcorrects, resulting in an overall under-correlation. This observation has inspired
several attempts to damp the third order overcorrection. Grimme proposed the SCS-MP3
method [319], where MP3 correlation contribution was scaled by 0.25 in addition to the SCS-
MP2 scaling parameters. Improvements in atomization, reaction, and ionization energies
were reported, in some cases approaching the quality of the more costly QCISD method.
Alternatively, Hobza and coworkers proposed MP2.5 and MP2.X methods [323–325], where
the MP3 correlation contribution is scaled with a single empirical parameter, c, usually less
than 1. The MP2.X energy is given by

EMP2.X(c) = EHF + EMP2 + cEMP3 (4.15)

For MP2.5 (i.e. c = 0.5), Hobza et al. reported significant improvements in the description
of non-covalent interactions. Like κ-MP2, MP2.X has the attractive quality of having only
one semi-empirical parameter.

4.2.5 Implementation and Code Verification

We have implemented all one- and two-electron integrals given in Section 4.2.2 and κ-MP2
and MP3 using GIAOs in the integral library libqints in a developer’s version of Q-Chem
6.[173] Our code is able to run complex-restricted[186, 234] and complex-general[235, 259]
SCF procedures as implemented in libgscf and libgmbpt, the latter of which is important
for the calculation of indirect spin-spin coupling constants (to be presented in a future
publication).

In a first step, the new matrix elements were tested in order to verify our code. Since
the nuclear attraction integrals were already tested,[99] we tested the field integral based
implementation against the nuclear attraction integral based implementation.
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In the second verification step, nuclear shieldings at the Hartree-Fock level and at the
RI-MP2 level with very large auxiliary basis sets were tested against analytical shieldings
evaluated using the CFOUR[265] code. We also employed the CFOUR package to generate
CCSD and CCSD(T) results against which the various MP methods can be assessed.

4.2.6 Lutnæs data set

In the following sections, we will use the data set curated by Lutnæs and coworkers [225, 291]
with the purpose of benchmarking magnetic properties. The data set contains the following
28 small molecules: AlF, C2H4, C3H4, CH2O, CH3F, CH4, CO, FCCH, FCN, H2C2O, H2O,
H2S, H4C2O, HCN, HCP, HF, HFCO, HOF, LiF, LiH, N2, N2O, NH3, O3, OCS, OF2, PN,
SO2. Geometries were optimized at the CCSD(T)/cc-pVTZ level of theory. Of the 28
molecules, 4 are considered “difficult” cases for NMR shieldings. They are O3, OF2, PN,
and SO2. O3 exhibits significant multireference character, while SO2 exhibits moderate
multireference character. PN does not display distinct multireference character, but has
a large paramagnetic contribution to the nuclear shielding tensor. For OF2, inclusion of
triple excitations is important for accurate nuclear shieldings. The rest of the 24 molecules
are considered “easy” in the sense that electron correlation effects are not strong. Even so,
electron correlation effects are essential to obtain results of useful accuracy. Given the large
absolute value of the 17O shieldings of O3, we will exclude it from all statistical assessment
in order to avoid skew. This procedure is in line with previous benchmark studies.[225, 226,
330] The data set then consists of unique nuclear shieldings for 18 1H nuclei, 17 13C nuclei,
7 15N nuclei, 11 17O nuclei, and 9 17F nuclei.

4.2.7 Numerical Accuracy of Finite Differences Nuclear Shieldings

To evaluate the numerical accuracy of the finite difference scheme, we compared the finite
difference HF isotropic nuclear shieldings of the Lutnæs data set against analytical HF
isotropic nuclear shieldings obtained via CFOUR. The cc-pVDZ basis was used for this
purpose. The SCF convergence criteria was 10−11 a.u., and the cutoff threshold for two
electron integrals was 10−17 a.u.

In Table 4.1 we present the mean error (ME) and root mean square error (RMSE) for
HF nuclear shieldings for the Lutnæs data set. With both the second order and fourth order
finite difference scheme, the optimal step size of 10−2.3 a.u. in both external magnetic field
B and nuclear magnetic moment mK leads to mean errors on the order of 10−2 ppm and
10−6 ppm respectively. Second order differences with the optimal step size of 10−2.3 a.u. for
both perturbations are then used to evaluate all results reported here.
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Table 4.1: Numerical performance of the 2nd and 4th order finite difference schemes for the
HF/cc-pVDZ nuclear shieldings of 28 molecules with varying step sizes. Values presented
are the ME and RMSE (where the latter is given in parentheses), in units of ppm. Reference
values were calculated analytically at the same level of theory.

2nd order B step size (log10 a.u.)
mk step size (log10 a.u.) -2.3 -2

-2.3 0.027 (0.096) 0.113 (0.384)
-2 0.029 (0.096) 0.112 (0.382)

4th order B step size (log10 a.u.)
mk step size (log10 a.u.) -2.3 -2

-2.3 -1.5×10−6 (0.008) 0.002 (0.007)
-2 7×10−4 (0.005) 0.002 (0.006)

4.3 Results and Discussion
We assess the performance of various MP2 and MP3 alternatives with the Lutnæs data set.
To contextualize the errors in the following sections, we introduce a 3 level target error scale.
The high accuracy target is 0.1 ppm for 1H nuclei, 1 ppm for 13C nuclei, 3 ppm for 15N
nuclei, and 4 ppm for 17O nuclei. The medium accuracy target is 0.2 ppm for 1H nuclei, 2
ppm for 13C nuclei, 6 ppm for 15N nuclei, and 8 ppm for 17O nuclei. Finally the low accuracy
target is 0.4 ppm for 1H nuclei, 4 ppm for 13C nuclei, 12 ppm for 15N nuclei, and 16 ppm
for 17O nuclei. This can be loosely applied to statistical error measures of either RMSE
or MAE. Various benchmark studies[297, 300, 302] have investigated the nuclear shielding
performance of HF, MP2, and many DFT functionals with various basis sets. Notably, for
1H, HF and DFT at various rungs with a large basis set achieve the medium accuracy target
of 0.2 ppm, while MP2 comes close to the high accuracy target of 0.1 ppm. With a small
basis, most DFT functionals are in the range of the low accuracy target. 13C proved to be
slightly more difficult, with MP2 at large basis achieving the medium accuracy target of 2
ppm, and rung 5 DFT functionals achieving the low accuracy target of 4 ppm. 15N and 17O
shieldings were shown to be difficult problems. MP2 performed poorly, beyond the range of
the low accuracy target. Only a few rung 5 DFT functionals were in the low accuracy target
range. It is therefore a worthwhile endeavor to explore alternatives in the MPn family of
methods, seeking further improvements over MP2’s already impressive performance for 1H
and 13C, and seeking suitable methods for the more difficult 15N and 17O shieldings.

4.3.1 Accuracy of κ-MP2 nuclear shieldings for the Lutnæs set

First, we consider the κ-MP2 method. We present κ-MP2 shielding results in Table 4.2, us-
ing the medium-sized aug-cc-pVTZ basis set. Since κ-MP2 energies depend non-linearly on
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κ, each chosen value requires its own calculations. Therefore we compare MP2 (or κ→∞)
against HF (or κ = 0) and three judiciously chosen finite non-zero κ values. The strongest
regularization used is κ = 1.1, which is a value that was demonstrated to work well for ligand
binding energies to transition metal complexes as well as strong intermolecular dispersion
interactions.[321] The intermediate value is κ = 1.45, which was originally recommended for
the orbital optimized version, based on thermochemistry.[167] To provide weak regulariza-
tion, we also assess κ = 2.

Turning to the results in Table 4.2, we first observe that compared to MP2, overall error
(i.e. across all nuclei) is reduced at all three regularization strengths. The largest gain is
for the intermediate regularization parameter of κ = 1.45, with a one quarter reduction in
RMSE relative to MP2, and more than two thirds error reduction relative to HF. However,
it is still double the error of CCSD. Furthermore we notice that the overall RMSE is very
similar for all three κ values. At first glance this does not appear too encouraging. However,
we recall the conclusion from other recent work[168, 321] assessing relative energies using
κ-MP2 and κ-OOMP2 stating that no single κ value is optimal for all classes of relative
energies. It may well be that the optimal κ value varies from nucleus to nucleus. Therefore
we will next inspect the results for each individual nucleus type.

Table 4.2: κ-MP2 aug-cc-pVTZ Isotropic NMR shielding statistics in ppm

κ-MP2
All HF κ=1.1 1.45 2 MP2 CCSD
ME -19.01 2.35 4.85 7.24 8.90 -1.44
RMSE 49.03 15.93 14.18 15.82 19.92 7.83
1H
ME 0.01 -0.0004 -0.015 -0.035 -0.08 0.06
RMSE 0.39 0.22 0.17 0.14 0.13 0.09
13C
ME -11.31 -2.97 -1.24 0.40 1.65 -1.56
RMSE 15.07 4.34 2.59 1.95 3.20 2.43
15N
ME -58.12 1.18 10.77 19.02 26.07 -7.41
RMSE 76.67 3.21 15.41 26.71 37.98 9.52
17O
ME -38.17 16.91 19.39 21.40 19.00 -0.06
RMSE 50.54 24.50 27.29 29.26 27.36 8.93
19F
ME 19.76 16.69 12.16 8.18 3.97 5.87
RMSE 34.73 20.80 14.68 9.67 5.59 7.50
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For 1H, no improvement over MP2 was observed: with the strongest regularization (κ =
1.1), RMSE almost doubles to 0.22 ppm from the unregularized MP2 value of 0.13. The
weakest regularization (κ = 2) has similar RMSE as MP2. In fact that RMS changes
monotonically across all 4 regularization values: κ = 0, 1.1, 1.45, 2. This is not unexpected,
given the relatively high accuracy of unregularized MP2. We also note the trade-off between
RMSE and ME. To say it another way, unregularized MP2 evidently does not systematically
overestimate correlation effects in 1H magnetic shieldings across the set of molecules studied
here.

For 13C, the situation is qualitatively different. While MP2 performs reasonably well, a
subset of regularization strengths lead to quite noticeable improvements over MP2 in the
RMSE over our dataset. In particular, intermediate regularization (κ = 1.45) modestly
decreases the RMSE from 3.2 ppm for MP2 to 2.6 ppm, while the ME changes sign from 1.7
ppm for MP2 to -1.2 ppm. The RMSE increases further (along with the ME) as we move to
strong regularization. We observe optimal results with weak regularization (κ = 2), where
RMSE is reduced by a third to 2.0 ppm, and the ME is only 0.4 ppm. In fact, the RMSE
and ME for weak regularization was lower than for CCSD, and reaches the medium level of
accuracy (≤ 2 ppm). From the fact that the ME changes sign between HF and MP2, whilst
it does not change sign for CCSD, we infer that unregularized MP2 slightly overcorrelates
13C shieldings, whilst CCSD slightly undercorrelates them. Therefore κ-MP2 with weak
regularization (κ = 2) can be a useful improvement over MP2 for 13C shieldings.

For 15N, the statistics summarized in Table 4.2 reveal a far more dramatic role for reg-
ularization than was the case for either 1H or 13C. Comparing HF and MP2, we see only a
2-fold reduction in RMSE for MP2, which is accompanied by only a 2-fold reduction in ME,
together with a change of sign. This indicates significant overestimation of the correlation
effects on 15N shielding by MP2. As a consequence, we observe error reduction at all κ’s,
with strong regularization (κ = 1.1) being optimal. With strong regularization, RMSE is
reduced dramatically from 38 ppm for MP2 to only 3.2 ppm, which is an extraordinary
12-fold reduction in error. This results in a nearly three times smaller error than CCSD,
and approaches the high accuracy target we identified for 15N. Evidently a large part of the
systematic overestimation of correlation effects by MP2 is removed by the strong regular-
ization. This is confirmed by the very large 22-fold reduction in ME from 26 ppm to 1.2
ppm. Furthermore, it is not just the systematic error that is improved. Comparing ME and
RMSE, it is clear that the spread of errors significantly narrows with strong regularization.

Why is strong regularization preferred for 15N whilst weak regularization is optimal for
13C? We cannot be entirely sure, although we note that the subset of molecules containing
nitrogen nuclei includes many nitriles where N is triple bonded to its neighbor. It is rea-
sonable to speculate that triply bonded molecules exhibit stronger correlation effects than
singly bonded species, and this could be a plausible explanation for why stronger regular-
ization leads to error reduction for 15N. However, each nitrile also has a 13C nucleus, and
inspection of individual results (see Supporting Information) shows that the 13C shieldings
in nitriles are generally better predicted via κ-MP2 with weak regularization than strong
regularization. Furthermore chemical shieldings at sp3 15N are also better predicted with
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strong regularization. We provisionally conclude that the character of correlation effects on
shielding at 15N are systematically different to 13C, and each is systematically different to
1H. Accordingly optimal regularization is different for each case.

For 17O, MP2 also performs rather poorly with slightly less than a 2-fold reduction in
RMSE relative to HF (from 50.5 ppm to 27.4 ppm). The ME for MP2 changes sign relative
to HF and is reduced by only a little more than a factor of two, to a value of 19 ppm. At
first glance this appears similar to the case of 15N, and suggests the possibility of significant
improvements due to regularization. However, no significant changes over MP2 are observed!
Strong regularization (κ = 1.1) leads to slight improvements, from the RMSE of 27.4 ppm
for MP2 to 24.5 ppm. The weaker regularizers lead to results that are essentially unchanged
from MP2. Even strong regularization leads to only modest reductions in ME vs MP2, and
the sign of the ME is the same as MP2, indicating that correlation effects on 17O shieldings
are still overestimated.

It is clearly interesting to assess still stronger regularization for 17O shieldings, as values
of κ ≤ 1 should apparently yield systematic improvements. From a regularized MP2 perspec-
tive, 17O shieldings appear to require extremely strong regularization, perhaps comparable
to the values for transition metal energetics (e.g. κ = 0.8 was optimal for the MOR39 data
set[321]). The results of performing these additional numerical experiments are presented in
Figure 4.1. In fact, the optimal κ for 17O shieldings is 0.6, giving an RMSE of 16.6 ppm and
ME of 2.4 ppm. This reflects an almost 2-fold reduction in MP2’s RMSE.

Finally we consider the case of 19F magnetic shieldings. In this case, unregularized MP2
outperforms CCSD, and also exhibits a lower ME than CCSD. The improvement over HF
is dramatic at the MP2 level: a five-fold reduction in ME, and a most impressive six-fold
reduction in RMSE. There is also no change of sign in the ME from HF to MP2, suggest-
ing that on average, correlation effects on 19F nuclei are not overestimated by MP2. This
situation is unpromising for κ-MP2 because all regularization strengths provide some damp-
ing of correlation effects. Not surprisingly we indeed observe that all 3 finite regularization
strengths in κ-MP2 lead to higher error, with κ = 2 having the lowest RMSE of 9.7 ppm,
versus 5.6 ppm for MP2 and 7.5 ppm for CCSD.

4.3.2 Accuracy of MP3 and MP2.X nuclear shieldings for the
Lutnæs Set

Following the detailed discussion of κ-MP2 discussed above, where regularization was used
to damp the MP2 contribution to magnetic shieldings, we now turn to the inclusion of third
order correlation as an alternative strategy to improve upon MP2. We will assess 3 models.
First, as a reference calculation, standard MP3. Second, in light of its very good performance
for non-covalent interactions, MP2.5, which damps the third order contribution by a factor
of two. And finally, because MP2.X depends linearly on the third order contribution, we
can optimize the fraction, either nucleus by nucleus, or for the overall dataset. Bearing in
mind the significant increase in computational cost relative to MP2 or κ-MP2, we must also
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Figure 4.1: κ-MP2 ME and RMSE (in units of ppm) for magnetic shielding at 17O nuclei,
plotted as a function of κ. The ME and RMSE corresponding to CCSD are shown as the
horizontal dashed lines.

achieve significant improvements in accuracy in order to justify the additional computing
expense.

Table 4.3 contains the shielding results obtained with the MP3, MP2.5 and MP2.X
models. Considering all atoms, adding the third order correction (ie. MP3) slightly improves
upon MP2, by reducing the MP2 RMSE of 20.0 ppm to the MP3 RMSE of 15.1 ppm. We
also note that the ME changes sign from the MP2 value of +8.9 ppm to the MP3 value of
-5.46 ppm, showing that the third order correction statistically overcorrects MP2 to yield
an ME with the same sign as HF. Scaling with the optimal parameter of X = 0.6 leads
to remarkable improvements, with RMSE reduced to 3.3 ppm, and ME reduced to 0.72
ppm. This represents half the RMSE of CCSD. The traditional scaling of 0.5 was slightly
less effective, giving an RMSE of 4.7 ppm and ME of 2.3 ppm. We can contrast these
scaled MP3 results with the κ-MP2 data discussed above. In the κ-MP2 case, there was
only modest improvement over MP2 by using either weak, medium or strong regularization,
indicating that regularization strength was element-specific rather transferable. By contrast,
these large improvements in scaled MP3 over MP3 across the entire data set imply rather
good transferability from one element to another. This is very encouraging.

Nevertheless, it may be possible to do even better by optimizing the scaling factor for
each nucleus individually. The element-specific results are contained in Table 4.3, and are
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Table 4.3: MP3 , MP2.5, and MP2.X Isotropic NMR shielding errors calculated with the
aug-cc-pVTZ basis set. All values in units of ppm.

All MP3 MP2.5 MP2.X Optimal scaling (c)
ME -5.46 2.27 0.72 0.6
RMSE 15.1 4.67 3.29
1H
ME 0.074 0.002 -0.027 0.3
RMSE 0.177 0.113 0.106
13C
ME -3.13 -0.41 -0.41 0.5
RMSE 4.35 1.15 1.15
15N
ME -17.58 4.90 0.41 0.6
RMSE 25.31 7.28 1.45
17O
ME -11.0 4.51 2.18 0.575
RMSE 21.29 6.22 4.98
19F
ME 2.78 3.63 3.29 0.7
RMSE 4.39 4.16 4.01

also graphically summarized in Figure 4.2. Let us begin with 1H shieldings, where MP2
performed quite remarkably, and where regularization did not lead to any improvements.
Standard MP3 performs slightly worse than MP2, with RMSE of 0.19 ppm and ME of
0.09 ppm, compared to the RMSE of 0.13 ppm for MP2. This is consistent with the poor
reputation of MP3. By contrast, with the optimal scaling factor of 0.3, the MP2.3 RMSE is
reduced to 0.11 ppm, which is a slight improvement over MP2. In fact, MP2.3 approaches
the high accuracy target of 0.1 ppm. Nonetheless, it is perhaps debatable as to whether the
0.02 ppm reduction in RMSE is justifiable for the higher cost of the third order correction.

For 13C shieldings, MP2’s already very good performance was improved by weak regu-
larization, reducing RMSE from 3.2 ppm to 2.0 ppm. By contrast, MP3 exhibits an RMSE
of 4.4 ppm and ME of -3.13 ppm, which is slightly worse than MP2. This situation is sig-
nificantly improved with the optimal scaling factor of 0.5, whereupon we observe RMSE
reduction to 1.2 ppm and ME to -0.4 ppm. This is a quite impressive result, which is not
only better than both MP2 and CCSD, but also approaches the high accuracy target of 1
ppm at far less compute cost than CCSD(T). Accordingly, we suggest that MP2.5 may be a
potentially valuable first principles approach to 13C magnetic shieldings.

For 15N shieldings, MP3 has quite large errors, with an RMSE of 25.3 ppm and a ME
of -17.6 ppm. This however is still a useful improvement over MP2 (RMSE 38.0 ppm).
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Figure 4.2: MP2.X RMSE (in units of ppm) plotted as a function of scaling factor c. The
MP2 RMSE is the left-most data point (c = 0), whilst the MP3 RMSE is the right-most data
point. For all nuclei, scaled MP2.X with the optimal c outperforms both MP2 and MP3.
The RMSE corresponding to CCSD is shown as the horizontal dashed line, and it is evident
that for all elements except 1H, scaled MP2.X with the optimal c outperforms CCSD.

With the optimal scaling factor of 0.6, RMSE is dramatically reduced to only 1.5 ppm (ME
reduced to 0.4 ppm). This is more than a factor of two better than the κ-MP2 with strong
regularization (RMSE of 3.2 ppm), and well within the range of the high accuracy target
of 3 ppm for 15N. It is an extraordinary six-fold improvement over CCSD itself, indicating
that the optimal scaling is effectively accounting for a very significant fraction of the triples
correlation effect by a simple and apparently very effective renormalization of the doubles.
It appears that MP2.6 may be a very promising method for 15N magnetic shieldings.

Similarly for 17O shieldings, MP3 again has quite large errors, with RMSE of 21.3 ppm
and ME of -11 ppm, which can be compared against the MP2 value of 27.4 ppm. With the
optimal scaling factor of 0.575, RMSE reduced by a striking factor of four to 5.0 ppm, while
the ME is reduced to 2.2. This represents close to a factor of two improvement over CCSD’s
8.9 ppm RMSE, as well as approaching the 4 ppm high accuracy target. While not quite as
strikingly high quality as the 15N shieldings, this improvement suggests that approximately
half of the triples contribution to 17O shieldings is captured by optimally scaled MP3.

Lastly for 19F, where MP2 with RMSE 5.7 ppm outperformed CCSD’s 7 ppm RMSE,
and where regularization led to no improvements, unscaled MP3 has RMSE of 4.4 ppm and
ME of 2.8 ppm. This is a particularly interesting case, because it is a rare outcome where
standard MP3 already statistically performs better than CCSD. With optimal scaling factor
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of 0.7, we observe a slightly improved RMSE of 4.0 ppm, while the ME is slightly increased
to 3.3 ppm. Relative to the CCSD RMSE of 7.5 ppm, we infer that almost half of the
triples contribution to correlation (i.e. the CCSD error) is captured by the renormalization
associated with scaled MP2.7. This is a quite similar outcome to the 17O and 13C shielding
results.

Overall, considering 1H, MP2.4 gives a slight but meaningful improvement over MP2,
albeit at a higher computational cost. Considering only heavy atoms, 0.6 seems to be a
suitable scaling factor overall, giving greatly improved shieldings for 13C, 15N, and 17O, in
all cases producing smaller RMSE than CCSD. The value of 0.6 is quite close to the ad hoc
scaling factor of 0.5, and in all cases gives similar statistical performance. In addition, with
optimal scaling factors, we observe very promising performance, where RMSE’s have either
neared or reached the respective high accuracy targets.

4.4 Conclusions
We have implemented and tested a method-independent finite difference based software using
gauge including atomic orbitals to calculate NMR shieldings. This finite field approach uses
second order finite differences of the energy, as a function of an applied magnetic field and an
applied nuclear spin to evaluate the magnetic shielding tensor. This required development
of the appropriate complex matrix elements for magnetically perturbed Hamiltonian, as
well as generalization of the corresponding self-consistent field and correlation energies to
work with complex orbitals and amplitudes. Once this infrastructure is in place, assessment
of magnetic properties of non-standard methods may then be accomplished with much less
effort than if it were necessary to implement analytic second derivatives. The finite difference
approach is also trivially parallelizable, and is well suited for use with locally dense basis
sets that augment the 1-particle basis set on just the atom of interest and its immediate
neighbors.[98, 331] For evaluation of shieldings at all nuclei in a molecule using a given basis
set, the energy-based finite difference approach will be significantly less efficient, as well as
less numerically precise, than analytical approaches, when available.

The MP2 method is known to have excellent performance for 1H shieldings and good
performance for 13C, but poor performance for 15N and 17O on normal closed-shell molecules.
This motivated us to assess the possibility of using regularized MP2 (κ-MP2)[321] to improve
upon MP2. We tested on a set of 28 small molecules[225] that was used previously to
benchmark approximate electronic structure methods for magnetic properties. The results
showed that κ-MP2 could perform very well, provided element-specific regularization was
used. For 1H zero regularization is optimal; for 13C, weak regularization reduces MP2 errors
by 30%; for 15N, strong regularization reduces MP2 errors by a remarkable 90%, and for 19F
zero regularization is optimal. For 13C and 15N, κ-MP2 with element-specific regularization
yields errors that are smaller than CCSD.

On the other hand, we found that the scaled third order perturbative method MP2.X is
the best performing among the methods we have inspected. Our results showed that with use



CHAPTER 4. AN IN-SILICO NMR LABORATORY FOR NUCLEAR MAGNETIC
SHIELDINGS COMPUTED VIA FINITE FIELDS 85

of element-specific scaling factors c, MP2.X performs very well. For 1H c = 0.3 is optimal,
reducing MP2 errors by almost 20%; for 13C, c = 0.5 reduces MP2 errors by more than
60%; for 15N, c = 0.6 reduces MP2 errors by an impressive 95%; for 17O, c = 0.575 reduces
MP2 errors by a remarkable 80%, and for 19F, c = 0.7 reduces MP2 errors by close to 30%.
For all those elements but 1H, MP2.X with element-specific scaling factor yields errors that
are smaller than CCSD, making these approaches promising for chemical applications with
accuracy significantly higher than is attainable with DFT.[302, 309]

The success of the κ-MP2 and MP2.X methods can be viewed in two different ways. First,
one may consider that these approaches heuristically cure failures of the parent MP2 and
MP3 methods. Thus regularization of MP2 (i.e. κ-MP2) damps the overestimation of corre-
lation effects that is commonly characteristic of MP2, while scaling MP3 to partially include
perturbative third order correlation reduces the overdamping of MP2 that is commonly seen
with MP3. A second point of view, that is equally valid, is that the exact correlation energy
can be given just in terms of doubles correlation amplitudes when used with Brueckner or-
bitals. Therefore either regularizing the MP2 amplitudes or partially including third order
correlation is renormalizing the doubles amplitudes of MP2 and MP3 theory respectively. If
such a heuristic renormalization succeeds in achieving accuracy beyond the CCSD level, as
we have demonstrated here, then it seems to be partially accounting for the neglected triple
and higher correlation effects. Finally, the fact that the optimal renormalization parameters
are highly element-specific in the case of κ-MP2 suggests that element-specific correlation
effects are important when correlation is treated at such a simple level of theory as MP2. The
fact that there is much better transferability of the optimal scaling parameter from element
to element in MP2.X seems to imply that the additional complexity of this approach indeed
reflects substantially improved treatment of electron correlation.

To solidify the utility of these methods for NMR shielding calculations, further investiga-
tions should be conducted with a larger data set.[300, 309] There are also other potentially
interesting extensions of the approach described here. For instance, one could assess whether
orbital optimized MP2[166, 228] and its regularized generalizations[167, 168] are capable of
providing further improvements, and whether the choice of different orbitals in MP3 and
MP2.X[236, 280] could provide any advantage. Additionally, it will be potentially very
useful to extend our framework to evaluate scalar couplings.
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Appendix A: GIAO matrix element of the paramagnetic
spin-orbit coupling
To arrive at a convenient expression for matrix elements of the paramagnetic spin-orbit
coupling operator, Eq. 4.9, in the complex GIAO basis associated with a finite applied
B-field and induced magnetic moment mK , we use the following shorthand notation for
the charge-less three center field integral and the charge-less three center nuclear attraction
integral for center K:

F x(l′ + 1) =

〈
ωµ|

xK
|r−RK |3

|ων(l
′ + 1)

〉
(4.16)

I(l′ + 1) =
〈
ωµ||r−RK |−1|ων(l

′ + 1)
〉

(4.17)

Here, l′ is the polynomial power associated with the x-component of the Gaussian orbital
that is a part of the GIAO ων . Similarly, m′ and n′ are used for the y- and z-components,
respectively. l, m, n, refers to the GIAO ωµ. Hence, F x(l′ + 1) is the field integral in the x-
direction between GIAOs ωµ and ων and center K with increased orbital angular momentum
(x-component) of ων ; similarly I(l′+1) is the nuclear attraction integral between GIAOs ωµ

and ων and center K with increased orbital angular momentum (x-component) of ων .

Field Integral approach

Expanding as sum of charge-less three center field integrals, we arrive at the following ex-
pressions for matrix elements of the paramagnetic spin-orbit operator given in Eq. 4.9:

hPSO,x
µν =− iα2

∑
K

mK,x×[
n′F y(n′ − 1)− i

2
χν,zF

y − 2β′F y(n′ + 1)

−m′F z(m′ − 1) +
i

2
χν,yF

z + 2β′F z(m′ + 1)

] (4.18)

hPSO,y
µν =− iα2

∑
K

mK,y×[
l′F z(l′ − 1)− i

2
χν,xF

z − 2β′F z(l′ + 1)

−n′F x(n′ − 1) +
i

2
χν,zF

x + 2β′F x(n′ + 1)

] (4.19)
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hPSO,z
µν =− iα2

∑
K

mK,z×[
m′F x(m′ − 1)− i

2
χν,yF

x − 2β′F x(m′ + 1)

−l′F y(l′ − 1) +
i

2
χν,xF

y + 2β′F y(l′ + 1)

] (4.20)

Nuclear Attraction Integral approach

Alternatively, we can expand the paramagnetic spin-orbit coupling matrix element into sum
of nuclear attraction integrals by explicitly treating the |r−3| operator. We employ the
following equation:∫

dx
xK
|rK |3

ωµων =

∫
dx

1

|rK |
∂ωµ

∂x
ων +

∫
dx

1

|rK |
ων
∂ων

∂x
(4.21)

After some straightforward but cumbersome algebra we arrive at the following expressions
for matrix elements of the paramagnetic spin-orbit coupling operator given in Eq. 4.9:

hPSO,x
µν =− iα2

∑
K

mK,x

[
4ββ′I(m+ 1, n′ + 1)− 2β′mI(m− 1, n′ + 1)− iβ′χµ,yI(n

′ + 1)

− 2βn′I(m+ 1, n′ − 1) +mn′I(m− 1, n′ − 1) +
i

2
n′χµ,yI(n

′ − 1)

+ iβχν,zI(m+ 1)− i

2
mχν,zI(m− 1) +

1

4
(χµ,yχν,z − χµ,zχν,y) I

− 4ββ′I(n+ 1,m′ + 1) + 2β′nI(n− 1,m′ + 1) + iβ′χµ,zI(m
′ + 1)

+ 2βm′I(n+ 1,m′ − 1)− nm′I(n− 1,m′ − 1)− i

2
m′χµ,zI(m

′ − 1)

− iβχν,zI(l + 1) +
i

2
lχν,zI(l − 1)

]
(4.22)

hPSO,y
µν =− iα2

∑
K

mK,y

[
4ββ′I(n+ 1, l′ + 1)− 2β′nI(n− 1, l′ + 1)− iβ′χµ,zI(l

′ + 1)

− 2βl′I(n+ 1, l′ − 1) + nl′I(n− 1, l′ − 1) +
i

2
l′χµ,zI(l

′ − 1)

+ iβχν,xI(l + 1)− i

2
nχν,xI(n− 1) +

1

4
(χµ,xχν,z − χµ,zχν,x) I

− 4ββ′I(l + 1, n′ + 1) + 2β′n′I(l − 1, n′ + 1) + iβ′χµ,zI(m
′ + 1)

+ 2βm′I(n+ 1,m′ − 1)− nm′I(n− 1,m′ − 1)− i

2
m′χµ,zI(m

′ − 1)

− iβχν,yI(n+ 1) +
i

2
nχν,yI(n− 1)

]
(4.23)
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hPSO,z
µν =− iα2

∑
K

mK,z

[
4ββ′I(m+ 1, n′ + 1)− 2β′mI(m− 1, n′ + 1)− iβ′χµ,yI(n

′ + 1)

− 2βn′I(m+ 1, n′ − 1) +mn′I(m− 1, n′ − 1) +
i

2
n′χµ,yI(n

′ − 1)

+ iβχν,zI(m+ 1)− i

2
mχν,zI(m− 1) +

1

4
(χµ,yχν,z − χµ,zχν,y) I

− 4ββ′I(n+ 1,m′ + 1) + 2β′nI(n− 1,m′ + 1) + iβ′χµ,zI(m
′ + 1)

+ 2βm′I(n+ 1,m′ − 1)− nm′I(n− 1,m′ − 1)− i

2
m′χµ,zI(m

′ − 1)

− iβχν,yI(n+ 1) +
i

2
nχν,yI(n− 1)

]
(4.24)

Appendix B: GIAO matrix elements of the diamagnetic
shielding

Field Integral approach

The following are the expressions for matrix elements of the diamagnetic shielding operator,
given in Eq. 4.8, expanded as sum of charge-less three center field integrals:

hDS,x
µν =

α2

2

∑
K

{(BymK,y +BzmK,z)F
x(l′ + 1)−BxmK,yF

x(m′ + 1)−BxmK,zF
x(n′ + 1)

+[(BymK,y +BzmK,z)Rν,x −BxmK,yRν,y −BxmK,zRν,z]F
x)}

(4.25)

hDS,y
µν =

α2

2

∑
K

{(BxmK,x +BzmK,z)F
y(m′ + 1)−BymK,xF

y(l′ + 1)−BymK,zF
y(n′ + 1)

+[(BxmK,x +BzmK,z)Rν,y −BymK,xRν,x −BymK,zRν,z]F
y)}

(4.26)

hDS,z
µν =

α2

2

∑
K

{(BxmK,x +BymK,y)F
z(n′ + 1)−BxmK,zF

z(l′ + 1)−BzmK,yF
z(m′ + 1)

+[(BxmK,x +BymK,y)Rν,z −BzmK,xRν,x −BzmK,yRν,y]F
z)}

(4.27)
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Nuclear Attraction Integral approach

Similarly, the diamagnetic shielding matrix element can also be expanded as sums of nuclear
attraction integrals employing Eq. 4.21. After some manipulation we can obtain alternative
expressions for the matrix elements of the paramagnetic spin-orbit coupling operator given
in Eq. 4.8:

hDS,x
µν =

α2

2

∑
K

{(BymK,y +BzmK,z){lI(l − 1, l′ + 1)− 2βI(l + 1, l′ + 1)

−(2Rν,xβ
′ + i · χµ,x + χν,x

2
)I(l′ + 1) + [(l′ + 1)− i · Rν,x(χµ,x + χν,x)

2
]I

−2β′I(l′ + 2)− 2Rν,xβI(l + 1) +Rν,xlI(l − 1) +Rν,xl
′I(l′ − 1)}

−BxmK,y[lI(l − 1,m′ + 1)− 2βI(l + 1,m′ + 1)− i · χµ,x + χν,x

2
I(m′ + 1)

+l′I(l′ − 1,m′ + 1)− 2β′I(l′ + 1,m′ + 1)− 2Rν,yβ
′I(l′ + 1)− 2Rν,yβI(l + 1)

+Rν,yl
′I(l′ − 1) +Rν,ylI(l − 1)− i · Rν,y(χµ,x + χν,x)

2
I]

−BxmK,z[lI(l − 1, n′ + 1)− 2βI(l + 1, n′ + 1)− i · χµ,x + χν,x

2
I(n′ + 1)

+l′I(l′ − 1, n′ + 1)− 2β′I(l′ + 1, n′ + 1)− 2Rν,zβ
′I(n′ + 1)− 2Rν,zβI(l + 1)

+Rν,zl
′I(l′ − 1) +Rν,zlI(l − 1)− i · Rν,z(χµ,x + χν,x)

2
I]

}
(4.28)
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hDS,y
µν =

α2

2

∑
K

{(BxmK,x +BzmK,z){mI(m− 1,m′ + 1)− 2βI(m+ 1,m′ + 1)

−(2Rν,yβ
′ + i · χµ,y + χν,y

2
)I(m′ + 1) + [(m′ + 1)− i · Rν,y(χµ,y + χν,y)

2
]I

−2β′I(m′ + 2)− 2Rν,xβI(m+ 1) +Rν,ymI(m− 1) +Rν,ym
′I(m′ − 1)}

−BymK,x[mI(m− 1, l′ + 1)− 2βI(m+ 1, l′ + 1)− i · χµ,y + χν,y

2
I(l′ + 1)

+m′I(l′ + 1,m′ − 1)− 2β′I(l′ + 1,m′ + 1)− 2Rν,xβ
′I(m′ + 1)− 2Rν,xβI(m+ 1)

+Rν,xm
′I(m′ − 1) +Rν,xmI(m− 1)− i · Rν,x(χµ,y + χν,y)

2
I]

−BymK,z[mI(m− 1, n′ + 1)− 2βI(m+ 1, n′ + 1)− i · χµ,z + χν,z

2
I(n′ + 1)

+m′I(m′ − 1, n′ + 1)− 2β′I(m′ + 1, n′ + 1)− 2Rν,zβ
′I(m′ + 1)− 2Rν,zβI(m+ 1)

+Rν,zm
′I(m′ − 1) +Rν,zmI(m− 1)− i · Rν,z(χµ,y + χν,y)

2
I]

}
(4.29)

hDS,z
µν =

α2

2

∑
K

{(BxmK,x +BymK,y){nI(n− 1, n′ + 1)− 2βI(n+ 1, n′ + 1)

−(2Rν,zβ
′ + i · χµ,z + χν,z

2
)I(n′ + 1) + [(n′ + 1)− i · Rν,z(χµ,z + χν,z)

2
]I

−2β′I(n′ + 2)− 2Rν,zβI(n+ 1) +Rν,znI(n− 1) +Rν,zn
′I(n′ − 1)}

−BzmK,x[nI(n− 1, l′ + 1)− 2βI(n+ 1, l′ + 1)− i · χµ,z + χν,z

2
I(l′ + 1)

+n′I(l′ + 1, n′ − 1)− 2β′I(l′ + 1, n′ + 1)− 2Rν,xβ
′I(n′ + 1)− 2Rν,xβI(n+ 1)

+Rν,xn
′I(n′ − 1) +Rν,xnI(n− 1)− i · Rν,x(χµ,z + χν,z)

2
I]

−BzmK,y[nI(n− 1,m′ + 1)− 2βI(n+ 1,m′ + 1)− i · χµ,z + χν,z

2
I(m′ + 1)

+m′I(m′ + 1, n′ − 1)− 2β′I(m′ + 1, n′ + 1)− 2Rν,yβ
′I(n′ + 1)− 2Rν,yβI(n+ 1)

+Rν,yn
′I(n′ − 1) +Rν,ynI(n− 1)− i · Rν,y(χµ,z + χν,z)

2
I]

}
(4.30)

In the above expressions, β, β’ are the Gaussian exponents of the primitive GIAO’s µ,
ν. Rν,x, Rν,y, Rν,z are the x, y, z Cartesian components of the primitive GIAO ν. And χν is
the vector

χν = B×Rν (4.31)
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4.5 Supplementary Information
The S.I. for this data my be readily accessed from the publication source in its citation[100].
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