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Robust diversity in cognitive science
Joachim Vandekerckhove1,†, Corey N. White2, Jennifer S. Trueblood3, Jeffrey N. Rouder1, Dora Matzke4, Fábio P. Leite5,
Alexander Etz1, Christopher Donkin6, Berna Devezer7, Amy Criss8, and Michael D. Lee1

This document was compiled on August 31, 2019. This is the concluding paper for a pair of special issues of Computational Brain & Behavior, volume 2, issues 3 and 4.

The target article on robust modeling (Lee et al.) generated a lot
of commentary. In this reply, we discuss some of the common
themes in the commentaries; some are simple points of agreement
while others are extensions of a practical or abstract nature. We
also address a small number of disagreements or confusions.

Points of broad agreement

A number of commentaries reinforce arguments made in the target
article, providing some reassuring robustness that other cognitive
modelers have had similar experiences. Emmery, Kádár, Wilt-
shire, and Hendrickson echo our warnings about over-reliance
on benchmarks from their machine learning perspective. Kennedy,
Simpson, and Gelman use prior predictive checks to test model
predictions in ways that we agree are principled and powerful, and
join us in emphasizing generalization and prediction. Crüwell, Ste-
fan, and Evans develop categories of modeling goals, and map
them onto approaches to robustness that we think are compatible
with the target article.

Conceptual analysis and extensions

Right off the bat, the commentaries raise interesting basic ques-
tions. De Boeck, Jeon, and Gore ask whether all this means we
think cognitive modeling is in crisis, and Gluck asks us to define
what we mean by “robust.”

Where is the crisis?. To answer De Boeck et al.: We do not
believe cognitive modeling is currently in crisis, but we think it can
always do better. If a neighbor’s house is found to rest on shaky
ground, it is natural and probably wise to start thinking about one’s
own foundations. We view recent open-science developments
in psychology and other sciences as a useful starting point to
explore whether and how we might similarly extend and improve
the cognitive modeling enterprise.
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Functional specification. We greatly appreciate Gluck’s com-
ments about the term “robust” (see also Gluck et al., 2012). Indeed,
robustness implies the presence of a function (something that is
to be left intact) and a perturbation (something that threatens the
integrity of the function). The function of modeling is a topic of
some discussion in these special issues – it may be to generalize,
to explain, to translate to practice, to monetize, and so on. And, to
differing degrees, these functions may be robust against certain
perturbations, while being sensitive to others. Certainly, we want
generalization and translation to be robust against, say, the identity
of the lead researcher; but we want them to be sensitive to the data
that are obtained. Functional specification would involve document-
ing the teleology of a model as well as what boundary conditions
exist on its use. We appreciate that the interpretation of robust-
ness can be diverse and that different functional specifications will
naturally lead to different robust practices.

As a potential narrow specification, a function of cognitive mod-
eling could be to draw generalizable conclusions about the mind.
Some common perturbations threatening that function are undocu-
mented differences between labs, researchers’ habits, locations,
time, and other sources of variability that are not expected to mod-
erate any conclusions but that nevertheless sometimes occur when
researchers in experimental psychology try to replicate published
results (Baribault et al., 2018; Dutilh et al., 2017; Silberzahn et al.,
2018; Steegen, Tuerlinckx, Gelman, & Vanpaemel, 2016). Robust-
ness, in that narrow sense, is the desirable quality of a method or
workflow that it generates conclusions that are likely to replicate
on repetition.

However, the field of cognitive modeling is broad and diverse
and will certainly benefit from functional specifications that are
similarly broad and diverse. For example, Gunzelmann points out
that even pre- and post-registration will not solve some debates in
cognitive modeling because the bounds on the phenomena to be
explained are themselves not clear. Szollosi and Donkin raise the
related problem of theoretical flexibility, which may similarly frus-
trate scientific progress even in the idealized case where all studies
are preregistered. De Boeck et al. point out that robustness fail-
ures can be inherent in investigating non-robust phenomena. In
all of these cases, functional specification—that is, being explicit
about what one is trying to achieve—will undoubtedly help.

Kellen suggests a robustness whose function extends beyond
statistical modeling and inference issues, to more complete ac-
counts of the modeling process. Kellen draws upon seminal work
by Suppes (1966) to suggest a richer framework that involves an
interacting hierarchy of modeling practices that characterize the
enterprise more completely. It is fair to note that our scope was not
as ambitious as it could have been in that regard, and was focused
on fairly concrete modeling practices.

Solution-oriented modeling. Our target article discussed at
some length the concept of solution-oriented modeling (Watts,
2017). Not everyone agrees that solution-oriented science is worth
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pursuing. Indeed, some commenters are of the opinion that formal
modeling, or even most of science, is by definition exploratory,
creative, and difficult to plan (De Boeck et al.; Van Zandt and
MacEachern; Lilburn, Little, Osth, and Smith; Shiffrin).

On the extreme end of that spectrum, Shiffrin’s “Misunder-
standing the goal of modeling” seems rooted in the idea that the
only valid goal for cognitive modeling is exploration and modeling
is limited to the context of discovery. While we have no strong
opinions on the precise ideal balance between the two modes
of scientific research, we do believe that a critical component of
science is the pursuit of confirmation and the context of justifica-
tion.1 It is of course every researcher’s prerogative to be interested
only in the making of claims, but we fundamentally disagree with
Shiffrin when he writes that confirming claims is not a goal of
model-based analysis. The ability to confirm a claim by successful
prediction, and by demonstrating that it holds in repeated sam-
ples under predictable circumstances, seems a useful one when
addressing practical issues.

Collectively, the rest of the commentaries make clear that there
is no consensus about how important it is to develop and evaluate
cognitive models in the context of real-world problems. On the
one hand, Szollosi and Donkin appear to see the goal of cogni-
tive modeling primarily in terms of improving theories, and leave
little room for applications. On the other hand, Wilson, Boag,
and Strickland advocate for applications, working through what
is needed for cognitive models to contribute to improving soci-
ety and solving real-world problems, including the need for a full
pipeline of reproducibility in the real-world situation. Neufeld and
Cutler emphasize real-world possibilities afforded by clinical cog-
nitive modeling, especially with regard to strong prediction tests
about individual differences. Crüwell et al. agree that model ap-
plication could benefit from porting over open-science practices.
Starns, Cataldo, and Rotello appear to be in wholehearted agree-
ment that practical applications matter. Cox envisages a future
repository of models, indexed by their function, and available for
application by researchers, industry professionals, and others.

Conceptual transparency. The issues of functional specification
and solution-oriented modeling are, to our minds, tightly related.
Not only Gluck’s commentary, but also those by Cox, Szollosi and
Donkin, Gunzelmann, De Boeck et al., Kellen, and Heathcote
strengthen our belief that functional specification (e.g., that a mod-
eling exercise is addressing a practical problem) has a role to play
in the pre- and post-registration of cognitive models. Many of the
critiques may be addressed by the conceptual clarity that functional
specification provides. We think that functional specification is a
potentially important addition to the ideas in the target article.

Conceptual extensions. Another line of conceptual extension is
to understand the interplay between confirmatory and exploratory
approaches. Buzbas suggests working toward a more formal
framework for understanding pre- and post-data model adjustment,
and makes the case that it can be valid to do some sorts of con-
firmatory inference when the analysis is data-dependent. More
generally, Buzbas makes a welcome appeal for close ties with
formal statistics. Heathcote also sees models as having inherently
interacting exploratory and confirmatory aspects. Lilburn et al.
argue for the very real possibility that the distinction between con-
firmatory and exploratory approaches will become over-simplified,
and make a compelling case for preserving nuance.

1“Discovery and justification are temporally distinct processes: At the beginning, something is dis-
covered. Subsequently, it is justified” (Hoyningen-Huene, 2006, p. 120).

Practical refinements and extensions

Many commentaries seem in broad agreement with our major
points, but raise challenges or suggest solutions when it comes to
the details. For example, several commentaries discuss the details
of pre- and post-registration. Crüwell et al. and Lilburn et al. point
out that there is work to be done fleshing out the details of exactly
how lab book and similar ideas be implemented. Palmeri, De
Boeck et al., and Heathcote, among others, raise the issue of the
level of detail that is appropriate for post-registration in particular.
They are right that there is always a balance between effort and
reward (and, e.g., the didactic value of a post-registration will be
difficult to measure), and it will be interesting to see where the field
finds the appropriate balance. Heathcote puts it well: “any scheme
to prescribe modeling research practices needs to be mindful of
the compliance (and hence opportunity) cost” (p. **).

Despite these reservations, there seems to be broad agreement
that cognitive modeling will benefit from the recent upsurge in
sharing, documenting, and curating data and code. But there will
certainly be limits: Emmery et al. give sobering lessons from the
neighboring field of machine learning relating how hard it can be
to put desirable developments like reproducible and interpretable
code into pervasive practice (see also Stodden et al., 2016).

Even better practices before data are collected. Vanpaemel
extends our emphasis on preregistering predictions to pre-
registering risky predictions. We completely agree, and think the
Bayesian framework of data priors, which essentially functions to
find critical tests of theories and models, is especially apposite for
our purposes. Kennedy et al. discuss in detail the use of prior pre-
dictive checks, which are a principled tool for expressing the exact
predictions of a model and a powerful method for preregistering
model comparison plans.

Heck and Ertfelder and Pitt and Myung thoroughly discuss
methods that optimize the expected information gain from data
collection, which we believe are powerful and useful for model
comparison, especially when data are not cheap to collect.

Starns et al. expand on the practice of blinded analysis (see
also Dutilh, Sarafoglou, & Wagenmakers, 2019), of which there
are now a few worked examples in the literature (e.g., Dutilh et al.,
2017; Morey et al., 2019; Starns et al., in press).

Even better practices after data are collected. As argued by
Blaha, data visualization and visual contact between data and
models is a central component of model-based data analysis as
well as model development. Especially as access to data becomes
more democratic—and not everyone who is charged to interpret
data is necessarily trained in quantitative methods—graphical meth-
ods will become more influential. The rise of data visualization as
an area of research in its own right is exciting.

Openness, transparency, and reproducibility. Poldrack et al.
emphasize openness and transparency with a worked example
coming from the Brain Imaging Data Structure community in cog-
nitive neuroscience. They argue that “the transparent sharing of
model specifications, including their inputs and outputs, is also
essential to improving the reproducibility of model-based analy-
ses.” In a similar vein, Broomell, Sloman, Blaha, and Chelen
encourage registering details of stimuli, and Heathcote encour-
ages broader registered documentation beyond the modeling code
and behavioral data needed for the associated paper.
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Here, too, these practices can serve different functions (error
checking and reproducibility, improve public confidence, encourage
broad research participation) and fortify against different threats.

Disagreements and confusions

In a few cases, we simply disagree with the commenters in limited
ways.

Confirmatory does not prevent exploratory. A broad concern
engendered by the target article related to the relative merits of
confirmatory and exploratory research. We emphasized new ideas
that involved confirmatory approaches, especially in the form of
pre-registration.

Many commentaries provided excellent general arguments (and
specific examples) of the foundational role exploratory research
plays in theory and model development. Van Zandt and MacEach-
ern emphasize “the subjective and exploratory nature of model
development” (p. **). Neufeld and Cutler and Shiffrin emphasize
the merits of data-driven research based on abductive reasoning,
in which models are built to be descriptively-adequate accounts of
available data. Palmeri relates a clear and instructive case study
regarding the predictive failure of one model of category learning
leading to the exploratory adequacy and subsequent robustness
of another.

Lilburn et al. argue that the dichotomy between exploration
and confirmation implies that confirmation is to be preferred, but
good practice is to mix exploration and confirmation. We believe
the latter opinion is well in line with our proposed practice of “com-
plete modeling,” but we do not share Lilburn et al.’s concern that
exploratory modeling would evaporate if a new branch of confirma-
tory modeling should arise. All of the authors of the target article
engage in exploratory modeling all of the time, and recognize its
fundamental value. We have no intent to criticize exploratory ap-
proaches to modeling; we certainly agree that exploratory research
should never be considered “merely exploratory” (an expression
used by both Lilburn et al., p. **, and Palmeri, p. **); and we
believe that anyone who wants to engage exclusively in exploratory
research should be free to do so confidently. We think it is possible
to introduce ideas like pre-registration that bolster confirmatory
research practices in cognitive modeling without diluting the ex-
ploratory approach to research on which the field has been built
and continues to thrive. Likewise, post-registration can bolster
exploratory model development by reporting paths taken during
the exploration.

However, we also believe some commenters underestimate the
practical feasibility of confirmatory modeling. To give an example,
Van Zandt and MacEachern extensively refer to Yu, MacEachern,
Peruggia, et al. (2011) as exemplary of the fundamentally creative,
exploratory, even unpredictable nature of model development. But
consider the steps taken in that article from the point of view of
the three analysts. First they are handed a small data set, to
which they ply their art and generate, in a creative fashion, an
appropriate model. Then they provide to a neutral third party a
detailed description of their modeling strategy and the resulting
model. Finally, their model is subjected to a larger data set and
evaluated on its out-of-sample performance. This does not strike
us as incompatible with confirmatory research so much as an
excellent example of a worked Registered Modeling Report avant
la lettre.

Power vs. planning. Perhaps more than any other of our com-
ments, our dismissal of power analysis drew explicit criticism. Our
dismissal should not be construed too broadly; elsewhere in the
target article we recommend prospective analyses such as pa-
rameter recovery simulation to establish sufficient resolution and
optimal experimental design analysis to determine appropriate
sample sizes. Narrowly defined – in the context of null hypothesis
testing and prior to obtaining the data, power analysis is a fine
tool (Gluth and Jarecki). More broadly, several articles in these
special issues discuss design optimization (Heck and Ertfelder;
Pitt and Myung) and other prospective analyses (Kennedy et
al.; Vanpaemel) that encompass or supersede classical power
analysis.

However, as far as (narrow) power analysis goes, we felt it
necessary to emphasize the select areas of application because
its importance is often overstated beyond its appropriate niche
role. For example, “post hoc” power analyses are now sometimes
requested by reviewers or required by journal policies (e.g., Journal
of Experimental Psychology: Human Perception and Performance,
2019) in order to determine, retrospectively, whether a completed
study would have had the prospective power to detect the effect it
did, in fact, detect. Such fallacious calculations of power for data
analysis are at best uninformative and more likely misleading to
readers and reviewers and we do not recommend them (Gelman,
2018; Hoenig & Heisey, 2001).

Our recommendations regarding good practices before data
are collected notwithstanding, even if a researcher did not use any
method to determine their sample size (because they did not think
to, or because they had no control over the size of the sample; and
because their data collection plan did not undergo peer review),
their data are just as valid and their conclusions should be con-
sidered equally. After the data are collected, all that matters are
the data and the models. The misconception that the expected
informativeness of a study (sometimes expressed in a prospec-
tive power analysis) is indicative of the actual informativeness of
the study as realized ; that is, the “misconception that what holds
on average—across an ensemble of hypothetical experiments—
also holds for each case individually” (Wagenmakers et al., 2015,
p. 913) is sometimes termed the power fallacy.

Qualitative and quantitative fit. A point on which we think there is
surface confusion, but underlying agreement, relates to incorporat-
ing qualitative features into model evaluation and comparison. For
example, Shiffrin’s commentary argues that we over-emphasized
quantitative fitting of models to data at the expense of more quali-
tative evaluations that are relevant to identifying the causal factors
at the heart of effective theories and models. In the target article,
we discussed the use of more general utility functions to compare
models to data, allowing a capability to reward or penalize models
in terms of the connection between key theoretical predictions and
qualitative properties of the data. But where we see qualitative
and quantitative evaluations as two ends on a continuum of utilities
for scoring models to data, Crüwell et al. argue that “these differ-
ent forms of assessment reflect fundamentally different goals of
implementing models” (p. **).

Kellen advocates for more flexible evaluation criteria of this
sort, capable of answering questions like “What are the diverging
predictions and how do they connect with the theoretical claims
made in each model?” (p. **). He also emphasizes that how to
measure depends on goals and that goals may shift the desired
balance between fit and parsimony. A similar argument is made by
Cox, who places an emphasis on functions such as measurement
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models and substantive models.
In general, we believe there is underlying agreement that as-

sessing models based on qualitative patterns is both sensible and
worthwhile above and beyond quantitative model fitting (see also
Navarro, 2019).

Conclusion, for now

Our target article aimed to use the crisis of confidence in experi-
mental psychology as a catalyst to think about ways in which cog-
nitive modeling might be more robust. The discussion surrounding
the article has played out in many different venues—conference
symposia, social media, and now in two back-to-back special is-
sues of Computational Brain & Behavior—and has become more
vibrant and more broadly based than we had ever imagined.

Several of the commentaries propose more detailed, or better,
practical recommendations. Others provide thoughtful conceptual
analysis and extensions. Yet others pose interesting questions
about the goals and application areas of model-based analysis. It
is clear that this rich discussion stems from the large variation in
modeling approaches, the differing goals of modeling exercises,
and the wide diversity of researcher backgrounds that exist in
the field and that are represented among the many contributors.
Such diversity in goals and approaches—balancing discovery with
justification, model building with model testing, and encompassing
models with measurement models—is a major strength of cognitive
modeling (Devezer, Nardin, Baumgaertner, & Buzbas, 2019).

Our main takeaway from this debate is set up nicely by Gluck’s
observation that a determination of robustness of a practice re-
quires a function of that practice. It is clear that cognitive modeling,
like much of science in general, has multiple potential functions.
Lucid specification of one’s goals is hence a prerequisite for de-
termining whether certain methodological practices are robust or
rather brittle. In that vein, we hope this pair of special issues is only
the start of a growing compendium of good practices in cognitive
modeling.
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