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Millimeter-wave spectroscopy of low-dimensional molecular metals
in high magnetic fields
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" Department of Chemistry, Indiana University, Bloomington, IN 47405, USA
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Abstract

We have used a cavity perturbation technique to probe the electrodynamic response of various low-dimensional
molecular metals in high magnetic fields. We discuss some of the technical aspects of these measurements and go on to
present recent experimental data obtained in magnetic fields of up to 33 T. In addition to providing finite frequency
information in this frequency range, which is highly relevant to narrow bandwidth conducting systems, we show how the
extreme flexibility and sensitivity of this technique offers great potential for probing the properties of novel materials in
high magnetic fields. ( 1998 Elsevier Science B.V. All rights reserved.

PACS: 07.57.Pt; 71.18.#y; 71.20.Rv; 74.25.Jb
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1. Introduction

The use of microwave techniques to probe the
electrodynamic properties of metals is not new.
However, due to recent interest in exotic conduct-
ing systems, such as high-temperature supercon-
ductors (HTS), heavy-fermion (HF) metals, and

low-dimensional systems (LDS), this experimental
field is undergoing a renaissance [1]. Low-dimen-
sional molecular conductors [2] encompass much
of the physics common to HTS, HF metals and
LDS, e.g. superconductivity, antiferromagnetism,
etc. However, a particular attraction to experi-
mentalists is the possibility, through subtle chem-
istry, to alter the structures of molecular
conductors without compromising sample quality,
which is often exceptionally high [3]. This permits
a comprehensive investigation of the correlation
between chemical structure and physical properties
[3].
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The millimeter-wave spectral range (30—
300 GHz) is particularly important for studying the
electrodynamics of high-quality molecular conduc-
tors because it coincides with the typical electron
scattering rates at liquid helium temperatures. Fur-
thermore, the radiation energy (hl&1 meV) is
comparable to a number of other important energy
scales in these materials, e.g. superconducting or
density wave energy gaps, or the cyclotron energy
in magnetic fields of the order 1—10 T.

There is also great interest in subjecting low-
dimensional molecular conductors to intense (high-
est available) magnetic fields [4], perhaps more so
than for any other class of material. There are many
reasons for this and we list a few examples here.
Due to the exceptional quality of these materials, it
is possible to observe beautiful quantum effects at
low temperatures, and in magnetic fields of a few
tesla and upwards (see below) which, in turn, allow
an accurate determination of the electronic struc-
ture, or Fermi surface (FS) [3]. Due to relatively
low electronic densities, the quantum limits for
these materials are often only a few hundred tesla;
as a result, there is great interest in what will
happen as the quantum limit is approached [5].
Indeed, the quasi-one-dimensional (Q1D) conduc-
tor (TMTSF)

2
ClO

4
was the first material to exhi-

bit a series of field-induced-spin-density-waves
(FISDW) states, exhibiting a behavior analogous to
the quantum Hall effect (QHE) [3]; recently, a
number of other molecular conductors have shown
evidence for a QHE [5,6]. In contrast to the
FISDW, many of the other ground states common
to low-dimensional molecular conductors become
unstable in magnetic field [2,3]. There are, there-
fore, intense experimental and theoretical efforts
charged with investigating the phase diagrams of
these materials. Destruction of the superconducting
state (achieved in fields of the order of few tesla),
exhibited by certain classes of organic conductor,
permits Fermiology studies of the normal metallic
state [3]; this has not been possible in HTS due to
huge superconducting critical fields (H

C2
) and poor

sample quality.
Our aim has been to combine microwave meas-

urement techniques with the highest continuous
magnetic fields available at the National High
Magnetic Field Laboratory (NHMFL). We will

show how such a capability can provide consider-
able insight into many of the problems outlined
above.

2. Experimental

We use a millimeter-wave vector network ana-
lyzer (MVNA [7]) to monitor the phase and ampli-
tude of millimeter-wave radiation transmitted
through a resonant cavity containing the sample
under investigation. The MVNA allows measure-
ments in a very extended frequency range (continu-
ously sweepable from 8 to 350 GHz) and employs
purely solid-state electronics [8]. The system em-
ployed at NHMFL is capable of making measure-
ments in the frequency range u"2pf"
30—150 GHz (j&1—5 mm).

The use of resonant cavities offers many advant-
ages in this frequency regime, particularly in the
case of small metallic crystals, where the radiation
wavelength is comparable to the sample dimen-
sions [9]. Under these conditions, the sample per-
turbs the electromagnetic field distribution within
the cavity. Due to the highly resonant nature of the
problem, the resonance condition is very sensitive
to small changes in the sample conductivity p(u).
Another advantage of this technique is that, by
carefully positioning the sample within the cavity,
one can excite AC currents in any desired direction
within the sample [9]. The so-called ‘cavity per-
turbation’ technique has been used by several
groups to study molecular conductors [9,10], how-
ever, there are relatively few reports involving high
magnetic fields [11—13].

The basic principle of the cavity perturbation
technique is as follows. Provided that a sample
placed inside a resonant cavity acts as a small per-
turbation of the electromagnetic field distribution
within the cavity, it is possible to relate changes in
the quality (Q) factor of the resonance, and the
resonance frequency ( f

0
), to changes in the complex

electrodynamic response of the sample. The speci-
fics of the technique are highly dependent on the
type of sample (i.e. whether metallic, magnetic, in-
sulating, etc.), as well as the geometries of the
sample and cavity — an excellent account of these
techniques may be found in Ref. [9]. For highly
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conducting samples, changes in Q and f
0

are dir-
ectly related to changes in the surface impedance,
Z

S
"R

S
#iX

S
, of the sample which, in turn, is

related to the complex conductivity through the
expression

Z
S
(u)"A

iku
p(u)B

1@2
.

Dissipation generally causes changes in Q, while
dispersion results in changes in f

0
; in the above case,

dissipation occurs at the surface of the sample due
to its surface resistance, while the surface reactance
affects f

0
. In the case of a poor conductor, dissipa-

tion is related to the magnitude of the imaginary
component of the dielectric function [e

2
Jp

1
(u)],

while the dispersion is related to e
1
. In the following

sections, we use the cavity perturbation technique
to investigate the properties of a number of highly
anisotropic, generally quasi-two-dimensional
(Q2D), metals. These materials may be thought of
as good conductors in two dimensions, however,
they are fairly poor conductors normal to these
good conducting layers; thus, our analysis is some-
what different for different experimental geometries
[14].

In all of the studies detailed in this work, we
employed cylindrical copper (OFHC) cavities in
transmission mode. Predominantly TE01p (p"
0, 1, 22) modes were excited, providing several
modes in the desired frequency range, with loaded
Q’s of up to 20,000. The applied DC magnetic field
was directed parallel to the cavity axis. The cavity
and, therefore, the sample could be maintained at
any temperature in the range from 1.25 to 60 K.
Both superconducting and Bitter-type magnets
were employed.

Using the phase information from the MVNA,
we phase locked the source frequency directly to
the cavity. We then used a frequency counter to
measure changes in the source frequency and,
therefore, f

0
. An advantage of phase locking to the

cavity is that the Q-factor of the resonance is
proportional to the amplitude, on resonance, of
the signal transmitted through the cavity. Conse-
quently, the procedure for making measurements of
Q and f

0
is very straightforward and does not

involve scanning the entire resonance for each data
point.

3. Cyclotron resonance

Several cyclotron resonance (CR) studies of Q2D
organic conductors based on the donor molecule
BEDT-TTF (bis-ethylenedithio-tetrathiafulvalene,
or ET for short) have been reported over the past
few years [11,12,15—17]. In particular, attention has
focused on the well characterized a-(ET)

2
NH

4
Hg(SCN)

4
organic conductor which, in contrast to

its a-phase counterparts, is known to possess
a somewhat simpler FS and remains metallic down
to 1 K, at which point it becomes superconducting
[3]. However, a wide range of conflicting values for
the effective mass, deduced from CR (m

CR
), have

been reported for this material [11,12,17]. A recent
study by Hill [18] has shown how many of these
results may be reconciled; it is predicted that
a novel CR behavior results from the unique FS
topologies common to these highly anisotropic
conductors, and that the resonance condition is
highly sensitive the exact geometry in which the
experiment is carried out.

In order to check these predictions thoroughly,
we have performed CR measurements using the
highly sensitive cavity perturbation technique. The
most interesting geometry to consider is one where
the DC magnetic field is applied normal to the
conducting layers and AC currents are induced in
the sample which are parallel to the field (N.B. for
free electrons, the field would not affect the carrier
dynamics in this direction). However, although mo-
mentum must be conserved parallel to the applied
field, it is possible, in a highly anisotropic conduc-
tor, for the carrier velocities in this direction to be
modified by the field — this occurs because of the
complex variation of the effective mass tensor (dis-
persion) about the FS [18]. Fig. 1 shows a crude
example of this, for the case of a warped cylindrical
FS, where the warping axis is not parallel to the
cylinder axis; such a FS is a good representation for
the Q2D a-phase organic conductors [3,18]. If the
DC field is applied parallel to the cylinder (least
conducting direction), carriers will sweep out tra-
jectories about the FS in a plane perpendicular to
the field. It can be seen from Fig. 1, that this results
in a modulation of the carrier velocity components
parallel to the field; thus, CR should be observed
for this geometry. Indeed, CR is observed and, if the
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Fig. 1. Dynamics of carriers on a warped cylindrical FS in
a magnetic field (B) applied parallel to the axis of the cylinder;
note the modulation of the carrier velocity component parallel
to the field.

Fig. 2. (a) Raw CR data obtained for a-(ET)
2
NH

4
Hg(SCN)

4
, at

1.5 K and for a frequency of 60.2 GHz (h"10°); the inset shows
the harmonic relationship between the resonances in the main
part of the figure (marked by arrows). (b) A simulation of the
data in (a), using the parameters indicated. (c) Further simula-
tions for different angles, h, between the applied field and the
normal to the conducting layers; the inset shows raw data for
h"0°, ¹"1.5 K and f"60.2 GHz.

field is tilted away from the cylinder axis, a complex
spectrum of harmonics is seen (see below).

Fig. 2a shows conductivity data obtained from
a single a-(ET)

2
NH

4
Hg(SCN)

4
crystal, where the

sample was tilted so that there was a small angle
(h"10°) between the least conducting axis and the
applied DC field. Three peaks are observed
(marked by arrows), which move to higher fields as
the frequency is increased, as expected for CR [14].
The data are plotted against inverse magnetic field
in order to demonstrate the harmonic relationship
between the resonances (see inset). Fig. 2b shows
a simulation of the data obtained using, as input
parameters, an ellipticity K"0.65 for the FS cross
section, an effective mass m

CR
"1.9m

%
, and a scat-

tering rate q"(u/7). These values are in reasonable
agreement with values deduced from thermodyn-
amic and transport measurements [3]. As the field
is tilted towards the normal to the conducting
layers (h"0°), the strongest (fundamental) reson-

ance diminishes in strength, and eventually vanish-
es so that only the second harmonic is observed —
see Fig. 2c and inset.

The above behavior can account for earlier esti-
mates of m

CR
, which were more than a factor of two

lower than the effective mass, m*, deduced from
thermodynamic measurements. The present
measurements confirm the novel CR behavior ex-
pected for the FS depicted in Fig. 1 [18], and give
a value of m* which is much closer to the thermo-
dynamic value of m*"(2.1—2.4)m

%
(see below). It is

possible that the remaining discrepancy is due to an
enhancement of m* caused by many-body effects, as
suggested by previous authors [15].
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Fig. 3. (a) SdH effect in a-(ET)
2
NH

4
Hg(SCN)

4
; the frequency is

49 GHz. (b) Effective mass plot [19].

4. Shubnikov—de Haas effect

At higher magnetic fields it is possible to observe
the Shubnikov—de Haas (SdH) effect using the
cavity perturbation technique [8]. In contrast to
conventional methods, this possibility offers the
distinct advantage of avoiding the complications
and artefacts associated with making electrical con-
tacts to a sample. Furthermore, the well-controlled
electromagnetic environment within a resonant
cavity offers precise control over the geometry of
the experiment, unlike four-terminal DC measure-
ments, where it is not at all certain which compon-
ent of the resistivity tensor dominates the voltage
measured; this is particularly true in the case of
highly anisotropic conductors.

Using cavities with Q-factors in the (1-2)]104
range, we have made measurements which, in the
very worst case, are comparable in sensitivity to an
equivalent DC measurement; in most instances, we
use the smallest available samples, i.e. (300]
300]50 lm3. Fig. 3a shows measurements of the
in-plane (parallel to the conducting layers) surface
resistance at several temperatures, again for the
a-(ET)

2
NH

4
Hg(SCN)

4
organic conductor; the field

is applied parallel to the b-axis (least conducting
direction). SdH oscillations can clearly be seen,

which increase in amplitude on lowering the tem-
perature. Fig. 3b shows a semi-log plot of the oscil-
lation amplitude, divided by temperature, versus
temperature. The points fall on a straight line, as
expected from the Lifshitz—Kosevich formula
which is often used to analyze SdH data [19]. From
the slope of the data in Fig. 3b, we obtain an
estimate of the transport effective mass (,m*), in
this case m*"2.35m

%
. The frequency of the SdH

oscillations is 565 T which, like m*, is in excellent
agreement with published results [3].

Given the accuracy and the sensitivity of this
technique, we have used it to study a tiny single
crystal of j-(BEDT-TSF)

2
Cu[N(CN)

2
]Br, where

BEDT-TSF (bis-ethylenedithiotetraselenafulva-
lene, or BETS for short) is a variation of the ET
molecule, obtained by selectively substituting some
of the sulfur atoms in the molecule with selenium
[20]. j-(BETS)

2
Cu[N(CN)

2
]Br is isostructural

with the highest temperature ambient pressure
organic superconductor (¹

#
"11.6 K), j-

(ET)
2
Cu[N(CN)

2
]Br, though the former com-

pound remains metallic down to at least 100 mK.
FS studies of both materials are essential in order
to understand the mechanisms which result in the
superconducting ground state for the ET com-
pound. However, attempts to measure the DC SdH
effect in the BETS compound have been unsuccess-
ful, while SdH oscillations are only observed in the
ET compound at very high fields ('40 T) [21] or,
in one case, when the sample is subjected to large
hydrostatic pressures ('8 kbar) [22]. Conse-
quently, the FSs have not been well characterized
in these materials. Furthermore, different band
structure calculations fail to agree upon the precise
FS topology [20,23].

Fig. 4a shows SdH oscillations in the in-plane
(parallel to the conducting layers) surface resistance
of a single j-(BETS)

2
Cu[N(CN)

2
]Br sample, plot-

ted against inverse magnetic field; the field is ap-
plied parallel to the b-axis (least conducting
direction). This represents the first such measure-
ment for this compound. Fig. 4b shows a fourier
transform of the data in Fig. 4a. It is apparent that
a fairly complex spectrum of oscillations is ob-
served, with at least 3 frequencies of a"505 T,
b"3810 T and c"140 T. The b frequency corres-
ponds to 100% of the Brillouin zone (BZ) area [20]
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Fig. 4. (a) SdH effect in j-(BETS)
2
Cu[N(CN)

2
]Br. (b) Fourier

transform of the data in (a); the inset shows the standard j-phase
FS (see text).

Fig. 5. (a) Dissipative and (b) dispersive response of g-Mo
4
O

11
,

with the magnetic field applied normal to the conducting layers.

and arises due to magnetic breakdown (see inset to
Fig. 4b). The a frequency, therefore, corresponds to
about 13.3% of the BZ area and can be assigned to
the closed hole pocket common to most of the
j-phase salts, as depicted in the inset to Fig. 4b [3].
The c frequency, on the other hand, cannot be ex-
plained in terms of such a simple FS, though it is
similar to the 160 T frequency obtained for the ET
analogue when subjected to a pressure of 9 kbar
[22]. Recent band-structure calculations by Ching
et al. [23], for j-(ET)

2
Cu[N(CN)

2
]Br, have sugges-

ted a subtle modification to the standard j-phase
FS depicted in the inset to Fig. 4b; this modifica-
tion arises because of a doubling of the unit cell size
along the b-axis. We speculate that a similar FS
modification, for the j-(BETS)

2
Cu[N(CN)

2
]Br ma-

terial, may explain the additional SdH oscillation
frequency observed in this study. Clearly, further
theoretical and experimental studies are required to
resolve this problem.

5. The semi-metallic to semiconducting transition
in g-Mo

4
O

11

The Q2D inorganic charge-density-wave (CDW)
conductor g-Mo

4
O

11
is known to undergo a field-

induced transition above &18 T, and at low tem-
peratures (¹(25 K), taking it from a semi-metallic
to a semiconducting state [5]. We have used meas-
urements of the high-frequency conductivity to in-
vestigate this transition further.

The most striking feature is observed for the
conductivity in the least conducting direction, as
shown in Fig. 5. In this figure, both the dissipative
(Fig. 5a) and dispersive (Fig. 5b) responses of the
sample have been plotted. The dissipative response
is dominated by a shoulder above 18 T (see
Fig. 5a), which moves to higher fields and becomes
less sharp as the temperature is raised. Such a
shoulder is also observed in DC resistivity meas-
urements and corroborates the suggestion that
a gap has opened up in the electronic excitation
spectrum [5]. However, to the low field side of this
shoulder, a peak in the dissipation is observed
(Fig. 5a), accompanied by a shoulder in the disper-
sive response (Fig. 5b). This dissipative peak, or
‘resonance’, also broadens and moves to higher
fields on raising the temperature, suggesting that it,
too, is associated with the field-induced transition.

The semi-metallic to semiconducting transition
in g-Mo

4
O

11
is brought about by an eventual

uncrossing of the hole and electron Landau levels
(band inversion), when the cyclotron energy
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exceeds the electronic bandwidth [5], i.e. when the
quantum limit is reached. A plausible explanation
for the resonance seen in Fig. 5 is that it is due to
an inter-band transition. According to Ref. [5], the
semiconducting gap opens up at a rate of 14 KT~1,
once the bands uncross at &16 T. In the present
case, the radiation energy corresponding to the
frequency of 44.278 GHz, is &2 K. Therefore, such
an inter-band transition should occur at a field just
above the point where the bands un-cross, i.e. just
above 16 T, in good agreement with the observed
resonance. It is, as yet, unclear why the transition
moves to higher fields as the temperature is raised.
However, it is well known that the ground state
electronic structure of this system, which results
from two successive CDW transitions (at 100 and
&25 K), is extremely delicate [5], e.g. the applica-
tion of moderate magnetic fields or pressures has
a dramatic effect on the band parameters obtained
from SdH measurements.

6. Comment

In this paper, we have given several examples
of how the cavity perturbation technique may be
used to accurately determine the electronic structure
of low-dimensional conductors. However, these
examples merely scratch the surface. Using the
same experimental configuration, it is possible to
probe the AC susceptibility of insulating materials,
this being a particularly powerful capability in the
case of high-field Electron Paramagnetic Reson-
ance (EPR) measurements [24]; again, the sensi-
tivity of the technique enables EPR measurements
to be made on tiny oriented single crystals. Other
possibilities include the combination of pulsed
magnetic fields, or diamond anvil pressure cells,
with this technique. These and other techniques are
currently under development.

7. Conclusions

We have surveyed several ways in which a cavity
perturbation technique may be used to probe the
electrodynamic response of low-dimensional mo-
lecular metals in high magnetic fields. In addition

to presenting recent experimental results, we have
demonstrated the extreme flexibility and sensitivity
of this technique, and its potential for probing the
properties of novel materials in high magnetic
fields.
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