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Abstract

We outline a method to investigate the role of nuclear quantum effects in liquid

water making use of a force field derived from ab initio simulations. Starting from a

first-principles molecular dynamics simulation we obtain an effective force field for bulk

liquid water using the force-matching technique. After validating that our effective

model reproduces the key structural and dynamic properties of the reference system,

we use it to perform path integral simulations to investigate the role played by nuclear

quantum effects on bulk water, probing radial distribution functions, vibrational spectra

and hydrogen bond fluctuations. Our approach offers a practical route to derive ab initio

quality molecular models to study quantum effects at a low computational cost.

1 Introduction

Nuclear quantum effects in liquid water are still under study 30 years after the first pioneer-

ing simulations by Kuharski et al.1 Most studies find that the quantum behavior of hydrogen

atoms leads to a softening of the liquid structure,2 but also the counterintuitive opposite
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effect has been proposed.3 In order to obtain quantitatively reliable results, one faces the

problem of selecting an appropriate model to describe intermolecular and intramolecular

interactions. Empirical models allow numerical simulations of water at fairly low computa-

tional cost, but they are often parameterized on experimental observables4–6 and therefore

they intrinsecally include nuclear quantum effects; performing quantum dynamics simula-

tions with these models, for example using Feynman’s Path Integral (PI) formalism, would

lead to a double counting of quantum effects. To overcome this issue, a two-step procedure

of re-fitting parameters was suggested in.7,8 Alternatively, it is possible to fit empirical po-

tentials to high level data, typically calculated for small water clusters.9–17 Although this

approach has been very successful, for example in accurately predicting the binding energy

of water clusters,17 a potential fitted on cluster models has to contain explicit polarization

to be transferable to condensed phases. In addition, such polarizable models imply relatively

complicated functional forms and high computational cost, due to their iterative formulation.

A possible alternative is to perform parameter-free, first-principles simulations including

ionic quantum effects. Marx, Tuckermann et al. performed ab initio PI molecular dynamics

(PIMD),18,19 in the framework of density functional theory (DFT), to study the solvation

of an excess proton and of the hydroxide ion in water.20,21 A similar approach was used

by Morrone and Car to probe quantum effects in water,22 showing that the inclusion of

nuclear quantum effects improves the agreement of DFT-based simulations with the exper-

imental structure determined by X-ray and neutron scattering.23–25 Although accurate and

predictive, a parameter-free approach based on first-principles molecular dynamics (MD)

simulations has an extremely high computational cost, which limits the size of systems that

can be sampled to less than ∼ 100 water molecules and the time to few tens of picoseconds.

Such limitations hinder the application of ab initio PIMD to heterogeneous systems, such as

air-water interfaces or biological environments, which have been experimentally investigated

in recent times.26–29

In this work we develop a systematic approach to obtain a computationally efficient quan-
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tum model of water, from a reference first-principles (DFT) MD simulation. This model can

be used to overcome the limits of first-principles simulations in terms of time- and length-

scales, thus making it possible to perform large scale simulations explicitly including the

nuclear quantum effects. Within our fitting scheme, intramolecular and intermolecular in-

teractions are fitted using the force-matching (FM) method, which had been previously used

to extract effective interactions for use in classical MD 30 based on reference Car–Parrinello

MD31 simulations. The model functions used for FM are optimized to reproduce the correct

local bulk structure and dynamical properties. The interactions are simple tabulated two-

body non-bonded potentials and tabulated, flexible intramolecular interactions, which are

still very inexpensive to compute in most MD packages. Long-range Coulombic interactions

are taken into account effectively in the non-bonded interactions, thus avoiding the explicit

assignment of charges. To overcome structural deficits that are visible in the FM-based

classical interaction, we introduce corrections using the iterative Boltzmann inversion (IBI)

scheme.32

We apply this multi-scale approach to evaluate nuclear quantum effects on the structure

of water at room temperature as obtained from a first-principles MD, employing the widely

used generalized gradient approximation (GGA) functional by Perdew, Burke and Ernzerhof

(PBE).33 In contrast with standard flexible water force fields,6 the FM potential derived in

this work reproduces very well the vibrational properties of liquid water, including the broad

and complex H-O stretching band. With this tool, which is completely general and not

limited to the specific system, not only can we investigate the impact of nuclear quantum

effects on the structure, but also utilize centroid molecular dynamics (CMD)34 to assess

quantum effects on the dynamic and vibrational properties of water.
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2 Methods

2.1 First principles molecular dynamics

The first-principles simulations of heavy water (D2O) were performed using the CP2K-

Quickstep simulation package.35 Following the Quickstep approach, electronic wavefunctions

are expanded on a localized basis set and an auxiliary plane waves basis set is used to rep-

resent the charge density in reciprocal space. In the real space the electronic Kohn-Sham

wavefunctions are expanded on a TZVP2 localized basis set36 and the cutoff for the auxil-

iary plane waves basis set was set to 280 Ry. The PBE generalized gradient approximation

(GGA) is employed for the exchange and correlation functional.33 All nuclei are described

as classical point particles and the dynamics was evolved integrating Newton’s equations of

motion.

In this framework we simulated a system of 128 heavy water molecules at a density of 1.1

g/cm3 in a cubic box with side length l = 1.568 nm. Prior to the production microcanonical

(NVE) runs, the simulations were equilibrated in the NVT ensemble at T = 320K for 10 ps

using stochastic velocity rescaling.37 The temperature in the 10 ps production NVE data set

was found to be T = 325±0.8K. Note that the simulations were performed at 320K instead

of room temperature in order to improve the efficiency of the sampling, since otherwise the

self-diffusion coefficient of water is limited by both finite size effects and the approximations

in the interactions introduced by GGA.38,39 In the following we assume that the effective

interactions derived from this data set are transferable to room temperature.

2.2 Multi-Scale Coarse-Graining

To derive an effective interaction from the first-principles MD simulation we used the force

matching (FM) method40 with modifications as suggested in the Multi-Scale Coarse-Graining

(MSCG) technique.30,41,42 In this approach, effective interactions between the atoms are

obtained by parametrizing a set of model functions so to reproduce the average total force

4



on each atom. The best possible fit of the average force is determined in a least square

minimization procedure, which has to contain a sufficient amount of frames from the reference

trajectory to represent the ensemble average. The most general form of the model force is

given by:

F
FM = F

FM(f1, . . . , fN) (1)

where the coefficients f1, . . . fN are to be determined in the least square minimization pro-

cedure. In the following, forces on deuterium (D) and oxygen (O) atoms are discussed as

we are first performing FM on a heavy water first-principles reference simulation. For the

non-bonded (nb) interactions between D-D, D-O and O-O we choose spherical-symmetric

forces

F
nb
α =

∑

β

F nb
αβ(rαβ)r̂αβ (2)

where the indices α, β = D,O denotes the different combinations of atom types and the

function F nb
αβ is represented by cubic splines (hence the minimization procedure is carried

out with respect to the cubic splines coefficients30). The internal interactions are represented

by a D-O bonded force:

F
b = F b(rOD)r̂OD (3)

and an angular term depending on the D-O-D bending angle θ:

F
θ = −

∂V

∂θ

∂θ

∂ri
= F θ(θ)∇ri

θ (4)

where i specifies the atom. The different contributions are defined additively:

F
I,FM
i = F

nb
i + F

b
i + F

θ
i (5)
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and I denotes the frame in the reference trajectory. The FM procedure is carried out by

minimizing the difference between the model force F
I,FM
i and instantaneous reference force:

χ2 =
1

3NINAT

NI
∑

I

NAT
∑

i

∣

∣

∣
F

I,REF
i − F

I,FM
i

∣

∣

∣

2
(6)

where NI is the number of frames in the reference trajectory and NAT the number of atoms

of a given type (details of the procedure can be found in ref.42). The FM algorithm was used

as implemented in the VOTCA43 software package.

2.3 Iterative Bolzmann Inversion

As it will be shown below, it is beneficial to the present study to apply an additional correc-

tion in terms of the iterative Boltzmann inversion (IBI).32 This approach, which is commonly

used in the context of coarse-graining (reduction of degrees of freedom), is aimed at exactly

reproducing the reference two-body correlation function g(r). A correction to the potential

is defined which is based on the difference between the current approximation to the 2-body

PMF w(i)(r) = −kBT ln g(i)(r) and the reference w(REF)(r)

∆U (i)(r) = s(w(REF)(r)− w(i)(r)) (7)

= s(kBT ln[g(i)(r)/g(REF)(r)]) (8)

where s is a scaling factor controlling the stability. An iterative procedure is then performed,

where a simulation with the initial U (1) = w(REF) obtained by integration of the FM forces

is used as a starting guess. The procedure is repeated with a corrected potential using Eq.

8 until convergence of the g(i)(r). The advantage of this method is that it will always find

a potential which reproduces the reference structure. However, since IBI assumes that the

difference is based on a pair correlation, 3-body or higher order correlations are not taken

into account. Here we will use IBI only as a small correction to the non-bonded term to
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improve the structural deficiencies of the FM solution.

The interaction ranges, shown in Table 1, were chosen based on the radial distribution func-

tion g(r) as calculated from the first-principles reference simulation. Long range interactions,

such as electrostatics, were not considered explicitly; rather, they were effectively included

in the non-bonded forces. The advantages are a simpler and computationally more efficient

treatment of the interactions, while still maintaining all the information on local structure

and dynamics, which is the focus of this study.

Table 1: Ranges of the tabulated potentials used for force matching.

rmin[ nm] rmax[ nm] ∆r[ nm] rfitmin[ nm] rfitmax[ nm]

V nb
OO 0.24 0.78 0.01 0.28 -

V nb
HO 0.14 0.78 0.01 0.17 -

V nb
HH 0.16 0.78 0.01 0.20 -

V b
HO 0.09 0.11 0.001 0.093 0.107

V b
HOH 1.57 rad 2.1 rad 0.01 rad full range
V b
HH 0.142 0.175 0.01 full range

2.4 Path Integral formalism: equilibrium simulations and Centroid

Molecular Dynamics

The inclusion of nuclear delocalization effects in the classical simulations employing the force-

matched potential was performed making use of Feynman’s Path Integral44 formulation of

Quantum Mechanics. In this formalism, the partition function of a quantum system is

expressed in terms of classical degrees of freedom: a quantum particle is mapped onto a

closed necklace, or ring polymer, of beads coupled to first neighbors via harmonic springs

of elastic constant mω2
0, where ω0 = 1/(h̄βP ) and βP = 1/(PkBT ) is the rescaled inverse

temperature, kB is the Boltzmann’s constant and h̄ is Planck’s constant. The partition
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function of the system can be written as:

Z = lim
P→∞

N(P )

∫

D[x]D[p] e−βPHP (9)

D[p] ≡ dp1 · · · dpP

HP ≡
P
∑

l=1

{

p2l
2m

+mω2
0(xl − xl+1)

2 + V (xl)

}

where N(P ) is a P -dependent normalization constant. Each bead interacts with beads in

other rings at the same imaginary time via the intermolecular potential V . Cyclic conditions

in the sum are enforced, such that xl+P = xl.

In order to efficiently sample the polymer ring configurational space, the numerical integra-

tion of the equations of motion can be performed in the space of the non-interacting normal

modes of the PI ring polymers qn = OT
nlxl; the transformed Hamiltonian thus reads:

HP =
P
∑

n=1

{

p2n
2µn

+
1

2
mω2

0λnq
2
n

}

+
P
∑

l=1

V (xl) (10)

where λn is the n-th eigenvalue of the free ring Hamiltonian. The first eigenvalue λ1 = 0

is related to the translational mode of the free ring, and the corresponding coordinate is

proportional to the chain’s center of mass. By construction, the masses µn do not affect

the equilibrium properties and can be chosen arbitrarily; therefore, their value can be tuned

to reduce the breadth of the frequency spectrum of the system, in order to accelerate and

improve the exploration of the configurational space. Specifically, all frequencies of the free

chain normal modes with n 1 can be collapsed on the same value by setting µn = mλn.

The trajectories generated by the Hamiltonian in Eq. 9 sample the correct configurational

space of the system and can be used to extract equilibrium properties. On the other hand,

they do not provide meaningful information about the real quantum dynamics of the system.

The Centroid Molecular Dynamics (CMD) method, developed by Cao and Voth,34 makes use

of a concept introduced by Feynman, the centroid, to calculate approximate time-dependent
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correlation functions of the quantum system in the short-time regime. The centroid variable

and its momentum are defined as the averages of the beads’ corresponding quantities:

x0 =
1

P

P
∑

l=1

xl, p0 =
1

P

P
∑

l=1

pl (11)

The probability density for the centroid coordinate is obtained from a constrained integration

of the Boltzmann weight in Eq. 9:

ρ(xc) = (12)

= (2πh̄) lim
P→∞

[

mP

2πh̄2β

]P/2 ∫

D[x] δ(xc − x0) e
−βPHP

Accordingly, we can compute an effective potential acting on the centroid position variables

as Veff (xc) = −kBT log(ρ(xc)). The underlying assumption of CMD is that the real quantum

dynamics of the system is approximated by a Newtonian evolution of the centroid coordi-

nates on the potential energy surface generated by the effective potential Veff (xc). The

corresponding equations of motion are given by:

ẋc =
pc
m

(13)

ṗc = −
dVeff (xc)

dxc
= Feff (xc) (14)

Feff (xc) =

〈

1

P

P
∑

l=1

∂V (xl)

∂xl

〉

x0=xc

. (15)

In Eq. 15 the average is performed with the constraint that the ring polymer’s centroid is

held fixed in xc, which is a computationally expensive calculation. This limitation can be

overcome by adiabatically decoupling the motion of the ring polymers’ centers of mass from

the internal fluctuations: rescaling the fictitious masses of the non-zero modes by a factor

γ2 < 1, i.e. setting µ′
n %=0 = γ2mλn, the internal dynamics of the rings evolves artificially

faster than the centroids, while the latter follow the potential energy surface generated ‘on
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the fly’ by the non-zero modes. Additionally, in order to provide a canonical sampling of the

centroid force in Eq. 15, the non-centroid modes are coupled to a thermostat; in contrast,

the dynamics of the centroids remains Newtonian. This strategy, that goes under the name

of Adiabatic Centroid Molecular Dynamics (ACMD), has been shown34 to provide a good

approximation to the short- time quantum dynamics of the system, and is exact in the

harmonic limit for linear operators, for a free particle and in the high temperature limit.

3 Results

3.1 Classical model
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Figure 1: Potentials obtained by integrating the FM forces. The lower right plot shows both
Vb(rDO) (green) as well as Vb(rDD) (red) bonded interactions. Potentials are in kj/mol.

As a first step of our procedure, effective interaction potentials were obtained using FM

based on the first-principles MD reference trajectory. From the total 16 ps first-principles sim-

ulation, 2.5 ps were considered equilibration and discarded. The remaining part was sub-

divided into 29 blocks of 0.5 ps containing 100 snapshots at an interval of 5 fs. The mini-

mization in Eq. 6 was carried out for each block and subsequently the average over all blocks

was taken. In order to extrapolate to the unsampled regions at r < rmin, the force curves

were fit with a power law of the form f(r) ∝ q
rk for the D-D and D-O interactions and a
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Figure 2: Comparison of bond-angle correlations without (upper plot) and with (lower plot)
additional D-D interaction. Shown is the difference with respect to the distribution measured
in the first-principles DFT simulation: ∆p(rOD, θ) = pFM(rOD, θ)− pDFT (rOD, θ).
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reaction-field+VdW interaction of the form f(r) ∝ q
εRF

( 1
r2 − 2kRF ) + (12Ar13 + 6B

r7 ) for the O-O

interaction. The fit included only points in the range rmin ≤ rfitmin since no functional form

for the entire range could be found. The ranges are specified in table 1.

The potentials resulting from the integration of the FM forces (Eq. 2) are shown in

Fig. 1. The Coulombic part of the interaction manifestly dominates the overall shape of

the non-bonded potentials; the D-O bonded interaction shows a pronounced anharmonicity,

while the angular potential is harmonic in good approximation.

The best results were obtained when we considered a classical model employing angular

V (θ) and bond Vb(rDO) potentials, supplemented by an additional anharmonic tabulated

potential Vb(rDD), as shown in Fig. 1. The reason is that with the additional D-D interaction,

correlations between the stretching and bending modes are explicitly taken into account.

This was verified by calculating the bond-angle correlations in classical simulations for force

fields obtained without (FM) and with (FM-DD) additional D-D bonded interaction. The

result is shown in Fig. 2 where the 2-dimensional distribution p(θ, rDO) is compared to the

reference first-principles correlation. In the simulations employing the FM-DD force field,

the agreement is considerably improved.

To asses how well the structural properties of the first-principles simulation are repro-

duced by the FM-DD potentials, we performed a classical MD simulation at the reference

temperature of T = 325K. This simulation was run for 1 ns using a timestep of ∆t = 0.5 fs.

The temperature was controlled using a Langevin thermostat with a characteristic time con-

stant τLangevin = 0.5 ps. Fig. 3 shows the radial distribution functions for D-D, D-O and O-O

including intramolecular contributions. The first-principles structure is in general well repro-

duced; however, some small deviations are visible especially in the D-D radial distribution

function. This deviation is most likely due to the fact that the D-D bonded and D-D non-

bonded distributions overlap. Since only the total force per atom enters the FM algorithm,

the contributions from D-D bonded and non-bonded interactions cannot be distinguished,

hence the balance between these contributions may have been unsatisfactorily reproduced.
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Figure 3: Radial distribution function of FM-DD and IBI corrected classical models (D2O)
compared to the ab-initio reference simulation data at T = 325K.
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Further evidence for this is given by the shifted D-O-D bending frequency, which hints at

a too low D-D bonded force (see following section, Dynamical Properties): a similar obser-

vation was already made in.30 Since it is beneficial for this study to exactly reproduce the

reference structure in the classical MD simulation, an additional correction to the FM-DD

potential was implemented, applying the IBI method as previously discussed. To this end, 70

IBI iterations were performed at a temperature of 325K, each for a simulation length of 1 ns.

Updates were performed for all non-bonded interaction types simultaneously in each step.

The structure in the final iteration is shown in Fig. 3 and the corrections to the FM-DD

potential are shown in Fig. 4. In essence, small corrections to the potential of about 1%

(absolute changes of approx. 0.5kBT ) are sufficient to achieve a very good agreement with

the first-principles radial distribution functions. We will refer to the potential including IBI

correction as FM-DD-IBI.

The structural properties of these force-fields have been further investigated by measuring

the distribution of an orientational order parameter as in,45 defined as

q4 = 1−
3

8

3
∑

j=1

4
∑

k=j+1

(

cos(Ψjk) +
1

3

)2

, (16)

where Ψjk = arccos(r̂ij · r̂ik) is the angle between a selected oxygen atom i and the vectors

connecting the oxygen position ri to its four next neighbors rj and rk (with j, k ≤ 4). The

value 1/3 stems from the ideal tetrahedral angle (arccos(−1/3)). In a perfect tetrahedral

(ice Ih) arrangement q4 = 1 whereas in an ideal gas, q4 = 0. The order parameter can

therefore measure to what extent the liquid has an “on average” hexagonal arrangement.

The distribution of q4 values calculated from MD simulation are shown in Fig. 5. For the

first-principles reference simulation (D2O) a single peak at around 0.9 is observed, whereas

the FM simulations show a secondary peak/shoulder. In the original paper Errington and

Debenedetti45 report that the relative height of the two peaks changes with temperature:

more specifically, at low temperatures the peak at higher (lower) q4 is larger (smaller). In
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our first-principles simulation, the tetrahdral arrangement is more pronounced, which may

be associated with the aforementioned overstructuring problem. It is therefore interesting

to see that the simulations based on the FM force field produce a more “liquid-like” q4

distribution with a higer peak at lower q4. A possible explanation is that multi-body effects

missing in the FM-nonbonded potential are responsible for the high q4 values observed in

the first-principles simulation.
p(
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0

q4
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Figure 5: Comparison of the terahedral oder parameter distribution q4. The top panel shows
the comparison for D2O at T = 325K, the reference temperature of the abinition simulation.
In the bottom, the comparison for H2O at T = 300K in classical and PI MD simulation is
shown

The Virial pressure in the classical FM-DD-IBI simulation of heavy water at ρ = 1.1

g/cm3 was found to be p = 3170 ± 20 bar, which compares well to p ≈ 2500 bar, estimated

for water at ambient temperature by first-principles MD using the PBE density functional.46

Therefore our water model displays the same shortcoming of the reference model, i.e. a

largely underestimated equilibrium density at ambient conditions. It is however worth noting

that such agreement can be fortuitous, since the reference pressure is not explicitly taken

into account in the FM technique as an optimization parameter. A method in which also

the pressure is a target property of the CG model has been proposed by Izvekov and Voth;41

a possible alternative to match the pressure is to introduce pressure corrections in the IBI

method.32,47 Yet, reproducing the reference pressure is out of the scope of the present work.
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3.2 Dynamical properties

Once we have verified that the structural properties of the reference system are reasonably

well reproduced by the FM-DD-IBI interactions, we focused on the dynamical properties

of our water model, namely the vibrational spectrum and the self-diffusion coefficient. To

this end we performed short classical MD runs (106 MD steps, with ∆t = 0.1fs) in the

microcanonical ensemble. The vibrational density of states I(ω) is calculated from the

velocity autocorrelation function of the deuterium atoms according to the relation:

I(ω) =
1

ND

∫ ∞

−∞

dt e−iωt
ND
∑

i=1

〈vD
i (t) · v

D
i (0)〉 , (17)

where ND denotes the number of deuterium atoms in the system and vD
i (t) is the velocity

of atom i at time t. The resulting spectrum is shown in Fig. 6, where it is compared to the

spectrum calculated directly from the first-principles trajectory.

Also in this case we observe a satisfactory agreement between our classical force-field and

the reference (see Fig. 6). In particular, the broad peak at ∼ 2000−2700 cm−1 related to the

D-O stretching mode is quantitatively well reproduced. The shape of the stretching band

represents a major improvement over standard flexible point-charge water models.7,48,49 The

complex shape of the broad D-O stretching band of water is indeed the result of several

concerted electronic intermolecular and intramolecular interactions, which also reflect the

hydrogen bonding environment of water.50–55 It is remarkable, and not obvious at all, that

a relatively simple model like the one proposed here can reproduce the shape of the D-O

stretching band. This indicates that the FM model can effectively account for the electronic

effects explicitly included in the first-principles MD simulations by solving the electronic

structure problem at high computational cost. The power spectrum in Fig. 6 also displays a

broad band with very low intensity at high frequency (∼ 4000−5000 cm−1), outside the range

of the normal modes of heavy water. This signal appears both in the first-principles power

spectrum and in the one obtained using the FM potential, and it is most likely a second-
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harmonic of the D-O stretching band.

The D-O-D bending mode at ∼ 1050− 1200 cm−1 is slightly red-shifted with respect

to the first-principles reference. This discrepancy can be corrected by rescaling the D-O-

D angular potential. We have performed an additional simulation, in which the bonded

angular potential Vθ(θDOD) is rescaled by a factor k′, defined as k′ = ω2
ab-initio/ω

2
FM = 1.1274.

The spectrum obtained from this simulation shows a bending frequency with exactly the

first-principles frequency, leaving the remainder of the spectrum unaffected (shown in Fig.

6 top), thus indicating that the bending mode is not coupled to the other vibrational modes

of the system. From this observation we can argue that the internal D-D interaction is

slightly underestimated in the FM-DD-IBI, most likely due to the aforementioned fact that

the bonded and non-bonded parts of the D-D distributions overlap. Analogously it is also
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Figure 6: Density of states for the FM-DD-IBI water model and the effect of artificially
scaling the intramolecular interactions: (top) scaling the D-D bond and angle interactions
by k

′

= 1.1274 and (bottom) scaling the D-O interaction by k
′

= 1.1.

possible to rescale the intramolecular D-O bonding potential, VDO. In a simulation in which

the VDO is scaled with an arbitrarily chosen factor k′ = 1.1 the stretching peak shifts to higher

wavenumbers, along with the peak at ∼ 4000− 5200 cm−1, leaving the rest of the spectrum

unaffected. This suggests that also the stretching mode is decoupled from the rest of the

vibrational spectrum, and confirms that the high frequency band at ∼ 4000− 5200 cm−1 is

an overtone of the D-O stretching band.

17



The diffusion constant was calculated from the mean square displacement over time,

obtained from an NVE simulation of 1 ns at room temperature (300 K) with the FM-DD-

IBI forces, but the deuterium masses replaced by the appropriate value m = 1.008 au for

light water (H2O). The self-diffusion constant was found to be D = 2.58 × 10−9 m2/s,

which is slightly higher then the experimental value of Dexp = 2.3 × 10−9 m2/s (measured

at T = 298K in56). The good agreement of the diffusion constants shows that the effective

forces also capture the long-time dynamical properties of the system.
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Figure 7: Mean square displacement (MSD) of light and heavy water. The diffusion coeffi-
cient of light water as calculated from the MSD is D = 2.6× 10−9m2/s, to be compared to
the experimental value Dexp = 2.2× 10−9m2/s.

3.3 Nuclear quantum effects

Having validated our classical model on the structural and vibrational properties in the

first-principles simulation of heavy water, we investigated what role, if any, the explicit

inclusion of nuclear quantum effects plays in our model of light water, H2O. Here we rely on

the assumption that the first-principles MD simulation of D2O, used to fit the FM-DD-IBI

classical model, sampled a sufficient portion of the phase space, so that the FM-DD-IBI

is sufficiently transferable to quantum simulations of light water. We performed PIMD

simulations using the FM-DD-IBI potential for 324 molecules employing 32 beads per ring.

The temperature was controlled using a Langevin thermostat (τLangevin = 2 ps) coupled to
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all beads, so to circumvent shortcomings related to non-ergodicity in sampling the modes of

the PI ring polymer.57 The simulation was run at T = 300K, using a timestep of ∆t = 0.5 fs

for a total of 800 ps. The initial configuration was created by choosing an equilibrated

snapshot from the classical (D2O) simulation, where every classical atom was replaced by a

ring polymer with radius r0 = 0.01 nm in the xy-plane. For equilibration, short simulations

using a strong coupling (τLangevin = 0.2 ps) were performed to relax the PI beads into a

globular configuration. The pressure in the PI simulations, computed using the primitive

pressure estimator,58 was found to be p = 3577 ± 81 bar, which represents an increase

of ∆p ≈ 400 bar with respect to the pressure in the classical MD simulation at the same

temperature. This increase, due to the nuclear quantum effect, is in agreement with former

studies that reported an increased equilibrium density when simulating water in the constant

pressure (NPT) ensemble.7

To compare the Path Integral results to the corresponding classical setup on equal foot-

ing, also classical simulations using the FM-DD-IBI potential of light water at T = 300K

were performed; the resulting data are shown in Fig. 9. In the PI simulation we observe a

softening of the structure with respect to the classical simulation, most pronounced for the

intramolecular peaks of the radial distribution functions. The agreement with experimental

structural properties improves significantly for the H-H and H-O radial distribution func-

tions. On the other hand, the intermolecular distributions are much less affected by quantum

effects, as it is visible in the O-O radial distribution function. Similarly, the tetrahedral or-

der of the liquid is essentially unaffected by the Path Integral description of the nuclei, see

bottom panel of Fig. 5. These results lead us to the conclusion that the explicit inclusion

of nuclear quantum effects by means of the PI method does not significantly improve the

over-structuring which is commonly found in first-principles simulations relying on semi-local

generalized-gradient approximation functionals.22

A second, more sentitive structural parameter has been recently incroduced by Ceriotti

et al.59 to quantify the propensity of a water molecule’s hydrogen to detach from its bonded
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oxygen towards the acceptor. This proton transfer coordinate is defined as:

ν = d(O −H)− d(O′ −H) (18)

where d denotes the distance between a hydrogen H to the bonded oxygen O, and O’ is a

neighboring molecule’s oxygen. The probability distribution of ν measures to what extent

the hydrogen stretches out towards the acceptor oxygen; the probability p(ν = 0) can then

be seen as the likelihood for a transient autoprotolysis event. In59 it has been shown that a

quantum description of the nuclei greatly enhances the likelihood of transient autoprotolysis

events at room temperature in first-principles MD simulation. The same behavior was not

observed in PI simulations with popular empirical force fields, which show a probability

p(ν = 0) several orders of magnitude lower.59 It is therefore interesting to investigate whether

our model can caputure this effect. Fig. 8 shows the distribution of ν calculated from

classical and PI simulations: the FM-DD-IBI force-field in the classical setup reproduces

very well the distribution of the first-principles simulation; the likelihood for ν = −0.01 nm

can be estimated, by extrapolation, to be ∼ 10−5. In our first principles as well as classical

simulations hydrogens never cross the middle point between the covalently bonded oxygen

and the hydrogen-bonded one (ν < 0). With the introduction of a quantum description of

the nuclei the probability distribution acquires a relevant component in the ν > 0 sector,

and the probability in the middle point raises to ∼ 10−3, in agreement with the results by

Ceriotti et al.59 We verified that a popular model of water, designed for quantum simulations,

namely the q-SPCFw7 model, shows a similar behavior when used in a PI description, but

the value of the probability distribution for ν = 0 is one order of magnitude smaller than

the one obtained with the FM-DD-IBI force field. We conclude that our approach is able

to accurately reproduce the transient autoprotolysis of water with a clear advantage over

standard empirical force fields. Such improvement probably stems from the anharmonic

functional form of the OH bonded potential, and is consistent with the finding that our
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model also accurately reproduces the vibrational dynamics of water, as discussed in the

Dynamical Properties section.

We conclude our study of the nuclear quantum effects in water discussing the vibrational

spectrum obtained performing an adiabatic centroid MD simulation,34 a method briefly

described in the Path Integral Formalism section. We ran a 5 ps ACMD simulation with

adiabaticity parameter γ = 0.15 and a timestep ∆t = 0.1 fs; the non-centroid modes were

thermostatted with a Langevin thermostat of characteristic time τLangevin = 2.0 ps at T =

300K. The density of states as obtained from the centroid velocity autocorrelation function

is reported in Fig. 10, and compared to the corresponding classical counterpart. The main

features of the dynamics are retained by the PI description of the nuclei. The first (diffusion)

peak is largely unaffected by the approximate quantum dynamics; in contrast, a shift to

lower wavenumbers can be observed for the bending (∆ω = −44 cm−1) and stretching peaks

(∆ω = −245 cm−1), in particular for the latter: this behavior can be attributed to the

softening of the H-O interaction induced by the zero-point motion of the hydrogens. These

results are compatible with previous observations of the red-shift in the H-O bond,60 and

further validate the viability of the present water model, as even delicate dynamical quantum

properties are correctly reproduced.
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Figure 8: Proton transfer parameter as defined in ref.,59 corresponding to the probability
distribution of a water molecule’s hydrogen nucleus along the axis between the oxigen it is
bound to ad the acceptor oxygen; for ν = 0 the hydrogen is in the middlepoint between the
oxygens.
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and with inclusion of the nuclear quantum effects (PIMD). Intramolecular correlations are
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4 Conclusions

In summary, we have developed a systematic approach to generate a computationally efficient

water model fitted on first-principles simulations, and we have validated it for the case of

bulk water. The empirical force field, made of short-ranged tabulated interactions obtained

by force-matching and refined using IBI, retains the structural and dynamical properties of

first-principles water, specifically the complex pattern of the vibrational density of states.

This indicates that the electronic effects that determine the fast dynamics of water are

effectively embedded in the empirical force field.

The approach presented in this work is particularly well suited to study nuclear quantum

effects, since the parameterization is directly performed on ab initio simulations in which the

ionic dynamics is classical, but the simplicity of the empirical model allows PI and ACMD

simulations, scaling to large size and long time-scales.

The simulations performed employing our force field together with a quantum description
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Figure 10: Density of states of classical light water (FM cla) and the corresponding spectrum
obtained from ACMD (PI-CMD FM).

of the nuclei show that the over-structuring of water from DFT-based MD simulations with

respect to experiments is only marginally reduced when the quantum nature of protons is

properly taken into account. These discrepancies most likely stem from the approximations

entailed in the exchange and correlation functional, in our case PBE. To significantly improve

the description of water, better functionals including non-local exchange and dispersion forces

would be needed.62,63 On the other hand, our force field reproduces with remarkable accuracy

the probability distribution of the proton transfer parameter introduced by Ceriotti et al.,

and shows that with the PI description of the nuclei the transient autoprotolysis probability

has a much larger increase than that of other standard water force fields.

In perspective, the approach described here can be applied to a large variety of cases

in which it is essential to explicitly take into account the quantum nature of water, for

example molecular orientation and dynamics of surface water,64 the solvation shell of ions,65

and water adlayers on metallic interfaces,66–70 provided that a proper validation in the case

of heterogeneous environments has been performed. In conclusion, we emphasize that the

approach is completely general and can be applied to obtain reliable and computationally

efficient models of a broad spectrum of soft matter systems.
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