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Abstract 

Advanced two-photon fluorescence microscopy techniques for preclinical brain research 

by 

Jiang Lan Fan 

Joint Doctor of Philosophy  
with The University of California, San Francisco in Bioengineering 

University of California, Berkeley 

Professor Na Ji, Chair 

 

Two-photon fluorescence microscopy is an indispensable tool in modern systems neuroscience, 
with its high spatial resolution, high temporal resolution, and ability to harness the target 
specificity of genetic tools. Its usefulness is underscored by its ubiquity in both technology-driven 
and science-driven research laboratories around the world, made even more accessible with off-
the-shelf microscopes sold by many industry partners. Although incompatible with human clinical 
research due to a need for an exogenous fluorescent indicator, two-photon fluorescence 
microscopy shines when applied to preclinical small animal models such as the laboratory mouse 
that can harness a full library of transgenic and acute genetic tools to study healthy and diseased 
physiology. Insights learned from imaging experiments performed in these animal models can then 
be used to guide clinical therapies in human patients. This thesis aims to develop and validate 
novel neural technologies that marry two-photon fluorescence microscopy with preclinical 
research applications, while keeping accessibility as a core goal.  

The first section of this thesis explores the use of Bessel two-photon fluorescence microscopy in 
the study of neurovascular dynamics. Characterizing the dynamics of vasodilation, 
vasoconstriction, and blood flow in the brain can guide therapies for neurovascular pathologies 
such as traumatic brain injury and stroke. This study establishes Bessel two-photon fluorescence 
microscopy as a superior method for observing neurovascular dynamics over the conventional 
Gaussian two-photon fluorescence microscopy due to its fast volumetric imaging speed and 
integration of fluorescence signal. An embodiment of accessible technologies and in collaboration 
with an industrial partner, a commercial Bessel two-photon fluorescence microscopy system was 
designed, built, and used in this study.  

The next section of this thesis introduces and implements two techniques that complement Bessel 
two-photon fluorescence microscopy: adaptive optics and Bessel-droplet focus. Both methods 
improved the imaging quality of a commercial Bessel two-photon fluorescence microscope 
without the need of additional hardware.  
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The final section of this thesis combines two-photon fluorescence microscopy with cortical 
electrical stimulation to understand how the cortical microcircuit responds to electrical 
perturbation. Cortical electrical stimulation can be a powerful tool in clinical treatment, but its 
application has been hampered by a lack of understanding on the input-output relationship between 
stimulation parameters and neural response, as well as how stimulation can perturb regular cortical 
functions such as sensory processing. By performing concurrent brain-surface electrical 
stimulation and two-photon imaging of genetically defined neuronal subtypes in the awake mouse, 
this study uncovers a mechanism where the sensory-evoked excitatory cortical response is reduced 
through direct electrical activation of an inhibitory neuron population.  

The technologies and discoveries described in this thesis, through their accessibility and clinical 
relevance, aspire to enable future research pursuits of scientific discovery and therapy development. 
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Preface 
 

A common struggle among graduate students who dedicate their time towards technology 
development is the worry and realization that their research product will likely not be adopted by 
the intended users. It is a sobering truth that most advanced research techniques do not see the light 
of day beyond the walls of their laboratory. A major contributing factor to this is a lack of 
motivation to continue developing the technique beyond the initial proof-of-concept. Academics 
chase novel challenges and are rewarded with publications and citations when they conquer them, 
but the same is not true for incremental improvements on existing techniques that make them more 
robust, easy to use, or cheaper.  

We won’t need to look further than my own past research for an example of this. Before my 
graduate studies, I co-first-authored a study on a novel microfabrication method to develop guide 
shuttles for the implant of flexible depth electrodes into the brain1. Unfortunately, to this day other 
research groups beyond close collaborators of my former lab have not been able to use the 
technology developed in the study, despite its benefits, due to both the difficulty of device 
fabrication and surgical methods. Simplifying the methods and commercializing the product would 
greatly help the speed of adoption and maximize its impact, but require funding, personnel, and a 
company willing to take on the risks.  

Another major contributing factor to the demise of most advanced technology methods is a 
disconnect between the goals of the technology developer and the end user. In most cases, the two 
roles are held by separate people, oftentimes in separate research labs with distinct expertise and 
minimal cross-communication. This leads to situations where the technologist incorrectly assumes 
research needs and use cases without consulting the end user. As a result, the end user receives a 
product that is either not capable of addressing their research questions or overly complicated for 
an incremental gain in performance. A primary draw of the lab of Prof. Na Ji is that both 
technologists and end users work in the same space and collaborate on the same projects. The 
benefit of working in this environment is the open communication that keeps researchers focused 
on developing genuinely useful technologies.  

Since the start of my graduate studies, I have been drawn to the prospects of developing 
technologies both adoptable by neuroscientists and useful for scientific discovery. My thesis 
contains an underlying theme of technology accessibility, through commercialization and 
simplification of once-advanced imaging techniques. Furthermore, my thesis focuses on methods 
that directly address unmet needs in current preclinical research fields. Included in these methods-
focused studies are experiments that answer novel neuroscience questions. Through taking these 
technology-focused studies one step further into neuroscience, I play both the role of technologist 
and end user to validate the utility of the developed techniques.  
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Chapter 1: Introduction  

1.1 Two-photon laser scanning fluorescence microscopy 

Two-photon laser scanning fluorescence microscopy2, or two-photon fluorescence microscopy 
(2PFM) for short, has proven itself to be an indispensable tool in biological research over the last 
3 decades. Where it lacks in spatial resolution compared to confocal microscopy and temporal 
resolution compared to widefield microscopy, it makes up for them with its ability to image deep 
into opaque biological tissue. This is possible due to three factors. Longer excitation wavelengths 
in the near infrared (NIR) spectrum can better penetrate opaque tissue because of both reduced 
scattering and absorption. The nonlinear relationship between laser intensity and fluorescence 
signal due to the two-photon absorption process results in optical sectioning during excitation. 
Finally, the efficient collection of emitted fluorescence without the need for de-scanning or 
confocal filtering allows for minimal loss of emission signal. 

Even at hundreds of microns into opaque tissues, 2PFM still has fantastic spatial resolution capable 
of discerning structures that are <1 micron in size. Temporal resolution is where 2PFM falls short 
of other methods since it uses a point-by-point scanning approach to produce an image. With the 
advent of faster scanning methods3, deciding on 2PFM parameters is now a question of balancing  
spatial resolution, temporal resolution, signal-to-noise ratio (SNR), and technical complexity.  

A large part of the SNR discussion lies upon the fluorophores used in 2PFM. Because 2PFM is a 
fluorescence imaging technique, any fluorescent compound with a two-photon cross-section can 
be used as a contrast agent. Over the last few decades, countless fluorophores, both inorganic and 
organic, endogenous and exogenous, synthetic and genetically encoded, static and dynamic, have 
been used in biological research. New fluorescent indicators are invented every year to improve 
the 2PFM method with brighter signal, better dynamics, higher specificity, lower toxicity, and new 
molecular targets4,5.  

The combination of resolution, labeling specificity, and compatibility with opaque tissue make 
2PFM very useful in biological research and has fueled its growth into an indispensable research 
tool of the 21st century.  

1.2 The ubiquity of two-photon fluorescence microscopy in modern systems 
neuroscience 

Unsurprisingly, the field of modern systems neuroscience has fully embraced 2PFM as a standard 
method for studying neural activity across cell types and brain regions, in several model organisms 
in healthy and diseased states. Systems neuroscience uses the spatial resolution of 2PFM to its 
fullest, since the smallest features of interest are the synapse-forming axonal boutons and dendritic 
spines, which requires the submicron resolution of 2PFM to resolve. Temporal resolution is 
determined by the dynamics of the underlying physiology: in the case of fluorescent indicators 
reporting calcium influx during neural activity6, a sampling rate of a few Hz is sufficient. For 
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fluorescent indicators reporting membrane voltage7, hundreds to thousands of frames per second8 
may be necessary.  

Molecular and cellular specificity of the fluorescence signal is a major advantage of 2PFM over 
traditional electrophysiology recordings in systems neuroscience. For example, the ability to 
unambiguously distinguish between genetically defined neuronal subtypes and cortical layers 
allow deeper understanding of connectivity in the cortical circuit. Furthermore, specific fluorescent 
molecules can monitor chemical activity in the brain to provide a more complete picture of 
communication pathways beyond the action potential (AP). Finally, fluorescent dyes and proteins 
can label the non-neuronal components of the brain, such as neurovasculature and glia, which can 
shed new insight into their roles in both basic science and clinically motivated questions.  

The clear-cut benefits provided by 2PFM have lifted this imaging method to the forefront of 
systems neuroscience research, preferred by countless academic labs around the world. A 
researcher can choose to work with a lab with 2PFM hardware and expertise, build their own 
microscope, or buy one of the many commercially available two-photon systems. However, like 
all technologies developed for research, 2PFM was not easily accessible, nor easy to use, at its 
inception. 

1.3 Medical treatments in the brain benefit from pre-clinical findings  

Techniques in clinical practice are in large part shaped by preclinical research performed in 
academic labs. Coined “preclinical” due to its goal of attaining conclusive evidence that can 
directly benefit clinical therapies, this type of research involves working with animals, most 
commonly lab mice, to observe clinical-like conditions or test therapies with greater granular 
control of experimental parameters than what is possible with human subjects.  

Much of clinical neuroscience practice is built upon our preclinical understanding of brain 
structure and function in health and disease. For example, brain-computer interfaces (BCIs) using 
neural activity to control a cursor or robotic arm in real-time were first demonstrated in rats and 
non-human primates (NHPs) over 2 decades ago9,10. Since then, the technology, including both 
implant hardware and decoding algorithm, has been refined and successfully implemented in 
dozens of human tetraplegic patients11–13 for cursor movement, text input, and motorized arm 
control. Another example is in deep brain stimulation (DBS) of Parkinson’s Disease (PD) patients. 
With the discovery of a NHP disease model for PD in the 1980’s, brain regions which cause PD 
symptoms were found through lesion experiments and DBS methods were developed to treat 
human patients soon after14–16. DBS is now by far the most common brain implant, with hundreds 
of thousands of patients implanted worldwide17. A final example is the discovery of the enzyme 
tissue plasminogen activator (tPA) for treating acute ischemic stroke. After the discovery of the 
protein and its clot-dissolving properties, tPA was first tested and validated in rabbit models in the 
1970’s before human use18,19. Commercially produced tPA is still the most commonly used 
treatment for ischemic stroke today. 

Given the precedence of preclinical neuroscience findings being used for the design and approval 
of medical applications, the future of clinical neuroscience may lie in current modern preclinical 
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research techniques, such as 2PFM. Animal experiments that take advantage of 2PFM’s strengths 
in resolution and labeling specificity can provide a highly detailed and mechanistic understanding 
of a clinical treatment’s effect on the brain. Results from animal experiments can then be used to 
guide the direction of treatment development and eventual clinical trial.  

1.4 Adapting two-photon fluorescence microscopy towards clinically relevant 
research  

Each year, 2PFM is increasingly being used for preclinical research20–22 for its high resolution, cell 
and molecular specificity, ability to image into opaque tissue, and accessibility. However, some 
valuable preclinical questions require research methods with capabilities beyond that of 
conventional 2PFM alone. The goal of my thesis is to develop and test neural technologies that 
apply the two-photon fluorescence microscopy method towards unmet preclinical research needs. 
The rest of this thesis is organized as follows: 

Chapter 2 presents a published study which adapts a fast volumetric 2PFM method for high-
throughput measurement of neurovascular dynamics23. Characterizing the dynamics of 
vasodilation, vasoconstriction, and blood flow in the brain can guide therapies for neurovascular 
pathologies such as traumatic brain injury and stroke. Conventional 2PFM has low throughput 
when used to measure hemodynamics in vivo. In this chapter, we demonstrate the benefits of 
Bessel 2PFM, in measurement throughput and in simplifying analyses. 

Chapter 3 develops and validates a next-generation fast volumetric two-photon fluorescence 
microscope that is easy to operate and commercially available. Both Bessel-droplet and Bessel AO 
2PFM methods have been developed in home-built microscope systems, but not validated to work 
in commercial microscopes with fewer optical components. In this chapter, we validated that these 
methods improved the imaging quality of a commercial microscope without the need of additional 
hardware.  

Chapter 4 details a study which combines 2PFM with cortical electrical stimulation to understand 
how stimulation perturbs a functioning cortical circuit. Cortical electrical stimulation can be a 
powerful tool in clinical treatment, but its application has been hampered by a lack of 
understanding on the input-output relationship between stimulation parameters and neural 
response, as well as how stimulation can perturb regular cortical functions such as sensory 
processing. In this chapter, we performed concurrent brain-surface electrical stimulation and 
2PFM of genetically defined neuronal subtypes in the awake mouse to tease apart the relationship 
between stimulation and cortical circuit response.  
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Chapter 2: Bessel two-photon fluorescence microscopy for high-
throughput readout of neurovascular dynamics 

2.1 Introduction 

2.1.1 The scientific and clinical importance of studying neurovasculature  

Studying hemodynamics in the brain at capillary resolution provides insight into how neural and 
glial activities are coupled with local metabolism24–26. Local changes in brain hemodynamics form 
the basis of cerebral blood volume (CBV), cerebral blood flow, and blood-oxygenation level-
dependent (BOLD) signals in functional magnetic resonance imaging (fMRI)27,28. These signals 
are often used in the medical imaging field as a proxy for neural activity when performing 
functional experiments or structural targeting29,30. Furthermore, abnormal hemodynamics are 
associated with numerous medical conditions including stroke20,31,32, diabetes33, chronic stress34, 
and Alzheimer’s disease35–37 models.  

Despite the importance of understanding the detailed functional roles of neurovasculature in basic 
research in order to guide clinical practice, existing optical techniques for interrogating 
hemodynamics in animals, primarily intrinsic signal optical imaging (ISOI)30,38–40 and 2PFM41, are 
limited in scope. ISOI does not require exogenous contrast agents but lacks capillary-resolving 
spatial resolution and the ability to image at depth. 2PFM can interrogate hemodynamics at high 
spatial resolution and at depth but is prohibitively slow at imaging brain volumes. An ideal imaging 
technique should have high spatial resolution to resolve the smallest capillaries and fast volumetric 
imaging rate to resolve blood flow dynamics. 

2.1.2 Shortcomings of conventional 2PFM for studying neurovascular dynamics 

2PFM is a popular method for in vivo imaging of the brain because of its ability to image structures 
at high spatial resolution within scattering tissue2. Two-photon excitation requires high peak 
intensity and thus restricts the fluorescence generation to a thin section at the focal plane, enabling 
2PFM to optically section three-dimensional (3D) samples. With high spatial resolution in 3D, it 
has been routinely used to image neurovasculature at hundreds of microns below the brain surface 
using fluorescent dyes labeling the blood stream41,42. Several studies also demonstrated concurrent 
imaging of vasculature with neural activity and/or glia using multi-color fluorescent labeling20,43–

47. 

To capture hemodynamic events occurring on second (vasodilation and vasoconstriction) to 
millisecond (red blood cell flow speed) timescales, 2PFM is most often used to capture two-
dimensional (2D) frames at video rate (e.g., 30 Hz) or one-dimensional (1D) line scans at hundreds 
to thousands of lines per second. When applied to monitoring 3D vasculature populations, however, 
the volumetric imaging speed is limited by the need to serially scan the excitation focus in 3D. For 
example, for a 2PFM equipped with an 8-kHz resonant galvanometer and bi-directional scanning, 
imaging a 1 mm × 1 mm × 0.1 mm volume at 1 µm3 voxel size would take over 6 s (not including 
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the additional time needed to move the excitation focus along the optical axis), too slow to image 
most hemodynamic events. 

Even for imaging hemodynamics in 1D or 2D, standard 2PFM faces challenges arising from the 
micron-sized axial dimension of its excitation focus. Even though standard 2PFM can capture long 
segments of superficial, horizontally oriented pial vessels and measure their blood flow speed, it 
captures only cross-sections of penetrating vessels and capillaries that constitute most vasculature 
below cortical surface48, making it exceedingly difficult to measure their blood flow speed. In 
addition, axial movements of the brain, even if only microns in amplitude, can shift structures out 
of the excitation focus, causing 2PFM to image different sample planes which introduces errors in 
hemodynamic measurements that are difficult to correct. 

2.1.3 Bessel 2PFM uses an elongated focus for fast volumetric imaging 

Recently, 2PFM methods utilizing axially extended Bessel-like foci49–51 have been developed for 
high-speed volumetric imaging of neural activity in the brain52–55. Bessel beam generation theory 
has been explained in detail56,57, but a short summary is as follows:  

Conventional 2PFM utilizes Gaussian beam illumination to form a focus with diffraction-limited 
lateral and axial resolution. The lateral resolution is determined by the marginal rays, which are 
the rays at the largest numerical aperture (NA), or the edge, of the objective lens. The axial 
resolution is determined by the interference between the on-axis ray and the marginal ray. Bessel 
beam illumination, which takes the shape of a ring at the objective back pupil, removes on-axis 
rays, and therefore greatly extends the axial focus while maintaining high lateral resolution. 
Producing a Bessel beam illumination pattern involves three components: A radially symmetric 
diffraction grating, which directs most of the laser energy to the 1st order annular beam, a lens that 
focuses the diffracted beam, and an annular mask designed to remove energy from all other 
diffracted orders, including the 0th order, when placed at the lens’ focal plane. The annular mask 
is then imaged onto the back pupil of the objective lens to generate a Bessel focus.  

Scanning a Bessel focus laterally in 2D generates a projected view of a volume defined by the area 
scanned and the axial extent of the focus, the latter of which can span tens to hundreds of microns. 
As a result, the 2D frame rate becomes the effective volumetric imaging speed. In this study, we 
used a commercial 2PFM equipped with a Bessel focus module and applied it to cortical 
vasculature imaging in the awake mouse brain at high throughput. Imaging vasculature at up to 
600 µm below brain surface, we demonstrated hemodynamic measurement over 
1.4 mm × 1.4 mm × 0.1 mm volumes at 15 Hz. The axially elongated excitation volume of Bessel 
foci produced two-photon fluorescence signal that was proportional to vessel size, which enabled 
us to use fluorescence signal as a convenient measure of vasodilation and vasoconstriction down 
to capillary resolution. By imaging vasculature volumetrically at 99 Hz, we were also able to 
measure 3D blood flow speeds from both superficial and deeply penetrating vessels, including 
capillaries, up to 3 mm/s. 
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2.2 Methods 

2.2.1 Design and characterization of a commercial 2PFM with a Bessel focus module 

We designed and constructed a commercially available Thorlabs Bergamo® II multiphoton 
microscope with a Bessel focus module for high-speed volumetric imaging. All hardware controls 
and data acquisition were performed using the ThorImage software. A titanium-sapphire laser 
(Chameleon Ultra II, Coherent Inc.) tuned to 920 nm was used as the two-photon excitation source 
for all experiments. A 16x/0.8-NA water-dipping objective lens (Nikon) was used for all 
characterization and imaging data in this study. Bessel and Gaussian beam paths were switchable 
using an integrated, software-controlled rotatable half-wave plate combined with a polarizing 
beamsplitter and a removable mirror. Compared to the Gaussian beam path, the Bessel beam path 
had an additional lens (focal length = 400 mm) with a liquid crystal spatial light modulator (SLM, 
ODPDM512-1064, Meadowlark Inc.) at its front focal plane and an annular aperture mask at its 
back focal plane. A 0-π concentric binary phase grating pattern was presented on the SLM so that 
its 1st order diffraction ring was focused on the annular mask by the lens. The annular mask was 
custom fabricated (chrome deposited on quartz, Photo Sciences Inc.) to block 0th and higher order 
diffractions and its parameters (inner diameter = 2.3 mm, outer diameter = 2.5 mm) were chosen 
to generate a Bessel focus with a theoretical axial full-width at half-maxima (FWHM) of 85 µm at 
the focal plane of the 16x/0.8-NA objective, as calculated following Lu et al.52. The annular mask 
was 4f-conjugated to the non-resonant galvo surface in the galvo-resonant galvo scanning system. 
Fluorescence emission was collected by two GaAsP photomultiplier tubes (PMTs) with emission 
filters for simultaneous 2-color imaging of green (525/50 nm) and red (607/70 nm) fluorescence 
(BDF25GR, Thorlabs). Post-objective laser power was measured with a power meter calibrated at 
920 nm. The system was designed and built in collaboration with Thorlabs and is now a 
commercially available microscope system (Bergamo® II series). 0.2-µm-diameter yellow-green 
fluorescent beads (FluoSpheres®, Thermo Fisher Scientific) attached to a glass slide were imaged 
using both the Gaussian and Bessel configurations of the microscope to measure lateral and axial 
point spread functions (PSFs). 3D resolution was measured by taking the FWHM of the PSFs. The 
largest field of view (FOV) achieved with the 16x/0.8 NA objective was 1.4 mm x 1.4 mm. 

2.2.2 Mouse surgical preparation 

All animal experiments were conducted according to the National Institutes of Health guidelines 
for animal research. Procedures and protocols on mice were approved by the Animal Care and Use 
Committee at the University of California, Berkeley. In vivo imaging data in this study were 
collected from four wild-type (Jackson Laboratories, Black 6, stock no. 000664), one Thy1-GFP 
(neuronal green fluorescence protein expression, Jackson Laboratories, Tg(Thy1-EGFP)MJrs/J, 
stock no. 007788), and two Aldh1l1-GFP (pan-glial green fluorescence protein expression, Mutant 
Mouse Resource & Research Centers, Tg(Aldh1l1-EGFP)OFC789Gsat/Mmucd, stock no. 
011015-UCD) mice socially housed under normal light cycle. Cranial window implantation 
procedure has been described previously58. In brief, mice aged 3-4 months were anesthetized with 
1 – 2% isoflurane in O2 combined with the analgesic buprenorphine (SC, 0.1 mg/kg) and head-
fixed in a stereotaxic apparatus (Kopf Instruments). A 3.5-mm-diameter craniotomy was made 
over the left V1 centered at -2.5 mm medial-lateral and 1 mm anterior-posterior to lambda. A glass 
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window made of a single coverslip (Fisher Scientific, no. 1.5) was embedded in the craniotomy, 
flush with the skull, and sealed by a tissue adhesive (VetBond, 3M). A stainless-steel head-bar was 
then firmly attached to the skull with dental acrylic. Implanted mice were provided with a post-
operative analgesia Meloxicam (SC, 5 mg/kg) for 2 days and allowed to recover for at least 2 
weeks prior to imaging experiments. 

2.2.3 In vivo imaging 

All imaging experiments were performed on head-fixed, awake mice. Prior to imaging, animals 
were briefly anesthetized with isoflurane and retro-orbitally injected with 50 µL of 5% (w/v) 70-
kDa dextran-conjugated Texas Red fluorescent dye. Mice were then head-fixed under the objective 
lens. First, structural image stacks were taken using both Gaussian and Bessel beam paths at the 
largest FOV. For the two Aldh1l1-GFP transgenic mice, blood vessel (red) and glial (green) 
structures were imaged concurrently. Next, volumetric imaging of blood vessel dynamics was 
performed at 15 Hz (1024 x 1024-pixel frames) or 99 Hz (128 x 128-pixel frames) in distinct FOVs 
using the Bessel focus module. During some experiments, we concurrently imaged the mouse’s 
ipsilateral eye illuminated by infrared LEDs using a camera (Mako U-130B) with an infrared filter. 
The bright spot on the upper left quadrant of the pupil image (Fig. 4C) was the reflection of the 
infrared illuminator and did not affect pupil diameter analysis. For high-resolution capillary 
imaging, small FOVs were imaged at 30 Hz (512 x 512-pixels per frame) with 0.2 µm pixel size, 
first with Gaussian then Bessel foci. Due to the higher fraction of energy distributed in the side 
rings of a Bessel focus compared to a Gaussian focus57, higher post-objective laser power was used 
for Bessel compared to Gaussian imaging at the same cortical depth (e.g., at 100 µm below pia 
surface, Bessel: 167-217 mW, Gaussian: 35-47 mW). 

2.2.4 Data analysis 

All image processing, visualization, and analysis were performed in ImageJ and MATLAB 
(MathWorks). Image sequences from Bessel functional data were registered to remove rigid lateral 
motion artifacts before further analysis. In all figures, superficial Bessel data (0 to 100 µm below 
surface of dura mater), unless otherwise stated, were visualized using the gray lookup table on the 
square root of fluorescence signal (normalized from minimum to maximum) to improve the 
visibility of dim structures without saturating bright structures. All Gaussian data and all other 
Bessel data were visualized using the gray lookup table on their fluorescence signal (normalized 
from minimum to maximum).  

For Fig. 3 and its associated analysis, fluorescence signal and blood vessel size of 60 vessel 
segments were measured in both the Bessel image (900 frame average) and the corresponding 
Gaussian stack (5 frame average, 1 µm step size). For the Bessel image, line segments of 1-pixel 
thickness were drawn perpendicular to the blood vessels. Fluorescence signals were chosen to be 
the brightest pixel along the line segments and vessel sizes were the total numbers of pixels above 
a common threshold. The threshold was calculated by first selecting a region without vessels near 
the center of the image then adding 3 standard deviations to the mean pixel value of the region. 
For the Gaussian image stack, a line segment was drawn perpendicular to the same blood vessel 
in the Bessel image and the stack was resliced to show the axial cross section of the vessel: 
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fluorescence intensity was chosen to be the brightest pixel in this 2D cross section, and size was 
represented by the FWHM at the widest point in the cross section.  

For Fig. 4, 1-minute-long 15 Hz functional data were used to study the relationship between 
fluorescence intensity and vasodilation. First, we performed a 5-frame (0.33 second) moving 
average of the raw frames to remove high-frequency fluorescence signal variations due to blood 
flow. For four blood vessels, we extracted the time traces of the average signal from 256-pixel-
area (450 µm2) ROIs fully encompassed within the lumen of the vessels and calculated their ΔF/F 
traces with F being the median value of the time trace. Blood vessel diameters were measured by 
thresholding the moving-averaged images at 3 standard deviations above the mean background 
signal near the blood vessel of interest, and then calculating the number of pixels above threshold 
within a 10-pixel-wide line segment drawn perpendicular to the vessel. The same analysis 
procedures were performed on four capillaries in higher-resolution (0.2 µm x 0.2 µm pixel size) 
Gaussian and Bessel data in Fig. 5, with 2 additional steps. 1) Fluctuating background signal was 
removed from Bessel data with frame-by-frame subtraction of the background signal near the 
capillary of interest, then adding back a session-averaged background value. By doing this, 
capillary fluorescence measurements were decoupled from fluctuations originating from out-of-
focus fluorescence such as large surface vessel dilations. 2) 30-Hz Gaussian and Bessel data were 
first temporally binned to 1 second resolution to suppress high-frequency blood-flow-introduced 
signal variation followed by a 5-frame moving average on fluorescence and diameter 
measurements, which resulted in 5-second moving averages. For the signal correlation analysis in 
Fig. 3f-g, large volume (1.4 mm x 1.4 mm x 0.1 mm) Bessel 2PFM raw images were spatially 
binned to 64 x 64 ROIs (each 16 x 16-pixels) by averaging all pixels within an ROI. The time trace 
of each ROI was then extracted and correlated with the time trace of a specified target ROI with a 
sliding window of ±10 frames. The absolute maximum correlation value within the sliding window 
was used to represent the cross-correlation between the ROI and target ROI. Fig. 6C was created 
by first dividing standard deviation of the image time stack by the average image and plotted on a 
color scale. Then, the dimmest 80% of pixels in the average image that represented non-vasculature 
tissue were set to black. Fig. 6D was created in the same way, with an initial binning to 64 x 64 
ROIs.  

For the pupil-vessel entrainment experiment in Fig. 7, 10-minute-long 15 Hz functional images at 
1024 x 1024-pixel resolution were also binned to 64 x 64 ROIs (each 16 x 16-pixels) by averaging 
all pixels within an ROI. We used a threshold and fitting method adapted from Diego Barragan 
(“Tracking pupil using image processing”, MATLAB Central File Exchange) to extract pupil 
diameter from concurrently recorded mouse pupil images. We fit the pupil in each video frame as 
an oval, and used its width, rather than height, as pupil diameter to reduce squinting and blinking 
artifacts. The time trace of each ROI was correlated with the mouse’s pupil diameter with a sliding 
window of ±10 frames. The absolute maximum correlation value within the sliding window was 
used to represent the cross-correlation between the ROI and pupil diameter.  

For 3D blood flow speed measurement presented in Fig. 8, blood vessel segments were hand-
traced over the average intensity projection of 1-minute-long 99 Hz datasets (two 208 µm x 208 
µm x 80 µm volumes 0-80 µm below top pia surface in two mice; two 416 µm x 416 µm x 80 µm 
volumes 0-80 µm and 100-180 µm below the top pia surface, respectively, in two mice). Raw 
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Bessel images were then resliced along the length of blood vessel segments and plotted in time as 
kymographs. Because RBCs excluded fluorescent dye and appeared as dark shadows, they 
generated diagonal dark streaks in kymographs42. We rejected from analysis blood vessel 
kymographs with little to no RBC streaks visible above the background fluorescence. We 
measured the 3D lengths of blood vessel segments from skeletonized Gaussian structural data and 
then nonlinearly transformed the horizontal axes of the kymographs from 2D Bessel projection 
length to 3D Gaussian structural length for further analysis. We adapted an automated method 
developed by Chhatbar and Kara59 to measure the slope of RBC streaks using Sobel filtering and 
iterative Radon transforms and calculated blood flow speed every 50-frame (0.5 second) 
kymograph segment. We further rejected from analysis blood vessel segments that had more than 
one-third of its time trace showing very high (> 5 mm/s) or reversed (< 0 mm/s) flow speeds. Sizes 
of blood vessel segments were measured by taking the FWHM of a representative hand-drawn line 
intensity cross-section of each segment from the average intensity projection of the Bessel dataset. 

2.3 Results 

2.3.1 A high-speed 2PFM equipped with a Bessel focus module 

A simplified diagram of the imaging system is shown in Fig. 1a. The entire imaging system 
including the Bessel focus module is commercially available (Thorlabs Bergamo® II series). The 
Bessel focus module was located in between the excitation laser and the microscope’s main body, 
which houses an 8-kHz resonant galvanometer–galvanometer pair scanning system. The 
combination of a rotatable half-wave plate and a polarizing beamsplitter directed the excitation 
light from the Gaussian beam path (yellow path, Fig. 1a) to the Bessel beam path (red path, Fig. 
1a), where it reflected off a spatial light modulator (SLM) with a concentric binary grating pattern 
that diffracted the excitation light into an annulus. The excitation light was then focused by a lens 
and spatially filtered by an annular mask, which blocked the non-diffracted light and transmitted 
the electric field distribution giving rise to the desired axial focus profile52. Removing a mirror in 
the standard (Gaussian) beam path (yellow path, Fig. 1a) allowed the annular illumination to 
propagate into the microscope. The annular mask was 4f-conjugated to the microscope’s 
galvanometer scanners and subsequently 4f-conjugated to the back focal plane of a 0.8-NA 
microscope objective. We characterized the point spread functions (PSFs) of the imaging system 
in both Gaussian and Bessel modes with sub-diffraction-sized 0.2-µm-diameter fluorescent beads 
(Fig. 1b). The PSF of the 0.8-NA Gaussian focus had a lateral full-width at half-maximum (FWHM) 
of 0.67 µm and an axial FWHM of 3.1 µm. The PSF of the 0.4-NA Bessel focus had a lateral 
FWHM of 0.65 µm, a comparable lateral resolution to the 0.8-NA Gaussian focus due to annular 
illumination giving rise to a sharper central peak57, and an extended axial FWHM of 67 µm. The 
22× increase in the axial excitation range allowed us to use 2D scanning of the Bessel focus to 
image a volume that would have required tens of 2D frames captured at different axial positions 
with the Gaussian focus (Fig. 1c), thereby substantially increasing our imaging throughput.  

2.3.2 Volumetric structural imaging of blood vessels with Bessel focus scanning 

To further test our commercial Bessel 2PFM system, we performed structural imaging over 
1.4 mm × 1.4 mm areas of vasculature in five mice using both Gaussian and Bessel foci, with 
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representative images from one mouse shown in Fig. 2. Gaussian structural imaging was 
performed on each mouse to obtain 3D morphology of their vasculature network, which enabled 
us to assign depth information to Bessel data post hoc. Fig. 2a–c shows Gaussian 2PFM images of 
vasculature labeled with dextran-conjugated Texas Red (peak emission: 615 nm) at 55, 225, and 
420 µm below the top surface of the dura mater, respectively. Large segments of pial vessels were 
visualized in the most superficial image (Fig. 2a). Within cortex, penetrating vessels and capillaries 
showed up sparsely because only their cross-sections were imaged by the tightly axially confined 
Gaussian focus. To capture volumes of vasculature, we first scanned the Gaussian focus in 3D. 

 

Figure 1. Design and characterization of a commercial two-photon laser scanning microscope with a Bessel 
focus module. 

(A) Schematic of the microscope. A half-wave plate (HWP), a polarizing beamsplitter (PBS), and a removable 
mirror allow switching between Bessel (yellow) and Gaussian (red) beam paths. In the Bessel path, a spatial light 
modulator (SLM) and a lens generate an annular illumination pattern, which after spatial filtering by an annular 
mask is imaged via a 4f system onto the galvos and subsequently imaged via a scan and tube lens pair onto the 
objective lens back focal plane. (B) Lateral and axial point spread functions for Gaussian and Bessel foci. X and Y 
scale bars: 1 µm. Z scale bar: 5 µm. (C) Schematic comparison of Gaussian and Bessel volumetric 2PFM methods. 
Gaussian volumetric imaging requires multiple 2D frames taken at different Z-positions, while Bessel volumetric 
imaging is achieved with a single frame. 
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Figure 2. In vivo volumetric structural imaging of vasculature and glia with Bessel 2PFM. 

(A-C) Gaussian 2PFM images of vasculature labeled with dextran-conjugated Texas Red at 55 µm, 225 µm, and 
420 µm depth, respectively, over a 1.4 mm × 1.4 mm area in the mouse cortex in vivo. (D-F) Gaussian 2PFM 
image stacks of vasculature at 0 – 110 µm, 170 – 280 µm, and 370 – 470 µm depths, respectively, color-coded by 
depth. (G-I) Scanning the Bessel focus in 2D captured all vasculature in the volumes within (D-F). (J-L) Gaussian (J, 
K) and Bessel (L) images of GFP-expressing glia imaged concurrently with A, D, and G, respectively. Insets: 
zoomed-in views of the white boxed regions. Red arrowheads: vertically oriented vessels. A and G use a 
grayscale on the normalized square root of fluorescence signal to highlight dim structures without saturating 
bright structures. All other panels use grayscale on the normalized linear fluorescence signal. Scale bars: 200 µm 
for full FOV; 20 µm for insets. Post-objective excitation power: Gaussian: 45-177 mW; Bessel: 217 mW. 
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Fig. 2d–f shows Gaussian image stacks of vasculature within 0–110, 170–280, and 370–470 µm 
depth ranges, respectively, taken at 1-µm z-steps and color-coded by depth. Consistent with the 
Gaussian images in Fig. 2a–c, we observed horizontally located dural and pial vessels in the 
superficial brain (dark blue and blue-green vessels in Fig. 2d, respectively). Within the cortex, the 
vasculature was dominated by capillaries that extended over large depth ranges (segments color-
coded from blue to red, Fig. 2d–f and insets). Next, by scanning the axially extended Bessel focus 
(Fig. 1b) in 2D, we imaged 100–110-µm-thick volumes of vasculature simultaneously (Fig. 2g–i) 
with sufficiently high lateral resolution to resolve individual capillaries (cf. insets in Fig. 2d–i), 
indicating that Bessel focus scanning drastically improved volumetric imaging throughput without 
compromising lateral resolution. Penetrating arterioles or venules that ran parallel to the Bessel 
focus (arrow heads, Fig. 2e, f) generated the brightest fluorescence signal (arrow heads, Fig. 2h, i) 
because they contained the most fluorophores to be excited by the axially extended Bessel focus. 
As an example of multicolor volumetric imaging, we simultaneously imaged vasculature and glia 
cells expressing green fluorescence protein (GFP) in the same cortical volume (i.e., data in Fig. 2a 
and j, b and k, g and l were acquired simultaneously). A 2D Bessel focus scan recorded vasculature 
and glia in the 110-µm-thick volume, with the low density of the glia allowing individual cells to 
be separately identified in the projected view of the Bessel image (Fig. 2j–l and insets). 

2.3.3 Fluorescence brightness of vasculature in Bessel images is positively correlated with 
vasculature size 

We systematically compared the vessel and capillary sizes measured by Bessel versus Gaussian 
focus scanning. We selected 60 segments in Fig. 4a (1.4 mm × 1.4 mm × 100 µm volume, 0–
100 µm below the top surface of the pia mater, 1024 × 1024 pixels) and compared their sizes with 

 

Figure 3. Relationship between blood vessel diameters measured with Gaussian versus Bessel 2PFM methods.  

(A) Gaussian image stack of a 1.4 mm x 1.4 mm x 100 µm volume of vasculature, color coded by depth. (B) 
Bessel image of the same volume in A, visualized in grayscale on the normalized square root of fluorescence 
signal and divided into 8 x 8 equal subregions (cyan dashed lines). One vessel segment was chosen within each 
subregion except the 4 corner subregions (60 total). Red lines indicate the line along which fluorescence signal 
and vessel diameter were determined from Gaussian and Bessel image data. (C) Scatter plot of the same vessel 
diameters measured from Gaussian and Bessel data captured at different times. Scale bar: 200 µm. Post-
objective power: Gaussian: 45 mW; Bessel: 217 mW. 
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those measured from the corresponding 3D Gaussian stack (Fig. 3, Methods section 2.2.4). We 
found that the sizes obtained from both datasets were highly correlated (R2 = 0.88), which 
indicated that the projected structural images of vasculature volumes from Bessel focus scanning 
provided accurate measurements of vessel sizes. 

Interestingly, visual inspection of vessels and capillaries in Gaussian and Bessel images (Fig. 4b) 
revealed distinct trends: in Gaussian images, in-focus vessels of different diameters had similar 
fluorescence brightness, while in Bessel images, larger vessels were much brighter than fine 
capillaries (Fig. 4b, arrows). These trends were confirmed by systematic analysis on size-
brightness correlations using the same 60 vessel segments in Fig. 3. We observed weak positive 
correlation between fluorescence brightness and vessel size in their Gaussian images (R2 = 0.08), 
but strong positive correlation (R2 = 0.75) in their Bessel image (Fig. 4c). The strong positive 
correlation between fluorescence brightness in the Bessel image and vessel size is because larger 
vessels allowed more fluorescent molecules to be excited along the axial direction by the axially 
extended Bessel focus (67 µm FWHM), leading to larger fluorescence signal. In contrast, the 

Figure 4. Bessel 2PFM signal is correlated 
with vessel size and captures distributed 
dynamics of vasodilation and 
vasoconstriction in 3D. 

(A) A 1.4 mm x 1.4 mm x 0.1 mm volume of 
vasculature imaged at 15 Hz using Bessel 
2PFM, visualized in grayscale on the 
normalized square root of fluorescence 
signal. Insets: zoomed-in views of the white-
boxed region at two time points, showing 
changes in vessel size. (B) Gaussian (single 
plane at Z = 50 µm) and Bessel images of the 
red-boxed region in A captured at different 
times, visualized in grayscale on the 
normalized fluorescence signal. Red arrows 
point to three vessels (large, medium, small) 
to highlight the differences in their 
fluorescence signal strength between 
Gaussian and Bessel 2PFM. (C) Fluorescence 
vs. vessel diameter for 60 vessel segments in 
A (see Fig. 3) imaged with Gaussian or Bessel 
2PFM. (D) Time traces of fluorescence signal 
changes of the magenta ROIs and blood 
vessel diameter measured along the green 
lines in A for 4 vessel segments. (E) Scatter 
plot of the data in D. (F, G) Maps of cross-
correlation coefficients between ROIs tiling 
the FOV in A and a reference ROI (indicated 
by arrows and black squares). Scale bars: 
200 µm for A, F, G; 20 µm for insets in A; 
100 µm for B. Post-objective power: 
Gaussian: 45 mW; Bessel: 217 mW. 
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Gaussian focus extended much less axially (3.1 µm FWHM). As a result, its signal did not increase 
for vessels with larger axial dimensions. 

2.3.4 High-throughput volumetric imaging of vasodilation and vasoconstriction 

The observed positive correlation between fluorescence brightness and diameter of distinct vessel 
segments in the Bessel image, although high in value, cannot be relied upon to reach conclusions 
on relative sizes for different vessels. Even for the vessels in the same field of view (FOV), 
variations in local tissue scattering, aberration, and orientation relative to the excitation focus led 
to deviations away from perfect signal-to-size correlation. However, for the same vessel segment, 
changes in its fluorescence brightness in Bessel 2PFM should be strongly correlated with changes 
in its size, and thus can be reliably used to detect vasodilation and vasoconstriction. As an example, 
we used Bessel focus scanning to monitor the vasculature dynamics in 1.4 mm × 1.4 mm × 100 µm 
volumes at 15 Hz. At this volumetric rate, we captured the hemodynamics of vasodilation and 
vasoconstriction in five awake mice under fixed ambient lighting condition (e.g., insets in Fig. 4a). 
We found that temporal variations in vessel size over 1 min of recording (e.g., green traces in Fig. 
4d, measured along green lines for four example vessel segments labeled 1–4 in Fig. 4a) were 
positively correlated with the brightness changes of its lumen (e.g., magenta traces in Fig. 4d, 
averaged brightness within the magenta regions of interest (ROIs) in Fig. 4a; quantified as ΔF/F, 
with F being the median value of the time trace) (Fig. 4e, Methods section 2.2.4). The observed 
dilatory oscillations in Fig. 4d were similar in frequency (~0.1 Hz) to previously observed cerebral 
vasomotion60.  

We carried out similar analyses for capillaries (vessels with diameters < 6 µm; Fig. 5) in two 
animals, at 30 Hz and 0.2 µm pixel size. In both Gaussian (Fig. 5c, d) and Bessel (Fig. 5e) modes, 
we measured diameters of capillary segments and observed dilation and constriction from some 
capillaries. Our observation that some but not all capillaries dilate is consistent with previous 
studies where only a fraction of capillaries was found to undergo measurable dilation61,62. Those 
capillaries that did dilate show similar magnitudes of diameter change to those observed previously 
in response to forepaw or whisker pad stimulations61–64.  

For all example vessels, vessel diameter and fluorescence brightness were highly positively but 
not perfectly correlated. The lack of perfect correlation was caused by blood cells, which were not 
labeled by fluorescent dye. Whenever they flowed through the excitation focus, they reduced the 
fluorescence brightness even when the vessel size stayed constant. To reduce blood-cell-induced 
fluctuations in fluorescence, we temporally averaged the fluorescence and diameter data (Methods 
section 2.2.4; 0.33 s moving average for non-capillaries and 5 s moving average for capillaries) 
and observed the fluorescence brightness to closely reflect the vessel diameter.  

This relationship between vessel size and fluorescence brightness provided a simple brightness-
based method to detect changes in blood vessel size over an entire volume without the need for 
image segmentation. As an example, we separated the Bessel imaging volume into 64 × 64 ROIs 
(with 16 × 16 pixels or 21 µm × 21 µm for each ROI) and cross-correlated each ROI’s fluorescence 
time trace to a reference ROI’s time trace. For example, with two distinct ROIs as references 
(arrows, Fig. 4f, g, respectively), the resulting correlation maps highlighted two vasculature 
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populations with positively correlated diameter changes within themselves and negatively 
correlated diameter changes with each other (Fig. 4f, g). The positive correlations likely arose from 

  
Figure 5. Capillary dilation and constriction probed by Gaussian and Bessel 2PFM. 

(A) A 1.4 mm x 1.4 mm x 0.1 mm volume of vasculature imaged with Gaussian 2PFM, color coded by depth. (B) 
High-resolution Gaussian and Bessel images of capillaries. For each area (within the white squares in A), Gaussian 
images were taken first, followed by Bessel images, both acquired at 30 Hz with 0.2 µm pixel size for 8 minutes. 
(C) Time traces of diameters of 4 capillary segments from Gaussian images in B, plotted with simultaneously 
measured pupil diameter. (D) Example pupil and 1-second averaged Gaussian images of Capillary 4 at two time 
points (indicated by yellow lines in C) showing changes in pupil and capillary diameters. (E) Time traces of 
fluorescence signal changes and diameters of the same 4 capillary segments from Bessel images in B, plotted 
with simultaneously measured pupil diameter. Unlike larger vessels whose size correlations with pupil diameter 
were time-invariant (Fig. 7D), capillaries had time-varying size correlations with pupil diameter over minutes. (F) 
Scatter plot of fluorescence versus capillary diameter data in E. Scale bars: A: 200 µm, B: 20 µm, D: Pupil: 1mm, 
Gaussian: 5 µm. Post-objective power: Gaussian: 17 mW, Bessel: 112 mW.  
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the propagation of the dilatory signals along the vessel walls of connected vasculature47,63,65. The 
reference ROI in Fig. 4g had a ΔF/F time trace with a standard deviation 3.6× greater than the 
reference ROI in Fig. 4f (Fig. 6). Therefore, the ROI in Fig. 4g likely belonged to surface arterioles 
and the ROI in Fig. 4f likely belonged to venules due to the differing dilatory mechanisms between 
arterioles and venules26,41,66. Pixels with positive correlation with the two ROIs in Fig. 4f and g, 
respectively, revealed surface venule and arteriole populations. Although the discovery of these 
two distinct populations was expected, anticorrelated dilatory dynamics of two vasculature 
populations occupying the same brain volume, to our knowledge, has not been reported before. 

Next, we investigated how vasodilation and vasoconstriction were entrained with animal arousal 
level as reflected by the pupil diameter of the mouse eye. We simultaneously recorded a quietly 
awake mouse’s ipsilateral eye under fixed lighting conditions with an infrared camera (15 Hz, 
10 min) and a 1.4 mm × 1.4 mm × 100 µm volume of its brain vasculature with Bessel 2PFM 
imaging (0–100 µm below the top surface of the dura mater, 15 Hz, 10 min) (Fig. 7a, b). We 
tracked and extracted the pupil profiles (Fig. 7c, yellow ovals) and observed large spontaneous 
changes in pupil diameter over the time course of seconds (Fig. 7d, top trace). As there was no 

 

Figure 6. Arterioles exhibited greater changes in Bessel fluorescence signal than venules. 

(A) Bessel 2PFM image with the ROIs from Fig. 4F (blue square and arrow) and Fig. 4G (red square and arrow) 
shown. (B) Fluorescence time traces of the ROIs from A showing a large difference in their magnitudes of 
fluorescence signal change. (C) Standard deviation (S.D.) divided by average signal for the brightest 20% of 
pixels in A (representing vasculature). The dimmest 80% of pixels (representing non-vasculature tissue) are 
represented in black. (D) Standard deviation divided by average signal for the brightest 20% of all ROIs from Fig. 
4F, G. Both C and D show a clear distinction between arteriole and venule populations. Scale bars: 200µm for A, 
C, D. 
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change in ambient light level, these changes in pupil diameter have been previously shown to 
reflect the arousal level and/or switching of cortical states67. Similar to the analyses performed in 
Fig. 4f and g, we calculated how fluorescence signal traces of 64 × 64 ROIs were correlated with 
pupil diameter (Fig. 7e). We observed populations of vasculature whose brightness either 
positively or negatively entrained to pupil diameter. As indicated by two example time traces 
(ROIs 1 and 2, Fig. 7d, e), fluorescence signal, and thus vessel sizes according to Fig. 4, exhibited 
changes either positively or negatively correlated with animal arousal. Based on their location and 
morphology, ROI 1 and ROI 2 were identified to be a surface artery and a dural arteriole, 
respectively, with distinct mechanisms regulating their dilation66. We noticed that pupil dilation 
events displayed slower rise and decay dynamics when compared with blood vessel dilation events. 

 

Figure 7. Entrainment of vasodilation and vasoconstriction of a 3D vasculature network with pupil diameter 
measured by Bessel 2PFM. 

(A) A 1.4 mm x 1.4 mm x 0.1 mm volume of vasculature imaged at 15 Hz with Gaussian 2PFM, color coded by 
depth. (B) Bessel 2PFM image of the same volume in A, visualized in grayscale on the normalized square root of 
fluorescence signal. (C) Example pupil images at time points 1 and 2 of the ipsilateral eye acquired concurrently 
with vasculature imaging. Dashed yellow ovals: pupil profiles automatically segmented from video data. (D) Pupil 
diameter and signal time traces of two ROIs (arrows and black squares in E), showing positive and negative 
correlation with pupil diameter, respectively. CC: correlation coefficients. Orange circles on pupil time trace 
indicate time points 1 and 2. (E) Map of cross-correlation coefficients between ROIs tiling the FOV in B and pupil 
diameter. Scale bars: 200 µm for A, B, and E; 1 mm for C. Post-objective power: Gaussian: 47 mW; Bessel: 167 
mW. 
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2.3.5 High-speed volumetric measurement of cerebral blood flow 

Finally, we applied Bessel 2PFM volumetric imaging to 3D cerebral blood flow speed 
measurements in four mice at 99 Hz volumetric rate, an imaging speed fast enough to measure 
blood flow speeds around 3 mm/s and capture red blood cell (RBC) motion in most capillaries, 
pial venules, and some pial arterioles41,42. As shown for a representative volume 
(416 µm × 416 µm × 80 µm, 128 × 128 pixels, 0–80 µm below the top surface of the pia mater), 
Bessel 2PFM was able to record from all vessels and capillaries within the imaging volume (Fig. 
8a).  

 

Figure 8. High-speed volumetric measurement of cerebral blood flow speed with Bessel 2PFM. 

(A) Bessel image of a 416 µm x 416 µm x 80 µm volume of vasculature that was imaged at 99 Hz with Bessel 
2PFM for blood flow speed measurements, with structures visualized in grayscale on the normalized square root 
of fluorescence signal. Blue and red lines trace two example vessel segments. (B) Gaussian image stack of the 
same volume in A, color-coded by depth and overlaid with median blood flow speeds (in mm/s) of 11 blood 
vessel segments. (C) Skeletonized 3D Gaussian stack from B for the measurements of blood vessel segment 3D 
lengths. (D) Kymographs of two example vessel segments in A, obtained by plotting pixels along the traced blood 
vessels (horizontal) across time (vertical). Dark diagonal streaks are caused by RBCs traveling along the vessel 
segment. Note that the horizontal axis represents projected 2D distance. (E) Kymographs of the same vessels 
after nonlinear transformation so that the horizontal axis represents 3D distance. For flow speed measurement, 
each kymograph was divided into 0.5-second-long blocks (cyan dashed lines, Methods section 2.2.4). Yellow lines 
represent the distance-time relationship of the blood flow measured for each block. (F) Changes in blood flow 
speed over 1 minute for the blue vessel segment in A. (G) Median blood flow speed plotted against blood vessel 
diameter for 63 vessel segments between 0 and 180 µm below dura, collected from 4 mice. Scale bars: 100 µm 
for A-C. Post-objective power: Gaussian: 45 mW; Bessel: 217 mW.  
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We first traced blood vessel segments by hand over the Bessel image (e.g., Fig. 8a, blue and red 
traces) and then measured their 3D lengths by locating the same segments in skeletonized 3D 
Gaussian structural data (Fig. 8c, Methods section 2.2.4). In total, we traced 63 vessel segments in 
seven volumes from four animals (49–549 µm in 3D length, with a median length of 174 µm), of 
which 28 segments had enough spatial extent along Z to require the use of Bessel focus to measure 
their blood flow speed. In order to measure blood flow speed, pixels along the traced segments in 
the Bessel image series were plotted against time and hereafter referred to as kymographs (Fig. 
8d). Since the horizontal axes of the kymographs represented 2D-projected vessel lengths, 
nonlinear transformations were performed on the horizontal axes such that they represented 3D 
lengths of the blood vessel segments (Fig. 8e). Because RBCs were not labeled with fluorescence, 
they showed up as dark streaks in the kymographs. From the time required for RBCs to traverse 
the full length of the segment (i.e., the slopes of the dark streaks in the kymographs), blood flow 
speed can be calculated. To this end, we applied an automated blood flow speed measurement 
method based on Sobel filtering and iterative Radon transforms59 to the kymographs and measured 
temporally varying blood flow speeds over 1-min-long datasets (yellow lines, Fig. 8e, f). We used 
the median flow speeds as the representative speeds of the traced vessels (dashed line, Fig. 8f). We 
overlaid the flow speed on 11 vessels in Fig. 8b to provide a visual representation of flow speeds 
from the volumetrically distributed blood vessels spanning 80 µm of depth. We plotted the median 
flow speed against blood vessel diameter for all 63 blood vessel segments and found a positive 
correlation between vessel diameter and blood flow speed (Fig. 8g), consistent with observations 
that blood flows faster in larger vessels31,33,68. 

2.4 Discussion 

We presented in this study successful fast structural and functional imaging of neurovasculature 
over large volumes (up to 1.4 mm × 1.4 mm × 110 µm) and at high speed (up to 99 Hz) using a 
commercially available 2PFM with a Bessel focus module. Scanning the axially extended Bessel 
focus in 2D enabled us to obtain projected images of 3D volumes, thus drastically increases the 
volumetric imaging speed and reduces imaging data size. We demonstrated high-throughput 
tracking of vasodilation, vasoconstriction, and blood flow speed in 3D in the awake mouse cortex. 

When Bessel 2PFM was applied to neurovasculature imaging in the mouse cortex, fluorescence 
intensity proportionally varied with vessel size, thus providing an alternative approach to image 
segmentation for measuring the dynamics of vessel dilation and constriction. Importantly, this 
simplified analysis approach combined with the small data size of Bessel 2PFM allowed for fast 
data analysis using ImageJ and MATLAB without the need for dedicated hardware or optimized 
software. 

By extending the excitation volume axially, a Bessel focus allowed us to measure blood flow in 
vessels and capillaries that were not parallel to the axis of the Bessel focus. In contrast, in 
conventional 2PFM imaging with the more axially confined Gaussian focus, many vessels appear 
only as cross-sections, which makes blood flow measurement difficult. If it is important to measure 
blood flow from vessels that are parallel with the axis of the Bessel focus, the annular illumination 
at the back focal plane of the microscope objective can be translated to generate a Bessel focus 
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traveling along a different direction from the original focus50,69,70 and a distinct projected view of 
the vasculature. 

In contrast to blood vessel cross-sections captured with Gaussian focus, full length images of blood 
vessels captured with Bessel focus scanning do not suffer from axial motion artifacts because axial 
motions several microns in amplitude do not shift the structures out of the extended Bessel 
excitation focus. Lateral motion artifacts were easily correctable because the fast imaging rates 
afforded by the resonant galvanometer scanning minimized in-frame non-rigid sample motions. 
Bessel 2PFM’s robustness against motion artifacts is critical for studying hemodynamics in awake 
animals and would be especially important when working with disease models where motor 
dysfunctions or seizures cause large sample motion. 

Because structures at different depths within the excitation volume appear in the same projected 
images, Bessel 2PFM performs best with sparsely labeled and high-contrast structures, making it 
suitable for imaging neurovasculature, which are sparse in the brain and typically labeled with 
bright fluorescent dyes. With the available laser power and dextran-conjugated Texas Red dye, we 
were able to image neurovasculature up to 800 µm below the brain surface for conventional 
Gaussian 2PFM and 600 µm for Bessel 2PFM. The reduced imaging depth of Bessel 2PFM was 
partly due to the higher fraction of excitation energy distribution in the side rings of the Bessel 
focus57, leading to less effective two-photon excitation for the same post-objective laser power. 
The excitation energy in the side rings also reduces the image contrast and lowers the signal-to-
background ratio (SBR). To image vasculature structures at depth, more average power needs to 
be deposited into the mouse brain with Bessel 2PFM than Gaussian 2PFM. However, the highest 
average power utilized in this study (up to 217 mW) was under the threshold for heating-induced 
damage in the mouse brain in vivo71 and below the average powers that were utilized in other high-
speed brain imaging technologies72,73. 

Besides increasing laser power, improvements in neurovasculature imaging depth can be 
accomplished by using longer-wavelength excitation, because scattering mean free path increases 
with longer-wavelength photons74. For example, indocyanine green is two-photon excitable with 
1700 nm light and was used to image vasculature down to 2 mm with Gaussian excitation75. Three-
photon fluorescence excitation using Bessel foci also employs longer-wavelength excitation light 
and has the added benefit of suppressed side-ring fluorescence excitation due to the higher non-
linear process54. 

Bessel beam imaging depth can also be improved by adaptive optics76,77, a method which corrects 
for optical aberrations of the imaging-forming excitation light introduced by the brain tissue. We 
observed distinct effects of optical aberrations caused by large surface vessels for Gaussian and 
Bessel foci. Large surface vessels aberrated the Gaussian focus and led to reduced excitation 
efficiency and thus dark shadows in the Gaussian image stacks (Fig. 2e, f). In contrast, large 
surface vessels degraded spatial resolution and signal-to-background contrast in Bessel image 
stacks (Fig. 2h, i) suggesting that aberrations in the Bessel focus led to asymmetric focal energy 
distribution but not a decrease in the overall two-photon excitation efficiency. Removing these 
sample-induced aberrations would improve excitation efficiency and resolution, which in turn 
would increase SBR and thus imaging depth. 
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Even without the improvements outlined above, the current implementation already allowed us to 
apply Bessel 2PFM to monitor hemodynamics in 3D at capillary resolution. We observed 
vasodilation and vasoconstriction in superficial blood vessels78–80 both directly by measuring 
vessel diameter changes and indirectly through Bessel focus excited fluorescence signal. We 
observed size changes in some capillaries, which may be regulated by the flow in nearby arterioles 
or due to active control by more proximal factors such as pericytes64,80–82. We observed two 
vasculature populations negatively correlated with one another in terms of their 
dilation/constriction dynamics, possibly distinguishing between arterioles and venules. We also 
observed entrainment of brain hemodynamics to pupil diameter, a phenomenon that was reported 
in the past using ISOI83,84. Since pupil diameter is closely tied to brain arousal levels85–87 and 
cortical states67,88, this entrainment of vessel and pupil dilations reflects underlying neural activity 
dynamics including the release of vasoactive neurotransmitters89. We noticed faster temporal 
dynamics in vessel size changes than pupil diameter changes, which to our knowledge have not 
been directly compared in literature. However, this observation is consistent with previous reports 
that neurovasculature responds to neural activity on sub-second timescales39,63 while the pupil 
responds on the scale of seconds88. 

In addition to vasodilation and vasoconstriction, we also used Bessel 2PFM to measure blood flow 
speeds in 3D at 99 volumes per second from both dural and cortical vessels as well as capillaries. 
Following the calculations by Shih et al.41, we estimated the upper bound of RBC flow rate that 
can be captured at this speed to be 4.3 mm/s, faster than the flow rates of most neurovasculature41,42. 
Compared with previous studies using line scan paths to simultaneously measure blood flow speed 
in multiple vessel segments which does not scale well with the number of features90,91, Bessel 
focus scanning could record from all blood vessels in an imaging volume. To capture even faster 
blood flow rates if needed, volumetric imaging exceeding 100 Hz can be achieved by using faster 
optical scanning8,92, imaging smaller volumes, or sampling at a lower pixel density. Improving 
SBR by methods described above would become essential when the achievable imaging speed 
becomes limited by fluorescence signal strength. 

Bessel 2PFM enables volumetric imaging of neurovascular dynamics without sacrificing the high 
lateral resolution and multi-color imaging capability of Gaussian 2PFM. With the developments 
of bright and efficient two-photon excitable fluorescent sensors for neural and glial activity 
reporting93, Bessel 2PFM can simultaneously image neurovasculature with neurons and glia to 
generate high-throughput, rich datasets for uncovering the detailed dynamics of neurovascular 
coupling in healthy and diseased brains78. Vascular imaging with Bessel 2PFM can also be applied 
to other vasculature systems such as those in the retina, spinal cord, or skin. 

2.4.1 Studying preclinical models using Bessel 2PFM 

Enabled by the accessibility of the Bessel 2PFM technique, either through a commercially 
available system or a cost-effective home-built system53, researchers can ask new clinically-
relevant questions in the neurovasculature field. Blood-brain barrier (BBB) breakdown has been 
studied using conventional 2PFM and have been linked to both physical94 (traumatic brain injury, 
TBI) and neurological sources34,95. Vasculature leakage as reported by small molecule fluorescent 
dyes typically occur seconds to minutes after the injection of dyes or introduction of the leak in 
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the case of TBI models. During these short time scales, only a certain number of imaging frames 
could be captured, so Bessel 2PFM would greatly increase the throughput for these time-sensitive 
experiments.  

Another body of literature focused on imaging blood flow through blood vessels, especially 
capillaries, to observe changes during TBI96,97, ischemic stroke32,33, and neurological diseases33,37. 
These studies, which typically observed reduction and/or turbulence in capillary blood flow in 
diseased animal models, would benefit from the ability to image larger numbers of vessel segments 
at once. Due to the low throughput of conventional 2PFM for imaging blood flow, small vessel 
segments were typically imaged and treated as independent samples for analysis. Yet just 
observing the slowing blood flow of the damaged vessels is not enough to understand how 
neighboring vessels adapt to the changes in flow and the redundancy in the vascular system. How 
can treatments improve the speed of this adaptation process to minimize brain damage? Bessel 
2PFM opens the opportunity to record simultaneous blood flow in highly interconnected 
vasculature systems, allowing for relationships between vessels to be observed in both healthy and 
diseased models.  
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Chapter 3: A commercial Bessel & Bessel-droplet two-photon 
fluorescence microscope with modal adaptive optics  

The study presented in chapter 2 introduced a commercial 2PFM system capable of both Bessel 
beam and conventional Gaussian beam imaging23. Since the publication of this study, two new 
technologies have been introduced that directly improve the Bessel 2PFM method. The first 
technique, Bessel-droplet 2PFM, utilized two concurrently generated Bessel beams which allowed 
for higher NA Bessel beam imaging with reduced background contamination from side rings98. 
The second technique, Bessel beam adaptive optics, performed aberration correction for improved 
excitation efficiency and resolution at greater imaging depths99. Both original studies were 
conducted using a state-of-the-art custom-built two-photon fluorescence microscope with 
specialized optical components not found in commercial systems. The goal of this chapter is to 
incorporate the two new technologies into a commercial Bessel 2PFM system such that researchers 
can enjoy the benefits of these new methods with minimal changes to their microscope and 
imaging workflow.  

3.1 Improving image quality through Bessel-droplet 2PFM 

The lateral PSF of a Bessel focus has much more pronounced side rings than that of a Gaussian 
focus57, especially at higher NA52. This is because different equations dictate their lateral PSFs: 
the lateral PSF of a Bessel focus is dictated by a Bessel function of the first kind, as originally 
calculated by Rayleigh. Side rings not only take away laser power from the central peak resulting 
in lower peak brightness, but also create a “halo” effect that is especially apparent when imaging 
small structures98. However, the central peak of the Bessel focus lateral PSF is narrower than that 
of the Gaussian focus which means the Bessel focus has a higher lateral resolution compared to 
the Gaussian focus at the same NA. The quick-fix solution to the side ring problem was therefore 
to stop down the Bessel focus NA, such that the lateral resolution was still comparable to that of a 
high-NA Gaussian focus while at the same time having manageable side rings52.  

Recently, an alternative solution to the side ring problem, coined Bessel-droplet, has emerged 
which allowed for high-NA Bessel 2PFM with reduced side rings, enabling Bessel-droplet two-
photon volumetric imaging to be both faster and higher-resolution than its Gaussian counterpart. 
A detailed explanation and discussion around Bessel-droplet beam generation can be found in the 
original study that demonstrated this technology for two-photon in vivo imaging98. In brief, like 
how a single Bessel beam is generated, two Bessel beams, one at approximately half the NA of 
the other, were generated by the same SLM and spatially filtered with a concentric double annular 
ring mask. The lower-NA Bessel beam was chosen to, as best as possible, cancel out the first side 
ring of the higher-NA Bessel beam, which resulted in a 7 to 8-fold reduction of side ring signal. A 
side-effect of interfering two Bessel beams was the creation of a sinusoidal illumination pattern in 
the axial direction, thus the “droplet” name. One can then generate two Bessel-droplet beams, one 
with the inner and outer annular rings in phase and the other at π out of phase, which focuses the 
axial droplets π-offset from each other. Scanning the 3D sample with one beam after the other and 
summing the fluorescence signals recovers the axial information that would have been lost to a 
single Bessel-droplet beam.  
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Using a home-built two-photon fluorescence microscope with accurate scan optics and perfect 
conjugation of optical components, high-resolution, high-contrast video-rate volumetric imaging 
was performed on both neurovasculature and neuronal processes in vivo98. Given the clearly 

 

 

Figure 9. Bessel-droplet two-photon fluorescence microscopy with a commercial microscope system. 

(A) 0.4 NA Bessel and 0.5 NA Bessel-droplet patterns displayed on the focal plane SLM for Bessel focus 
generation. Scale bar represents actual size of pattern displayed on the SLM. (B) Pupil plane mask patterns for 
Bessel and Bessel-droplet, at the same scale as A. (C-F) All fluorescence images are plotted using the square root 
of intensity for better visualization of dim features. (C) Mean two-photon intensity X-Y projections of 0.5 µm 
beads, imaged using Bessel and Bessel-droplet foci. Colored circles represent ROIs used to generate axial 
intensity plots. Shaded rectangles represent XY projection regions. (D) 5-frame averaged images at Bessel and 
Bessel-droplet’s respective planes of peak brightness, showing a large difference in side lobe fluorescence. (E,F) 
Bessel and Bessel-droplet XZ projections of the shaded volumes in C. Purple-bordered image is an XZ projection 
of a π-offset Bessel-droplet focus. (G) Mean axial intensity plot from the blue circle in C, showing a Bessel axial 
FWHM of 47 µm. (H) Mean axial intensity plot from the orange circle in C and the π-offset focus in purple (XY 
projection not shown), showing axially-π-offset droplet positions. The sum of the two axial intensities is shown in 
the dotted black trace and has a FWHM of 34 µm. 
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demonstrated benefits of Bessel-droplet 2PFM, we sought to apply this technique to the 
commercial Bessel 2PFM detailed in chapter 2. The commercial microscope system, in contrast to 
the home-built system, does not have perfectly conjugated X and Y-axis galvanometer mirrors and 
is less precisely aligned, leading to larger system aberrations. It was therefore unclear whether 
Bessel-droplet 2PFM would perform well in these conditions.  

Pairs of Bessel beams were simulated in MATLAB software, originally developed by Dr. Wei 
Chen98, to find specific annular ring diameters and thicknesses which result in maximal destructive 
interference of side rings. Bessel-droplet parameters were then backpropagated to the SLM plane 
and quantized to the resolution of the SLM (8-bit, 512 x 512 pixels). Double annular ring masks 
were fabricated by a photomask company (Photo Sciences, Inc.) on quartz and gold, the latter used 
for its high reflectivity at NIR wavelengths. Masks were designed for two objective lenses: the 16x 
0.8 NA Nikon objective, and the 25x 1.05 NA Olympus objective. Bessel-droplet masks in a range 
of NAs were fabricated to test the effectiveness of Bessel-droplet generation and side lobe 
reduction at different NAs. We characterized the PSFs of the imaging system in Bessel and Bessel-
droplet modes with 0.5-µm-diameter fluorescent beads (Fig. 9). Mean projection images of the 
bead showed the presence of side lobes in both Bessel and Bessel-droplet (Fig. 9c), but side lobes 
were less apparent at Bessel-droplet peaks (Fig. 9d). The square root of fluorescence brightness 
was shown for easier visualization of the dim side lobes. X-Z mean projection images reveal that 
side lobes for Bessel-droplet beams alternated between bright and dim and was dimmest at droplet 
peaks (Fig. 9f), which was predicted in simulation98. Bessel-droplet beams π-offset in phase 
generated droplets offset in the axial direction, such that the summation of the two recovered a 
continuous axial profile (Fig. 9h). The combined Bessel-droplet envelope had a FWHM smaller 
than that of the Bessel beam, which was expected since the Bessel-droplet beam had higher 
effective NA than the Bessel beam. We quantified side ring contamination by measuring the ratio 
between the first side ring and the central peak’s integrated fluorescence signals. At the z-position 
of peak brightness, 0.4 NA Bessel had a ratio of 0.27 while 0.5 NA Bessel-droplet had a ratio of 
0.096, which was 2.8x less side ring contamination.  

Further work will include characterizing Bessel-droplets of other NAs and objective lenses. With 
our characterizations demonstrating a functional commercial Bessel-droplet 2PFM system, we 
look forward to this system being used by future experimentalists who require fast volumetric 
imaging at high resolution in opaque biological samples. 

3.2 Removing aberrations in 2PFM using adaptive optics  

Signal contamination from Bessel beam side rings is not the only barrier to achieving high 
resolution, high contrast two-photon imaging in opaque tissue. Aberrations in the optical path, 
from laser source to sample plane, reduce image quality in Gaussian, Bessel, and Bessel-droplet 
2PFM, albeit to different degrees of severity98,99. Especially unpredictable are the aberrations 
within opaque tissue samples, such as the mouse brain, which can vary by animal, region, and 
depth. As a result, true diffraction-limited resolution can rarely be achieved at high NA, even with 
advanced home-built microscopes. The technique of adaptive optics76,77,100 (AO) for 2PFM sets 
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out to solve this problem, through measurement and subsequent hardware correction of aberrations 
in both the imaging system and sample.  

Aberration measurement involves the acquisition of the combined wavefront error of the system 
and sample. This can be most simply achieved with a Shack-Hartmann (SH) direct wavefront 
sensor, a technology inherited from the astronomy field to measure earth atmospheric wavefront 
error101,102. This method of direct wavefront measurement involves a “guide star”, a name also 
inherited from astronomy, which is a lone, bright point object at the sample plane. This guide star, 
when measured with the SH sensor, provides a map of the accumulated wavefront error between 
the two planes. This is achieved at the SH sensor with a micro-lens array and camera sensor, which 
collects information on the phase slopes of all wavefront segments with a single acquisition. 
Unfortunately, unlike the night sky, which is typically clear during the measurement of 
atmospheric wavefront aberration, biological samples such as the mouse brain often strongly 
scatter light, preventing direct wavefront sensing from being applied with fluorophores in the 
visible spectral range.  

Alternatively, indirect aberration measurement methods exist which do not require a guide star, a 
dedicated SH sensor in the optical system, nor a transparent sample, at the cost of longer 
measurement times and higher computational complexity. Thankfully, unlike earth’s turbulent 
atmosphere, still biological samples have minimal time-varying aberrations, so the speed of SH 
sensors can be sacrificed for gains in sample and system simplicity. One method of indirect 
aberration measurement involves a similar approach to that of the SH sensor, where the phase 
slopes of wavefront segments, or zones, are individually measured by illuminating the zones 
serially and observing the lateral displacement of a sample object100. Alternatively, instead of 
measuring the lateral displacement of a sample object which requires a 2D image, one can perform 
a point measurement of the sample fluorescence while modulating the tip and tilt of a zone to find 
the corrective angle in which the zone produces the brightest signal. This method can be further 
sped up by measuring many zones at once through signal multiplexing in Fourier space103,104. Both 
methods of indirect wavefront measurement belong to the category of “zonal” AO.  

Once aberrations have been measured either directly or indirectly, correcting for them is as simple 
as presenting equal but opposite aberrations at the pupil plane, called the corrective wavefront, to 
pre-correct aberrations that will be picked up as the laser passes through the system and sample. 
Presenting the corrective wavefront is a piece of programmable hardware, either a deformable 
mirror (DM) or a spatial light modulator (SLM) that modulates the phase of wavefront segments. 
DMs are fast and therefore ideal for multiplexed zonal AO but have fewer addressable segments, 
whereas SLMs are slower but have many addressable segments with modern SLM pixel arrays 
exceeding 1 megapixel105. Both options have been shown to perform successful AO on biological 
samples to rescue diffraction-limited resolution and signal contrast in conventional gaussian 
2PFM100,104.  

Although system and sample aberrations can be measured independently of pupil illumination 
methodology since aberrations are a product of imperfections of the optical path, Bessel beam AO 
requires an additional step during wavefront correction. Instead of applying the corrective 
wavefront at the pupil plane, the wavefront is backpropagated and applied to the focal plane-
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conjugated SLM that generates the Bessel beam99. Focal plane AO performs favorably to pupil 
plane AO for Bessel beams, due to better correction accuracy for both phase and amplitude errors, 
rather than only phase errors. Uncorrected amplitude errors have a largely imperceptible effect on 
the focal quality of a gaussian beam due to the large back pupil illumination area. However, the 
same errors are detrimental to Bessel beam due to the much smaller-area ring illumination and the 
need for a specific electrical field amplitude distribution to generate a high-quality Bessel focus. 
Conveniently, focal plane AO reduces hardware complexity for Bessel beam wavefront correction, 
since the same SLM that generates the Bessel beam also corrects its aberrations. Unfortunately, 
the measurement of aberrations still requires additional hardware at the pupil plane, as outlined 
earlier in this section. 

3.3 Indirect wavefront measurement at the focal plane using modal reconstruction 

Indirect wavefront measurement methods share a common methodology of splitting a wavefront 
into an orthogonal set of unknowns, determining the value of each unknown via measurements of 
the sample, then reconstructing the wavefront from the orthogonal set. In zonal AO, the orthogonal 
set of unknowns are zones of the wavefront, typically selected to correspond to individual mirror 
segments of the DM, each of which has independent phase slopes. Similarly, “modal” AO uses an 
orthogonal set of polynomial modes that span the full wavefront area, in essence decomposing the 
wavefront into modes, rather than zones. Any set of 2D orthogonal polynomials can be used for 
modal reconstruction, but most common are the Zernike polynomials when relating to wavefront 
aberrations at a circular pupil plane. Unlike zonal AO, modal AO relies on the accuracy of adding 
2D polynomials to a wavefront, so it benefits greatly from the high pixel count of a SLM.  

The methods for modal AO closely mirror that of zonal AO. A Zernike mode is presented on the 
SLM at different amplitudes, or coefficients, and the brightness of a sample is measured each time. 
The optimal value of the Zernike coefficient corresponds to the one that generates the brightest 
sample. After the coefficients are measured for many Zernike modes, the sum of the weighted 
Zernike polynomials is the corrective wavefront. Whereas the time needed for zonal wavefront 
measurement is determined by the number of DM segments and the speed of the DM, the time 
needed for modal wavefront measurement is determined by the number of modes to be corrected 
and the refresh rate of the SLM. For high-order Zernike modes, changes in fluorescence signal 
may become too small to distinguish from noise.  

When applied to Bessel beams, modal AO does have one critical advantage over zonal AO: like 
the corrective wavefronts in focal plane AO, 2D Zernike modes can be backpropagated to the 
Bessel beam-generating focal plane SLM. This means that, in theory, Bessel AO using modal 
reconstruction can both measure and correct wavefront aberrations solely using the focal plane 
SLM already present in the commercial Bessel 2PFM system without the need of additional pupil-
plane hardware. However, such an all-focal-plane implementation of modal AO has not been 
attempted to our knowledge.  
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Figure 10. Bessel beam modal-based AO reduces system aberrations. 

(A) Generated Zernike modes up to the 6th order, from coefficients of -2 to 2. Pictured are modes with 
coefficient = 1.4. (B) An SLM pattern is generated for each Zernike mode and coefficient value and is serially 
presented as the fluorescence intensity of a 2 µm bead is imaged. (C) Mean fluorescence intensity of the center 
of a 2 µm bead in the presence of Zernike modal aberrations are plotted in blue. Subplot positions correspond to 
the Zernike modes in A. Green traces are fluorescence intensities normalized to the post-objective laser power. 
Light blue and light green shaded lines are fitted Gaussian curves to the blue and green fluorescence traces, 
respectively. Vertical green and blue lines are the peak positions of the fitted Gaussian curves, representing the 
fitted correction coefficients for the specific Zernike modes. Light grey-shaded plots are ones with confident 
Gaussian fitting and therefore the modes used to reconstruct the corrective wavefront. (D) Corrective wavefront 
shown is reconstructed from coefficients fitted to the power normalized fluorescence intensities (green) in C. (E) 
SLM pattern introducing the corrective wavefront in D. (F) 2 µm bead XY and XZ mean intensity plots imaged 
using an SLM pattern with a flat wavefront (No AO) and using the SLM pattern from E (Modal AO). Plotted on the 
same brightness scale, Modal AO peak brightness at the center of the bead is slightly higher. (G) Mean axial 
intensity plot of the data from F, showing a 30% increase in peak intensity after modal AO correction. Note that 
the axial extents of the Bessel beams remain very similar. 
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3.4 Bessel beam adaptive optics using modal reconstruction reduces system 
aberrations 

We set out to test whether modal AO can be applied to focal plane aberration correction of Bessel 
foci in our commercial Bessel 2PFM system, which only has one SLM used to generate the Bessel 
beam (Fig. 1a). Using the same MATLAB software which backpropagates a corrective pupil 
wavefront onto a focal plane SLM99, we generated a collection of SLM patterns which add known 
magnitudes of Zernike modes to a Bessel beam-generating grating (Fig. 10a,b). We tested up to 6 
orders of Zernike modes (28 polynomials total) and coefficients ranging from -2 to 2 waves with 
a step of 0.2. Next, we serially presented every SLM pattern and measured the corresponding 
brightness of a 2 µm bead, while also measuring the corresponding post-objective laser power (Fig. 
10c). Measurement of post-objective laser power is important due to the varying throughput of the 
SLM for different patterns. This is because, despite the SLM being linearly calibrated for 0 – 2π 
phase shifts, phase wrapping and other sharp gradients in the SLM pattern result in phase errors 
caused by pixel crosstalk, reducing SLM efficiency. After post-objective laser power correction of 
bead brightness, gaussian-fitted peaks for each Zernike mode determined its ideal corrective 
coefficient (Fig. 10c). A subset of fitted Zernike modes were used in the reconstruction of the 
corrective wavefront (Fig. 10d). Some Zernike modes which had poor fitting due to weak intensity 
modulation of the bead were not used in the reconstruction. Weak modulation could be due to low 
system aberrations at those modes. It could also be that the bulk of the mode pattern lied outside 
of the area of the 0.4 NA Bessel annular mask, which underfilled the 1.05 NA back pupil. The 
reconstructed wavefront was then spatially filtered with the annular mask pattern at the pupil plane, 
followed by backpropagation to obtain the phase pattern on the focal plane SLM (Fig. 10e). This 
phase pattern therefore both generated a Bessel focus and compensated for the measured 
aberrations. For a 2 µm fluorescent bead imaged without and with AO (Fig. 10f), we saw a 30% 
increase in its peak brightness with our all-focal-plane Bessel AO method (Fig. 10g).  

Our observation of a mild peak brightness increase is likely due to the relatively low amount of 
system aberration in the microscope. Further tests in more aberrated environments, such as in 
opaque brain tissue, is needed to validate this AO method. Low-order aberrations commonly found 
in microscope systems and biological samples disproportionately affect the brightness of smaller 
structures76. A next step should be to validate this technique with smaller bead sizes and/or small 
biological structures such as neuronal synapses.  

3.5 Discussion: towards an automated Bessel-droplet and AO software solution  

We have demonstrated in this chapter compatibility of two next-generation Bessel 2PFM methods, 
Bessel-droplet and Bessel AO, with an existing commercial Bessel 2PFM system. However, 
further development is required for these methods to be accessible to experimentalists and 
incorporated seamlessly into an existing Bessel 2PFM workflow.  

Currently, Bessel and Bessel-droplet annular ring masks are mounted in the microscope via a 
manual 3D translational stage for precise alignment after mask-switching. The switching and 
subsequent alignment of a mask takes 10 minutes for an experienced user. Although suitable for 
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testing the performance of mask designs, an automated approach would be preferred for a final 
commercial system. For example, an array of masks on a rotating stage can be used, much like a 
filter wheel, to provide the microscope user with options for both Bessel and Bessel-droplet masks 
of different NA and different objective lenses. If precise positioning of each mask on a rotating 
stage proves to be difficult, a motorized x-y stage can add the functionality of automatic alignment: 
x and y positions of the mask are tweaked to maximize laser throughput, read out via a post-mask 
photodiode. This results in an inexpensive, fully automated mask-switching method which, 
together with the automatic beam path-switching mechanism (Fig. 1a, Methods section 2.2.1), 
relieves the end user from needing to service the Bessel beam path.  

Bessel-droplet foci, which are discontinuous in the axial dimension, require two 2D scans to 
sample the same volume as a single 2D scan of Bessel foci. The two scans use different SLM 
patterns: one that generates a pair of annular rings in phase at the pupil plane and one that generates 
them in opposite phases. Current commercially available SLMs can switch patterns in as quickly 
as 2-5 ms105, which would only fractionally slow down a microscope equipped with a resonant 
galvanometer imaging at 15-30Hz volumetric imaging rate. This makes Bessel-droplet suitable for 
imaging slower dynamics such as calcium activity and vasodilation, at half of the volumetric 
imaging rate as Bessel 2PFM. New fluorescence sensors for glutamate106 and voltage7,107 imaging, 
as well as high-speed blood flow108, require imaging speeds of 100-1000 Hz which would be 
difficult to achieve with SLMs, which are limited by the dynamics of liquid crystal molecules. 
Without the development of faster SLMs, temporally demanding imaging conditions cannot utilize 
Bessel-droplet, unless the researcher accepts a loss of half of the structural information in the 
imaging volume. Alternatively, if the researcher is interested only in larger structures such as cell 
bodies, a Bessel-droplet focus with inter-droplet-distance less than the size of the structures can be 
used, with the caveat that smaller inter-droplet-distances result in shorter total axial extent and 
therefore smaller imaging volumes. The process of communicating precise acquisition timings 
with the SLM, and generating SLM patterns, can be incorporated into future two-photon imaging 
software, resulting in simple software controls to perform Bessel-droplet imaging using various 
hardware and data acquisition parameters.  

Using all-focal-plane modal AO, we corrected system aberrations in a commercial Bessel 2PFM 
system. AO corrections in more aberrated in vivo environments are needed to validate this method 
for brain imaging. Simply as a system aberration correction tool, modal AO will improve spatial 
resolution and contrast in almost all samples, especially flat, thin, or clear ones that match the 
refractive index of the objective immersion fluid. As a system and sample aberration correction 
tool, many thicker samples of uneven refractive index, such as the in vivo mouse brain, can 
potentially be imaged at drastically improved resolution and contrast, allowing for in vivo imaging 
of deeper structures inaccessible via non-AO methods. In our modal AO validation experiment, a 
fluorescent bead was used, but in the absence of bright point objects in vivo, the brightness of 
larger structures such as cell bodies can be used instead, as demonstrated in zonal AO 
approaches103,104. In more aberrated environments, wavefronts can contain higher order Zernike 
modes and/or larger Zernike coefficients. As a result, it is possible that for such environment, a 
larger set of Zernike modes is necessary to reconstruct an accurate corrective wavefront. We can 
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consider using tailored modal test sets for each sample type to minimize AO time for less-aberrated 
samples and maximize AO accuracy for more-aberrated ones.  

Efficient test set sampling can further speed up the modal AO process. Bessel beams are more 
resilient to many aberration modes when compared to conventional Gaussian beams due to their 
symmetry99. Those aberration modes, which are easily identified due to their minimal effect on 
sample brightness when introduced to Bessel beams (Fig. 10c), can be omitted from the modal test 
set. Furthermore, with more samples tested, we may notice that a smaller range of coefficients are 
sufficient for certain aberration modes, whereas a large range of coefficients may be needed for 
others. For example, samples such as C. Elegans have intrinsically strong astigmatic aberrations 
due to their cylindrical shape.  

In our modal AO validation experiment, post-objective laser power was measured concurrently 
with bead brightness to correct for differences in SLM efficiency in a post-processing step. This 
type of SLM calibration only needs to be performed once for each modal test set since it is sample-
independent. Laser power measurement can also be measured at any point after the annular mask, 
so one photodiode can be used for both automatic mask alignment, as suggested above, and SLM 
efficiency normalization. Performance of next-generation commercial SLMs looks to improve 
considerably105, but real-world testing will validate the usable frame rate of new SLMs. A higher 
SLM frame rate both increases the maximum imaging speed for Bessel-droplet 2PFM and speeds 
up measurements for Bessel AO. Unfortunately, new technology can also represent higher cost, 
which could be prohibitive for an accessible, commercial microscope system.  

This chapter has shown that, with limited modifications to the hardware and software of the 
existing commercial Bessel 2PFM system, Bessel-droplet and AO methods can be incorporated 
into current Bessel-compatible experiments to improve the quality of collected data. Software can 
be as simple as a single click without sacrificing functional effectiveness, as suggested above. 
Finally, Bessel-droplet AO is a natural extension given the existing methods and will share its 
methods with modal-based Bessel AO.  
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Chapter 4: Interaction of sensory stimuli and cortical electrical 
stimulation in the awake mouse brain 

4.1 Introduction  

In contrast to using concepts in physics to improve 2PFM in chapters 2 and 3, we can pair 2PFM, 
an optical method, with an electrical method to ask new preclinical questions. In this chapter, we 
explore the methods of combining 2PFM with brain-surface electrical stimulation. With 2PFM’s 
cell-type specific neural response data, we explore the modulating effects of electrical stimulation 
on the cortical microcircuit. The resulting scientific findings show clear benefits of our methods 
for answering translational questions pertaining to cortical electrical stimulation. 

4.1.1 Cortical electrical stimulation therapy is a promising clinical field  

Neurological disorders are pervasive in society and are becoming more at the forefront of study 
than ever before, yet treatments are few and far between due to the complexity and mystery of the 
brain. Pharmacological treatments can be used for some disorders to varying degrees of success, 
such as Alzheimer’s disease (AD) and major depressive disorder (MDD), where certain symptoms 
of the disorder relate to isolatable biochemical targets109–111. Unfortunately, efficacy changes from 
case to case, and only symptoms, not the underlying disease, can be treated at this time110,112. Some 
neurological disorders such as Parkinson’s Disease (PD) and MDD can be treated through 
continuous, nonspecific electromagnetic perturbation of the nervous system using a medical device, 
such as DBS16,17,113,114 or transcranial magnetic stimulation (TMS)115,116. Many more neurological 
disorders have complicated biology that do not lend well to existing drug nor device treatments. 
Tackling these disorders requires both the understanding of the underlying biological mechanisms 
that cause them and the development of novel treatment methods to rescue healthy behavior. One 
promising implantable device for the treatment of neurological diseases is the electrocorticography 
(ECoG) array, a flexible sheet of electrode contacts placed on the surface of the brain capable of 
recording neural activity. ECoG arrays are routinely used in the operating room during epileptic 
surgery for the localization of seizure focus. During the operating procedure, these electrode arrays 
have been increasingly used as a scientific research tool117–122.  

Beyond their usage as acute recording tools, ECoG devices can also be chronically implanted and 
write to the brain using electrical stimulation. A primary benefit of the ECoG array is its minimal 
invasiveness, as it sits on an intact pia and doesn’t penetrate the brain surface. As a result, ECoG 
arrays have been demonstrated to last years in implanted NHPs without damage to the brain123–125. 
Furthermore, due to their larger size, ECoG electrodes typically have much lower electrical 
impedance than implantable electrodes (e.g., the Utah array126), allowing them to electrically 
stimulate at higher currents to generate a stronger neural response. Recent studies have attempted 
the development of ECoG-based therapies through acute stimulation experiments in the 
somatosensory cortex127–132 as well as chronically implanted devices133,134. One specific 
therapeutic use of ECoG stimulation, Responsive Neurostimulation (RNS®) therapy135,136, was 
approved by the FDA in 2013. RNS is used to treat medically intractable epilepsy by measuring 
ECoG signatures of seizure and applying stimulation in a closed loop. The ECoG stimulation 
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research field is still in its early stages and therapeutic use of ECoG stimulation for the recovery 
of sensory function does not yet exist. There is still a wide gap in the scientific knowledge between 
electrical stimulation input and brain function output.  

To effectively treat brain function loss or disorder using electrical stimulation, two fundamentally 
important relationships need to be understood. The first relationship is between disease symptoms 
and the defective neural activity patterns that cause them. This is commonly studied using disease 
animal models, whose brain structure and function can be measured and compared to that of 
healthy animals. The second relationship is between neural activity patterns and the electrical 
stimulation methods that evoke them. The parameters that determine the electrical stimulation 
impact on neural activity include electrode size and shape, surgical placement, and stimulation 
parameters such as strength, pulse shape, frequency, and spatiotemporal pattern. This second 
relationship is poorly understood due to a lack of preclinical methods capable of dissecting the 
relationship between electrical stimulation and cortical circuit activity.  

4.1.2 Studying the neural response to electrical stimulation 

Attempts at dissecting the relationship between electrical stimulation and neural activity date back 
to the 1950s137 and earlier138,139. In 1968, a seminal study of in vivo electrical stimulation showed 
that stimulation-recruited neural activity was localized to a sphere around the stimulation site, with 
the size of the sphere determined by the stimulation current strength140. This work guided the 
general perception of the relationship between electrical stimulation and neural activity for decades, 
until a 2009 study, enabled by the advent of early calcium indicators and the maturation of 2PFM, 
painted a very different picture21. Histed et al. collected a much larger dataset, which showed 
distributed neural response over large cortical distances at both low and high current, a stark 
contrast to the predominant notion. Furthermore, moving the electrode site by only 15 µm in depth 
results in a largely new population of stimulated neurons. This new result supported the biophysics 
of electrical stimulation on neuron membranes: axons, but not somas, have the lowest threshold to 
external electrical input141–144. Therefore, moving only a short distance and exciting a new axon 
population would result in a new spatially distributed population of somas to activate. The findings 
by Histed et al. were met with some criticism145, primarily regarding the electrical stimulation and 
two-photon imaging methods used. For one, calcium imaging was performed at the same plane as 
the stimulation site, which biased the soma response population towards cell types that projected 
their axons laterally rather than axially. Sampling neurons over a larger depth range may have 
resulted in observing soma responses that reduce with distance, as had been observed recently146. 
Data collected by Histed et al. may have also been contaminated by brain motion, since they 
physically advanced the implanted electrode to reach new axon populations.  

Although calcium imaging has slower dynamics than the underlying electrical activity and data 
analysis requires careful elimination of artifacts, using 2PFM for studying neural response from 
electrical stimulation provides several key benefits. First, unlike electrical recording methods, 
2PFM does not suffer from the stimulation artifact which obscures evoked electrophysiological 
responses. It can also record from more cells at once, with location specificity, compared to 
electrophysiology. Finally, a large, mature library of genetic tools provide microscopists with the 
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ability to distinguish between specific brain regions, neuronal subtypes, and chemical targets. 
These reasons have led researchers toward 2PFM as the method of choice when studying cortical 
electrical stimulation in animal models146–149. 

Recent years has also seen a push for modeling the neural response from electrical stimulation. 
Given the complex nature of the problem, models have also been complex, from biophysics 
simulations of the effect of stimulation pulses on anatomically accurate neurons150–152 to models 
looking at responses in the context of a functioning cortical circuit150,153. These models provide 
testable hypotheses that neurons of different subtypes respond differently to the same electrical 
stimulus, due to both direct and indirect effects. Direct activation of neurons requires specific 
orientation and proximity of their processes with respect to the electric field generated by the 
electrode, so a given electrode position and stimulation waveform will directly excite a specific 
subset of neurons. Indirect activation or inhibition of neurons is less deterministic because it is a 
byproduct of direct activation, which causes downstream neural responses within complex 
circuitry. Towards the eventual application of electrical stimulation to therapy in awake and 
behaving patients, models should also consider interactions between electrically evoked and 
sensory evoked activity. Furthermore, behavioral conditions, such as arousal154, modulate sensory 
evoked activity and likely also electrically evoked activity. These modeling studies underscore the 
importance of observing neural responses to electrical stimulation in a holistic fashion: from many 
neuronal subtypes in the cortical circuit, and within the context of natural brain activity, including 
sensory input. 

The goals of this study were threefold. First, we wanted to design novel methods for concurrent 
cortical electrical stimulation and 2PFM in the awake, behaving mouse. This would allow us to 
measure cell type-specific neural activity during concurrent electrical stimulation. Next, we 
wanted to observe electrical stimulation-evoked responses in cortical neuron subtypes. Varying 
electrical stimulation parameters of current strength and pulse polarity, we wanted to test the 
differences between cortical cell types in their neural responses to electrical stimulation parameters. 
Finally, we wanted to test if, in the presence of salient sensory stimuli, neurons respond differently 
to electrical stimulation. 

4.2 Methods 

4.2.1 Electrode fabrication and mouse implantation 

Electrode arrays were microfabricated using similar methods to previously described 
processes155,156. In brief, an established photolithographic fabrication technique embedded PtAg 
alloy metal traces in a thin optically transparent parylene C substrate. Exposed PtAg electrode 
contact surfaces were dealloyed in nitric acid which leaves a platinum nanorod (PtNR) film. 
Compared to PEDOT:PSS, a standard electrode surface coating in neural devices known for its 
good electrochemical properties, PtNR film-coated electrodes of the same diameter demonstrated 
comparable impedance at 1kHz and greater charge injection and storage capacity due to its much 
larger surface area. With larger charge injection and storage capacities, PtNR electrodes were able 
to inject higher currents without water hydrolysis when compared to PEDOT:PSS electrodes of 
the same dimensions, making it a superior choice for electrical stimulation. Two different electrode 
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array layouts using different sized contacts (90 µm and 200 µm diameter) were fabricated for the 
data collection of this study using the same fabrication methods. Fabricated electrodes were 
bonded to printed circuit boards (PCBs) using silver epoxy (MG Chemicals 8331) based bump 
bonding, as described in a previous study156. Zero-insertion force (ZIF) connectors attached a 
ribbon cable between the electrode-bonded PCB and the stimulation/amplifier chip (Intan RHS 
headstage). Electrode impedances at 1kHz were measured in saline prior to mouse implantation to 
verify successful fabrication and electrical connection.  

All animal experiments were conducted according to the National Institutes of Health guidelines 
for animal research. Procedures and protocols on mice were approved by the Animal Care and Use 
Committee at the University of California, Berkeley. Methods for chronic mouse implant surgery 
were adapted from previous studies23,58, with additional steps involving the PtNR electrode array. 
Mice aged 3-6 months, either wildtype (WT, JAX 000664) or of a transgenic background for the 
Cre-recombinase labeling of inhibitory cell types (PV-Cre, SST-Cre, NDNF-Cre; JAX 017320, 
013044, 030757 respectively), were anesthetized and head-fixed in a stereotaxic apparatus (Kopf 
Instruments). A 3.5 mm diameter craniotomy was performed over the left primary visual cortex 
(V1, ~2.5 mm medial-lateral and 1 mm anterior-posterior to lambda) and nine viral injections of 
GCaMP6s6, a genetically encoded calcium indicator, were made in a 3x3 grid in the exposed cortex, 
with an average injection spacing of ~600 µm. For WT animals, 30 nL of AAV2/1-syn-GCaMP6s 
at a titer of 1.3E13 was injected at 250 µm below brain surface per injection site. For PV-Cre, 
SST-Cre, and NDNF-Cre animals, 30 nL of AAV2/1-syn-FLEX-GCaMP6s at titers of 2.6E12 to 
1.3E13 were injected at 250 µm below brain surface per injection site. Cranial windows were made 
using two glass pieces of 170 µm thickness, a 3.5 mm diameter disk and a 3 mm inner diameter 
ring, concentrically attached to each other with a UV-cured optical adhesive (Norland NOA61). 
The PtNR electrode array was then attached to the glass disk with the same optical adhesive, as 
demonstrated in a similar surgery157. The electrode array and cranial window complex was placed 
into the craniotomy and sealed with tissue adhesive (3M VetBond). Exposed electrode traces 
emerging from the posterior edge of the cranial window were coated with a surgical-grade silicone 
elastomer (Kwik-Sil, World Precision Instruments) to protect it from being damaged by dental 
acrylic, as demonstrated in previous chronic neural electrode implant methods158,159. A stainless-
steel head-bar was then rigidly attached to the skull with dental acrylic and allowed to cure. A 3D 
resin-printed structure was attached to the head-bar and functioned as both the head-cone to reject 
stray light during 2PFM and housing for the electrode-bonded PCB. Finally, additional silicone 
elastomer, dental acrylic, and superglue (Loctite) were used to protect exposed electrode traces, 
provide additional structural support, and seal the implant, where needed. Implanted mice were 
provided with a post-operative analgesia Meloxicam (SC, 5 mg/kg) for 2 days and allowed to 
recover for at least 2 weeks prior to experiments. 

4.2.2 Experimental setup and data acquisition 

After surgery recovery, implanted mice showed good viral expression of GCaMP6s, as monitored 
with an epifluorescence surgical microscope. Mice were habituated to head fixation for 15 minutes 
twice total: the first time was around 1-week post-implant, and the second time was one or two 
days prior to their first imaging session. Mice were head-fixed and rigidly attached to the sample 
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stage of a commercial 2PFM system with Bessel imaging, which was previously introduced and 
characterized23. All two-photon imaging was performed with 920 nm wavelength excitation light 
from a femtosecond titanium-sapphire laser (Chameleon Ultra II, Coherent Inc.). Gaussian beam 
illumination was used for most of the data acquisition, except for L2/3 SST data, which was 
collected using Bessel beam illumination. Bessel beam imaging was performed at 0.4 NA with a 
25x 1.05NA Olympus objective lens, using methods previously described23,52. Gaussian imaging 
was performed with post-objective laser powers ranging between 4 and 89 mW. Deeper FOVs 
were imaged with more power (L1: 11.3±6.9 mW, L2/3: 26.5±12.0 mW, L4: 62.9±17.7 mW, mean 
± S.D.). Bessel imaging in L2/3 was performed with larger post-objective laser powers than 
Gaussian, ranging between 165 and 202 mW, due to a higher fraction of excitation energy lost to 
Bessel focus side rings57.  

Visual stimulation was administered using a laptop (HP Spectre x360 13 with AMOLED screen) 
displaying monochrome blue light at the lowest brightness setting. An OLED screen was chosen 
to provide a 100% contrast between the peak and trough of the drifting grating stimulus despite 
being on the lowest brightness setting. The visual stimulation screen was centered at 10.5 cm from 
the mouse’s right eye and covered 75° x 75° of visual space. Drifting grating stimuli with a spatial 
frequency of 0.07 cycles/degree and temporal frequency of 2 cycles/second (parameters from a 
previous study58) were used. A uniform visual stimulus at the middle brightness value of grating 
stimuli was presented during baseline periods to maintain similar total luminance between baseline 
and response periods.  

Electrical stimulation and all impedance measurements were performed using the Intan RHS 
Stim/Recording System and RHX software. The electrode ground was attached to the mouse head-
bar, which was rigidly (and electrically) connected to both the skull and scalp. Stimulation 
parameters were pseudorandomly varied and sent to the headstage via TCP control before every 
trial using a MATLAB script. The electrode stimulation pulse was triggered by a digital input from 
a photodiode reading the visual stimulation screen, to eliminate jitter caused by the screen’s refresh 
rate.  

Retinotopic measurements were performed once for each animal, using a large FOV 10x 0.45NA 
Nikon objective lens covering a FOV of 2.2 x 2.2 mm. The visual stimulation screen 
pseudorandomly flashed a square section of the screen chosen from a 3x3 grid spanning a total of 
75° x 75° of visual space. Averaging the neural responses from these visual stimuli, a retinotopic 
map was reconstructed to identify the region of the cranial window that corresponded to V1. 
Within the retinotopic region, smaller imaging FOVs were chosen for higher resolution 2PFM. 
Electrically connected and low-impedance electrode contacts near the smaller FOVs were chosen 
to be the source of electrical stimulation, and imaging depths were varied to cover the majority of 
L2/3, L4, and/or L1, depending on the animal. A unique FOV was defined as an ROI population 
which did not overlap with previously collected data, so unique FOVs could share the same depth 
or X-Y area, but never both. 

A 25x 1.05NA Olympus objective lens was used for high resolution 2PFM during concurrent 
electrical and/or visual stimulation. Fluorescence data acquisition was performed at 15 Hz over a 
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781 x 781 µm FOV with 0.762 µm pixel size for 6 seconds per trial, beginning with 2 seconds of 
baseline then 4 seconds of stimulation response. The onset of data acquisition was triggered using 
another photodiode reading the visual stimulation screen, such that the visual stimulation computer 
acted as the master clock for both two-photon data acquisition and electrical stimulation. After the 
6 seconds of fluorescence data acquisition, there was a break of 4 seconds for fluorescence 
response to fall back to baseline levels, for a total of 10 seconds per trial. 450 total trials lasting 75 
minutes consisted of 10 repeats of 45 unique trial types of visual-electrical stimuli pairs: 9 unique 
visual stimuli (8 drifting grating directions plus a blank control) and 5 unique electrical stimuli 
(cathode-leading or anode-leading 100 or 200 µA current strength, plus a 0 µA control). Animals 
were imaged up to 4 days total over a two-week period post-recovery, with each day consisting of 
up to 2 unique FOVs. 

4.2.3 Data preprocessing 

In total, 62 unique FOVs were imaged across 14 animals split across 4 genetic backgrounds (WT: 
3 animals, 14 FOVs, PV: 3 animals, 12 FOVs, SST: 5 animals, 21 FOVs, NDNF: 3 animals, 15 
FOVs). All image preprocessing, visualization, and analyses were performed in ImageJ and 
MATLAB (MathWorks). Raw two-photon fluorescence images were first registered to remove 
rigid lateral motion artifacts before further analyses. All ROIs for all FOVs were hand-drawn by 
the same person. Cell bodies were hand-drawn with the oval tool in ImageJ, primarily using the 
mean and standard deviation images of the stack as reference, but also 5-frame and 15-frame 
averaged image stacks to catch very sparsely-firing ROIs that may not appear in the mean or 
standard deviation images. Fluorescence traces were extracted for each ROI by averaging the 
signals from all pixels within the circled ROI.  

An important pre-processing step in 2PFM of soma signals was the subtraction of neuropil 
contamination signal. This step was even more critical for electrical stimulation experiments since 
electrical stimulation directly and strongly excited neuropil. In this study, fluorescence traces of 
nearby neuropil signals were extracted and subtracted from the ROI signals following similar 
methods to a previous study160. The average fluorescence signal from a 35 µm radius area centered 
on a drawn ROI, excluding pixels belonging to circled ROIs, was extracted for each ROI. The 
extracted neuropil trace was then compared to the extracted ROI trace to find a neuropil subtraction 
coefficient for the ROI that best removes the contaminant neuropil signal (see the Supplementary 
Fig. 2a from Dipoppa et al.160). This method of determining the neuropil subtraction coefficient 
specifically relies on sparse neural response, so only large skew (> 2) ROI traces were considered. 
Assuming the uniformity of the neuropil subtraction coefficient across a FOV, the mean measured 
coefficient was used for all ROIs in that FOV. Additionally, the extracted neuropil trace was 
baseline-subtracted prior to subtraction to not create artificially low baseline values for neuropil-
subtracted ROI traces. Neuropil subtraction coefficients were determined separately for each 
unique FOV, to account for differences in cell type-dependent neuropil density, imaging method 
differences (Gaussian vs. Bessel beam), imaging depth, etc. (Table 3). Finally, neuropil-subtracted 
ROI fluorescence traces were converted to ΔF/F0, where F0 was the mode of the signal trace. 

We removed all inactive ROIs from further analyses. ROIs were considered active if at any point 
during the experiment, in the presence of electrical stimulation or visual stimulation or both, 
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fluorescence ΔF/F0 rose above the mean baseline + 3 standard deviations for 1 second. Baseline 
data was defined as the time points during the 2 seconds of data acquisition before the response 
period. Due to the large number of trials per experiment which resulted in long 75-minute imaging 
sessions, we sometimes observed a very slow drift in a ROI’s baseline over the course of the 
experiment. This extremely slow drift (on the order of minutes) could be due to several factors, 
including sample motion, brain state changes, and learning/habituation processes. To remove these 
effects from our data, we subtracted baseline signal separately for each trial of each ROI. However, 
some ROIs showed highly varied baseline values within an experiment, so subtracting baselines 
from these ROIs would result in largely varied responses. Much of these ROIs with highly varied 
baselines had high rates of spontaneous activity and were not good ROI candidates to observe 
responses to electrical nor visual stimulation. As a result, we removed these ROIs whose baseline 
values were very different from those of the ROI population (all ROIs of the same cell type). 
Specifically, baselines that were farther than the population median ± 3 times the median absolute 
deviation. This was a small proportion of ROIs (< 15%) that did not end up affecting the findings 
of this study. A caveat to subtracting baselines from our data is the removal of physiological effects 
that we would have wanted to study. For example, it would be useful to characterize how quickly 
cells become habituated, if at all, to consistent electrical perturbation, resulting in weaker 
responses over time. It would also be useful to know the animal’s brain state so that we can look 
for differences in stimulation sensitivity during times of high vs. low alertness. 

4.2.4 Analysis and statistics 

Electrical stimulation-only analyses were performed in Figs. 12 and 19 by analyzing only the 
subset of trials which had blank visual stimulation (50/450 trials). For each of the 5 electrical 
stimulation conditions, there were 10 trials, whose responses were averaged for a mean response. 
The population mean response to electrical stimulation was an average of the mean responses for 
all individual ROIs. Shaded SEMs throughout this study were calculated based off the number of 
ROIs, not the number of trials, that were averaged. The averaged first second of response for a 
given ROI, coined the “early response”, was an average of 15 frames (at 15 Hz) beginning 
immediately post-stimulation, whereas the “late response” was an average of the last 15 frames of 
the trial (frames 46-60 post-stimulation). Statistical differences between the early responses of two 
electrical stimulation conditions were tested using two-sample Kolmogorov-Smirnov (KS) tests. 
3D distances between ROIs and stimulating electrodes were calculated using the centers of both 
objects. Correlation strength and statistical significance between an ROI’s early response strength 
and its distance from the electrode were calculated by fitting a linear regression model. 

Visually-evoked ROIs were defined as ROIs that significantly respond to at least one visual 
stimulus. Specifically, an ROI's “late response” to a visual stimulus in the absence of electrical 
stimulation was compared to its baseline period using a Student’s t-test. An ROI was considered 
visually-evoked if at least one drifting grating direction tested significant against baseline (p < 
0.05). Note that this criterion did not distinguish between direction-selective ROIs and ROIs that 
responded to all visual stimuli, a feature of many INs. Nor does this criterion select for high gOSI 
values or good tuning curve fitting. 
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ROIs’ early responses to visual stimuli (in the absence of electrical stimulation) were fit to double 
gaussian curves. The double gaussian curve was constrained in two ways, for better fitting 
performance: the two gaussians had peaks exactly 180° apart, and had the same tuning widths 
(sigma, or width, of the gaussian function). Preferred tuning direction was defined as the peak 
position of the larger fitted gaussian. Widths of the fitted gaussians, which were conventionally 
used to represent the tuning width (or tuning sharpness) of neurons58, were not further analyzed 
due to the insufficient sampling of drifting grating angles in our experiment. Over a large 
population of ROIs, preferred tuning directions were uniformly distributed (Fig. 13d). Averaged 
time traces (e.g., Fig. 13c) were plotted based on ROIs’ preferred tuning directions rounded to the 
nearest 45°, wrapped to 0°, then averaged. ROI early responses were similarly averaged for the 
population tuning curves (e.g., Fig. 13f). Double gaussian fitting of the population tuning curve 
had an additional constraint of the preferred direction peak being at 0°. Global orientation 
selectivity indices (gOSIs) for each electrical stimulation condition were calculated for each ROI 
using their mean early responses. gOSIs are a non-fitted measure of orientation specificity that 
considers the contrast of responses across all orientations and is a preferred metric for 
characterizing V1 tuning. We used a two-sample KS test to test for significant differences between 
gOSI distributions of different electrical stimulation conditions. 

 

Figure 11. Chronic implantation of a PtNR electrode array and cranial window in mice. 

(A) PCB-bonded flexible microelectrode array. (B) Zoomed in view of electrode array. (C) Further zoomed in view 
of a single electrode contact. (D) Electrode glued to glass window, implanted in a craniotomy during surgery. (E) 
Mouse immediately post-surgery, showing 3D-printed implant housing and head bar. (F) Impedances of 
electrode contacts used for electrical stimulation. Each circle represents one unique electrode contact. Two 
different electrode contact diameters were used in this study, labeled. Error bars = S.D. over multiple 
measurements on each electrode contact (2 to 9 measurements per contact). One impedance measurement was 
performed per experiment session which used the electrode contact for stimulation. 
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4.3 Results 

4.3.1 A novel brain surface implant compatible with 2PFM imaging of the awake mouse 
cortex 

We developed a novel chronic mouse brain implant that combines a cranial optical window with 
a surface electrode array for concurrent cortical microstimulation and 2PFM in the awake mouse 
(Fig. 11a-e). The electrode array mirrored that of a miniaturized human ECoG array, placed during 
surgery on the intact mouse dura, which is similar in thickness to the human pia mater. Fabrication 
of the electrode array included the process of developing platinum nanorod (PtNR) films on 
electrode contact surfaces, which resulted in impedances comparable to the popular PEDOT:PSS 
(Fig. 11f), while having better charge injection and storage capacity155. Craniotomy and viral 
injection methods were adapted from previous chronic studies23,58. The PtNR electrode array, 
glued to a glass window, was implanted into the craniotomy as part of the surgical procedure.  

Figure 12. Layer 2/3 neurons are activated by single-pulse brain surface electrical stimulation. 
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4.3.2 Electrical stimulation evokes neuronal responses in a current-dependent manner 

We expressed the genetically encoded calcium indicator GCaMP6s6 in 14 mice across 4 genetic 
backgrounds using Cre-dependent viral expression. Chronically implanted mice were head-fixed 
and imaged with conventional Gaussian or Bessel 2PFM during concurrent electrical and/or visual 
stimulation (Fig. 12a). Imaging fields of view (FOVs) were chosen within the primary visual 
cortex (V1), verified by retinotopy, and a nearby brain surface electrode was used to issue single 
pulse stimulation during concurrent 2PFM (Fig 1b,c). Fluorescence of hand-drawn somas were 
extracted and neuropil-subtracted prior to analysis (see Methods section 4.2.3). A set of stimulation 
conditions were used throughout the 75 minute, 450 trial experiment, with the same stimulation 
condition pseudorandomly repeated 10 times. For each trial, a single symmetric biphasic 
stimulation pulse (Fig. 12d, right) was administered. The 10 trials with anode-leading 200 µA 
stimulation in the absence of visual stimulation are labeled with red bars in Fig. 12d. Responses to 
electrical stimulation for each example neuron was shown in Fig. 12e. Some example neurons 
showed response to electrical stimulation while some did not. Fluorescence time traces of example 
neurons in Fig. 12d,e were 5-frame averaged for better visualization, but all analyses were 
conducted on non-averaged data. 

Figure 12 captions. 

(A) Setup for concurrent 2PFM, electrical stimulation, and visual stimulation of the awake mouse V1. (B) Surgical 
light microscope image of a cranial window 2 weeks post-implant. The black square represents an example 2PFM 
FOV. (C) Averaged image of two-photon calcium fluorescence at the FOV from B, 200 µm below the brain 
surface. The image was averaged over a full experiment and displayed at 0.5 gamma for better visibility of dim 
structures. Large circles represent the X-Y extent of brain surface electrodes, with the red circle representing the 
electrode chosen for stimulation. Small circles show several example hand-drawn soma ROIs. (D) Fluorescence 
time traces of the example ROIs from C, over a 75-minute experiment. The 75-minute time trace is made of 450 
individual trials of 6-second acquisitions at 15 Hz, with 4 seconds of pause in between trials. For each trial, one 
electrical stimulation pulse was administered 2 seconds after the start of image acquisition. Red bars highlight 
the pseudorandomly-distributed 10 trials of 200 µA anode-first stimulation without visual stimulation. Traces are 
visualized with a 5-frame binned average, but all analyses were performed on non-binned data. Right: Waveform 
for a 200 µA anode-first stimulation pulse. The biphasic pulse consisted of two equal phases lasting 5ms each of 
equal but opposite current strength. (E) Individual trials (thin lines) and mean response (thick lines) to electrical 
stimulation of the ROIs from D. Electrical stimulation conditions are color coded, and the time of pulse 
stimulation is shown with red bars, 2 seconds after the start of image acquisition. (F) Mean 15 Hz fluorescence 
traces over all L2/3 WT neurons (N = 3570) in response to an electrical stimulation pulse (red bar). Traces are 
colored by stimulation strength. SEM shaded. Inset shows traces zoomed in at the time of electrical stimulation. 
(G) Mean of the first second post-stimulation (0 – 1s) response (early response), showing significant response 
differences between stimulation and no stimulation conditions. Response differences between cathode-first and 
anode-first stimulation pulses of the same current strength were also significant. P values: *: < 0.05, **: < 0.01, 
***: < 0.001. (H) Early response to 200 µA anode-first stimulation, plotted by lateral distance from stimulation 
source (electrode contact center represented by red “+”) for all L2/3 WT neurons. (I) Data from H plotted vs. 3D 
distance from electrode contact center. There is a significant (p < 0.001) linear correlation between cell body 
distance from electrode and response strength for all electrical stimulation conditions (data only shown for 200 
µA anode-first stimulation). 
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Mean fluorescence response to electrical stimulation in the absence of visual stimulation over all 
cortical layer 2/3 (L2/3) WT neurons (3 animals, 14 FOVs total, N = 3570 ROIs) is shown in Fig. 
12f. Two seconds of fluorescence signal before the onset of the electrical stimulation pulse was 
captured as baseline signal. Fluorescence response averaged over the first second, hereby 
considered the “early response”, was significantly greater with electrical stimulation than without, 
for all four stimulation conditions (Fig. 12g, 200C: p=1.7E-85, 100C: p=8.3E-13, 100A: p=0.0023, 
200A: p=7.5E-81, two-sample KS-test). The fast dynamics of this response (Fig. 12f, inset) 
suggested that electrical stimulation was directly activating cells in this population, as opposed to 
indirect effects, such as disinhibition. After the early response, fluorescence response to electrical 
stimulation reversed and became suppressed, suggesting the presence of a slow, indirect inhibitory 
effect. 200 µA stimulation current induced significantly larger fluorescence responses compared 
to 100 µA, and cathode-leading pulses induced slightly larger fluorescence responses than anode-
leading pulses (Fig. 12g, 200 µA: p = 0.004, 100 µA: p = 3.1x10-7, two-sample KS-test). We also 
observed a correlation between a neuron’s early response strength and its distance from the center 
of the stimulating electrode, for all electrical stimulation conditions (anode-leading 200 µA data 
shown in Fig. 12h,i, p = 2.2x10-45).  

4.3.3 Electrical stimulation reduces orientation selectivity in the primary visual cortex 

We observed that the effect of electrical stimulation on putative PNs in the mouse V1 depended 
on the strength of concurrent sensory input. An example neuron with electrical stimulation-evoked 
and orientation-selective responses shows the format of collected neural data (Fig. 13a). Tuning 
curves for the example neuron revealed its preferred direction, and the reduction of its preferred 
responses in the presence of electrical stimulation (Fig. 13b). Next, we looked at only visually 
responsive neurons when performing analyses involving visual stimulation conditions (see 
Methods section 4.2.4). Although PNs make up a large majority of visually responsive WT neurons, 
we also replicated key analyses using narrower criteria which better isolated PNs from inhibitory 
neurons, to similar results (Fig. 14). In the absence of visual stimulation, visually responsive 
neurons showed immediate increased response to electrical stimulation, with a larger response 
observed for larger stimulation current like in Fig. 12f (Fig. 13c, N=2173). In the presence of visual 
stimulation, fluorescence responses were divided into three categories, depending on the neurons’ 
drifting grating direction preference (orthogonal, preferred, and opposite, see Fig. 13b x-axis 
labels). Neurons at their orthogonal visual stimuli received little to no visually-driven response, 
and responded to electrical stimulation like they would in the absence of visual stimulation. 
Conversely, neurons at their preferred and opposite visual stimuli showed an expectedly large 
visually-driven mean response, which was quickly suppressed by electrical stimulation within the 
first second. At 15 Hz imaging frame rate, we were able to discern the temporal difference between 
stimulation modalities: electrically evoked activity was fast and peaked within a couple of imaging 
frames, whereas visually-evoked activity slowly climbed over seconds.  
Early response for all visually responsive WT neurons, sorted by their preferred direction, were 
shown in Fig. 13d. Without electrical stimulation, we observed a diagonal line of positive 
fluorescence response (middle column) suggesting most of these neurons were orientation or 
direction tuned, as expected with PNs. In the presence of electrical stimulation, the diagonal line 
became difficult to see, in part due to the increase in response over all visual stimuli. Subtracting 
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Figure 13. Electrical stimulation reduces orientation selectivity in layer 2/3 neurons. 
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the visual-only response of these neurons from their electrical stimulation responses revealed that 
responses at preferred directions reduced (blue diagonals) while responses at non-preferred 
directions increased (Fig. 13e). During the last 1 second of visual stimulation, hereby referred to 
as the “late response”, we observed electrical stimulation-evoked suppression which was 
especially pronounced at cells’ preferred orientations (Fig. 15). A direction-normalized population 
mean tuning curve of the early response summarized the visually-dependent electrical inhibition 
effect (Fig. 13f, Table 1). Two-dimensional (2D) histograms showed the distribution of the 
visually-responsive WT population according to their early response to preferred and orthogonal 
visual stimuli (Fig. 13g). Distributions shifted toward both a decrease in preferred direction signal 
and an increase in orthogonal signal in the presence of electrical stimulation. As a result of the 
changes in response to preferred and orthogonal stimuli, we observed a significant decrease in the 
WT population’s global orientation selectivity index (gOSI) distribution (Fig. 13h, Table 2). This 
suggested that electrical stimulation may have reduced orientation selectivity in the mouse V1 by 
enhancing neuronal activity at non-preferred stimuli while suppressing activity at preferred stimuli. 

Figure 13 captions.  

(A) Data from one example neuron shows orientation and direction-selective responses to visual stimulation. 
Each plot represents one electrical-visual stimulation parameter pair, labeled by the row and column labels 
respectively. Traces are visualized with a 5-frame binned average, but all analyses were performed on non-
binned data. Mean time traces of 10 trials shown in bold. 2 seconds of baseline period (shaded gray background) 
precedes 4 seconds of visual drifting grating stimulation (white background), with the electrical stimulation pulse 
at the onset of visual stimulation. (B) Tuning curve showing mean fluorescence over the 4 second response 
period to the 8 visual stimulation orientations for the example neuron in A. This example neuron shows a 
reduction of fluorescence response in the presence of electrical stimulation at both its preferred direction and 
the opposite direction (180° from the preferred direction), with no fluorescence response at orthogonal (±90° 
from the preferred direction). Double gaussian curves were used to fit direction-specific responses for each 
electrical stimulation condition. (C-I) Analyses on all visually evoked L2/3 WT neurons (N = 2173, see Methods 
section 2.2.4). (C) Mean fluorescence traces separated into 4 visual stimulation conditions: no stimulus, 
orthogonal, preferred, and opposite. Each neuron’s preferred direction was determined individually using a 
double gaussian fit (see Methods section 2.2.4). SEM shaded. (D-I) Mean response from the first 1 second of the 
response period (early response) was used for analyses. (D) Heatmap showing response strength. Rows are 
individual neurons sorted by their preferred direction, and columns are electrical-visual stimulation parameter 
pairs. (E) Heatmap showing the difference between electrically-stimulated and non-electrically-stimulated 
responses from D. Blue represents a reduction in response while red represents an increase in response. (D,E) 
Heatmap colors were plotted on a symmetric log scale for better visualization. (F) Population mean tuning curve 
of the early response. Like in C, preferred directions were determined individually for each neuron. Double 
gaussian curves were used to fit relative direction-specific responses for each electrical stimulation condition. (G) 
2D histograms of neurons’ preferred vs. orthogonal response strengths, separated by electrical stimulation 
strength. The average of the data is represented with a red circle. Data on the diagonal line represent cells that 
do not have a preferred drifting grating direction. (H) Histogram and cumulative distribution of neurons’ gOSIs, 
separated by electrical stimulation strengths. The population gOSI distribution is reduced at 100 µA stimulation 
and further reduced at 200 µA stimulation. (I) Population mean electrical stimulation curve of the early response. 
4 curves correspond to the 4 visual stimulation conditions from C, labeled by color.  
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4.3.4 PV interneurons are suppressed, not excited by brain surface electrical stimulation 

Given our observations on electrical stimulation-induced suppression of sensory signals in L2/3 
putative PNs, we looked to local interneuron (IN) subtypes to understand the inhibitory source. 
Parvalbumin-expressing (PV) INs are a group of cells characterized by their direct inhibition of 
PNs at the soma and basal dendrites. We injected Cre-dependent GCaMP6s into transgenic mice 
expressing Cre recombinase in PV INs to isolate GCaMP6s fluorescence only within PV INs (3 
animals, 12 FOVs total, example FOV shown in Fig. 16a). PV INs have been shown to provide 
important inhibitory control during mouse visual orientation tuning experiments. Specifically, 
several studies have shown artificially activated PV INs to preferentially inhibit PNs at their 
preferred orientations, and/or suppressed PV INs to preferentially excite PNs at their preferred 
orientations161,162, like our observations in Fig. 13. A contrasting study showed that activating PV 
INs inhibited PNs but sharpened, not broadened orientation selectivity163. In any case, PV INs 
were a candidate for our observed suppression of PN activity at preferred stimuli. 

Surprisingly, we found that PV INs were not directly activated and their visually-evoked responses 
were suppressed by electrical stimulation (visually responsive L2/3 PV INs, N=156, Fig. 16b). 
Early response for all visually responsive L2/3 PV INs, sorted by their preferred direction, were 
shown in Fig. 16c. Subtracting the visual-only response revealed the largely inhibiting electrically 
evoked response which were most inhibiting at preferred directions (Fig. 16d). Because of the 
reciprocal connections between PV INs and nearby PNs, our observed suppression of PV INs was 

 

Figure 14. Electrical stimulation reduces orientation selectivity in putative L2/3 pyramidal neurons.  

(A-C) Analyses on all visually evoked L2/3 WT neurons with a fluorescence trace skewness > 2.7 (N = 986). 
Neurons with skewness > 2.7 are exceedingly likely to be PNs, from Dipoppa et al. 2018. A, B and C are 
counterparts to Fig. 13f, 13h, and 13i, respectively. (D-F) Analyses on all visually evoked L2/3 WT neurons with 
gOSI > 0.3 (N = 959). Neurons with a large gOSI are more likely to be PNs, since INs tend to respond to all 
orientations, thereby having lower gOSIs on average. Both methods for filtering out INs from the WT population 
result in similar qualitative results to Fig. 13.  
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likely a downstream result of the PN suppression observed in Fig. 13. Because PV INs primarily 
derived their orientation tuning properties from nearby PN inputs, a reduction of PN tuning 
selectivity, as was observed, would also reduce PV IN tuning selectivity. Indeed, looking at the 
population mean tuning curve we observed that L2/3 PV IN fluorescence response was maximally 
suppressed at the preferred grating direction (Fig. 16e, Table 1). 2D histograms of preferred vs. 
orthogonal response showed a reduction of preferred response due to electrical stimulation (Fig. 
16f). Because electrical stimulation reduced the response at all orientations, gOSI distributions did 
not considerably change (Fig. 16g).  

 

Figure 15. Preferred orientation responses remain preferentially suppressed seconds after electrical 
stimulation.  

Additional heatmaps of visually-evoked L2/3 WT neurons (N = 2173), sorted the same as Fig. 13d-e. Heatmap 
colors were plotted on a symmetric log scale for better visualization. Note that colormap maximum and 
minimum values are larger than that of Fig. 13d-e. (A) Heatmap of the early response period (0-1 seconds after 
electrical stimulation) for trials without visual stimulation, showing an overall increase in response to electrical 
stimulation. (B) Heatmap of the late response period (3-4 seconds after electrical stimulation) for trials without 
visual stimulation, showing an overall reduction in response to electrical stimulation. (C) Heatmap of the late 
response period for trials with visual stimulation. Rows are individual neurons sorted by their preferred 
direction, and columns are electrical-visual stimulation parameter pairs. (D) Heatmap showing the difference 
between electrically-stimulated and non-electrically-stimulated responses from C. Note the overall suppression 
of signal in the late response, with a larger magnitude of suppression at preferred directions.  
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Figure 16. PV INs are not excited by brain surface electrical stimulation 

(A) Averaged image of two-photon calcium fluorescence at an example FOV of a PV-Cre mouse, 180 µm below 
electrode surface. The drawn circle represents the X-Y extent of the brain-surface stimulating electrode contact. 
(B) Mean fluorescence traces for all visually-evoked L2/3 PV INs (N = 156) separated into 4 visual stimulation 
conditions, like in Fig. 13c. SEM shaded. (C-G) Similar analyses to Fig. 13D-H, using the early response of visually-
evoked L2/3 PV INs. (C,D) Heatmaps showing response strength and difference between electrically-stimulated 
and non-electrically-stimulated responses. (E) Population mean tuning curve. (F) 2D histograms of neurons’ 
preferred vs. orthogonal responses. The average of the data is represented with a red circle. (G) Histogram and 
cumulative distribution of neurons’ gOSIs, separated by electrical stimulation strengths. 
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Figure 17. SST INs are weakly excited by electrical stimulation only in the presence of visual stimuli 

(A) Averaged image of Bessel two-photon calcium fluorescence at an example FOV of an SST-Cre mouse, 200 µm 
below electrode surface. The drawn circle represents the X-Y extent of the brain-surface stimulating electrode 
contact. (B) Mean fluorescence traces for all visually-evoked L2/3 SST INs (N = 274) separated into 4 visual 
stimulation conditions, like in Fig. 13c. SEM shaded. (C-G) Similar analyses to Fig. 13D-H, using the early response 
of visually-evoked L2/3 SST INs. (C,D) Heatmaps showing response strength and difference between electrically-
stimulated and non-electrically-stimulated responses. (E) Population mean tuning curve. (F) 2D histograms of 
neurons’ preferred vs. orthogonal responses. The average of the data is represented with a red circle. (G) 
Histogram and cumulative distribution of neurons’ gOSIs, separated by electrical stimulation strengths. 
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4.3.5 SST interneurons are weakly excited by electrical stimulation only in the presence of 
visual stimuli 

Since PV INs innervated the basal dendrites of PNs within L2/3 and were not directly activated by 
electrical stimulation, we hypothesized that PNs were being modulated via the electrical 
perturbation of the inputs to their apical dendrites in L1. Supporting this hypothesis, electrical 
stimulation had been shown to primarily target local axon segments21,142,143, which would be in L1 
given our electrode location. Martinotti cells, which are somatostatin-expressing (SST), project 
their axons to L1 and are one of the main inhibitory inputs to PN apical dendrites. For this reason, 
we measured electrical and visual stimulation-induced responses in SST INs (5 animals, 21 FOVs 
total, example FOV shown in Fig. 17a). Due to the exceptional sparsity of SST-labeled cell bodies 
in V1 L2/3, we used a fast volumetric imaging method called Bessel 2PFM52 to improve data 
throughput (see section 2.1.3, Methods section 4.2.2).  

Like PV INs, we did not observe any direct electrical stimulation-triggered responses in our L2/3 
SST IN population (Fig. 17b). We did however observe a significant electrical stimulation-induced 

 

Figure 18. L4 INs responded similarly to L2/3 INs during electrical and visual stimulation.  

(A) Mean fluorescence traces for all visually-evoked L4 PV INs (N = 133) separated into 4 visual stimulation 
conditions, like in Fig. 16b. SEM shaded. (B) Population mean tuning curve of L4 PV INs, like in Fig. 16e. (C,D) 
Mean fluorescence traces and population tuning curves for all visually-evoked L4 SST INs (N = 413). 
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response increase which was only present during visual stimulus presentation, specifically 
orthogonal and opposite directions. Early response for all visually responsive L2/3 SST INs 
(N=274), sorted by their preferred direction, were shown in Fig. 17c. Many SST INs were 
orientation and direction tuned, and tuning seemed to be disrupted by electrical stimulation, but to 
a relatively lesser degree than WT and PV neurons. Subtracting the visual-only response revealed 
mostly electrical stimulation-evoked excitation, with preferred direction responses that were both 
excited and suppressed by electrical stimulation (Fig. 17d). The population mean tuning curve 
showed an overall electrical stimulation-induced increase of early response, except at the preferred 
direction, where activation and suppression balanced out and resulted in little mean change (Fig. 
17e, Table 1). 2D histograms of preferred vs. orthogonal response showed an increase of 
orthogonal response due to electrical stimulation (Fig. 17f). Electrically evoked weak activation 
of L2/3 SST INs did not considerably change their gOSI distribution (Fig. 17g). One mechanism 
to explain the observation of weak electrical activation only during visual stimulus presentation 
could be subthreshold activation. Axon segments of SST INs were directly activated by electrical 
stimulation but were too weak to induce cell body firing. However, with enough internal drive 
from visual stimulation, the direct activation with electrical stimulation was observed as an 
increase over normal firing rate. Even during orthogonal visual stimulation, enough subthreshold 
depolarization was present164,165,8 to bring cells over the firing threshold. For both PV and SST cell 
types, we measured activity in the deeper L4 and observed the same response signatures (Fig. 18). 

4.3.6 NDNF interneurons in layer 1 are directly activated by electrical stimulation, 
overriding their visual response 

Aside from SST INs, another inhibitory cell type projected to PN apical dendrites are L1 
neurogliaform (NGF) cells, which could be the source of the observed sensory input strength-
dependent inhibition of putative PNs. NGF cells were imaged using the neuron-derived 
neurotrophic factor (NDNF) protein as a transgenic label166 (3 animals, 15 FOVs total, example 
FOV shown in Fig. 19a). Unlike the previous IN subtypes, NDNF INs showed immediate and 
strong activation from electrical stimulation in the absence of visual stimulation (Fig. 19b, N = 
884). Electrical stimulation-evoked activity in NDNF INs mirrored that of PNs: fast rising 
dynamics and a reversal to suppression after the first second. Mean early response of NDNF INs 
during electrical stimulation were significantly greater than no stimulation (Fig. 19c, 200C: 
p=3.4E-23, 100C: p=2.4E-16, 100A: p=5.8E-14, 200A: p=3.5E-27, two-sample KS-test), but there 
were no differences between cathode-leading and anode-leading responses (Fig. 19c, 200 µA: p = 
0.90, 100 µA: p = 0.64). Like with PNs, we observed a correlation between NDNF INs’ early 
response strength and its distance from the center of the stimulating electrode, for all electrical 
stimulation conditions (anode-leading 200 µA data shown in Fig. 19d,e, p = 4.4x10-5).  

Looking at visually-evoked NDNF INs (N = 185), responses to electrical stimulation were 
qualitatively similar for all visual stimuli (Fig. 19f), even though in the absence of electrical 
stimulation, NDNF INs exhibited strong direction tuning. Early responses for NDNF INs sorted 
by their preferred direction showed a diagonal line of positive fluorescence response (no electrical 
stimulation, middle column) suggesting most of these neurons were direction tuned (Fig. 19g), 
consistent with previous findings167. These same neurons showed no direction tuning for 100 or 
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Figure 19. NDNF INs in layer 1 are directly activated by electrical stimulation regardless of visual input 
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200 µA stimulation conditions, and elevated response at all non-preferred visual stimuli (Fig. 
19g,h). The population mean tuning curve summarized the results from Fig. 19f-h, showing strong 
direction tuning without electrical stimulation, but flat, elevated tuning curves in the presence of 
electrical stimulation (Fig. 19i, Table 1). 200 µA stimulation pulses consistently activated NDNF 
INs more than 100 µA pulses. Like with PNs, 2D histograms showed both a reduction of preferred 
direction response and increase of orthogonal orientation response (Fig. 19j). As expected, 
population gOSIs were significantly reduced due to electrical stimulation (Fig. 19k). The discovery 
of this electrical stimulation-triggered inhibitory response suggested a mechanism by which 
stimulated NDNF INs inhibited the preferred responses of PNs via their apical dendrites. Indeed, 
previous studies have implicated NDNF INs in contextual modulation of PNs167,168. The late 
suppression effect, which was observed after the first second of response and lasted throughout 
the response period, was present in PNs, PV INs, and NDNF INs. One mechanism for this effect 
could have been extracellular volume transmission of GABA by NDNF INs169–171.  

4.3.7 Circuit mechanisms during cortical electrical stimulation and concurrent visual 
stimulation 

Fig. 20 shows our hypothesized circuit model which summarizes mechanisms suggested by our 
experimental data in this study. Electrical stimulation pulses introduced in the absence of visual 
stimuli activated NDNF INs and PNs likely through direct antidromic activation of axon segments 
(Fig. 20a). SST INs also projected their axons to L1, but we did not observe direct activation in 
their somas, which suggested that electrical activation of SST axons was subthreshold. In contrast, 
the subthreshold electrical activation of SST became suprathreshold when visual drifting grating 
stimuli were introduced concurrently with electrical stimulation (Fig. 20b). When visual stimuli 
were at the orthogonal, non-preferred direction, PNs behaved similarly to when no visual stimuli 

Figure 19 captions. 

(A) Averaged image of two-photon calcium fluorescence at an example FOV of a NDNF-Cre mouse, 90 µm below 
electrode surface. The drawn circle represents the X-Y extent of the brain-surface stimulating electrode contact. 
(B) Mean 15 Hz fluorescence traces over all NDNF neurons (N = 884) in response to an electrical stimulation 
pulse (red bar). Traces are colored by stimulation strength. SEM shaded. Inset shows traces zoomed in at the 
time of electrical stimulation. (C) Mean of the early response, showing significant response differences between 
stimulation and no stimulation conditions. (D) Early response to 200 µA anode-first stimulation, plotted by 
lateral distance from stimulation source (electrode contact center represented by red “+”) for all NDNF neurons. 
(E) Data from D plotted vs. 3D distance from electrode contact center. There is a significant (p < 0.001) linear 
correlation between cell body distance from electrode and response strength for all electrical stimulation 
conditions (data only shown for 200 µA anode-first stimulation). (F) Mean fluorescence traces for all visually-
evoked NDNF INs (N = 185) separated into 4 visual stimulation conditions, like in Fig. 13c. SEM shaded. (G-K) 
Similar analyses to Fig. 13D-H, using the early response of visually-evoked NDNF INs. (G,H) Heatmaps showing 
response strength and difference between electrically-stimulated and non-electrically-stimulated responses. (I) 
Population mean tuning curve. (J) 2D histograms of neurons’ preferred vs. orthogonal responses. The average of 
the data is represented with a red circle. (K) Histogram and cumulative distribution of neurons’ gOSIs, separated 
by electrical stimulation. 
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were presented at all. However, when visual stimuli were presented at the preferred direction of 
PNs, their visually-driven activity were markedly suppressed, which indirectly suppressed the 
preferred response in PV INs (Fig. 20c). The mechanism for this direction-specific suppression 
was likely due to L1’s sensory context-dependent inhibitory control of PN apical dendrites. 
Electrical activation of NDNF INs, which was visually-independent, only suppressed PNs at their 
preferred orientations due to the stronger synaptic connection in those sensory contexts. Lastly, 
our observations of slow activity suppression in PNs and NDNF INs could be attributed to volume 
transmission of GABA from the early electrical activation of NDNF INs, which indiscriminately 
inhibited local dendrites (Fig. 20d). SST INs were not suppressed because extracellular GABA did 
not reach their dendrites, while PV INs were indirectly suppressed due to their inputs from local 
PNs.   

 

 

Figure 20. Circuit mechanisms during cortical electrical stimulation and concurrent visual stimulation 

Hypothesized circuit model summarizing mechanisms suggested by experimental data in this study. The 
electrode is above the meningeal layers over mouse V1. Gray, cyan, yellow, and magenta objects represent PNs, 
PV, SST, and NDNF INs. Arrows within cells represent relative responses of the cell population compared to 
responses in the absence of electrical stimulation. Lightly shaded red represents the electrode stimulation 
pulse’s suggested region of influence. Yellow lightning bolts represent direct antidromic activation, while orange 
lightning bolts represent direct subthreshold activation. (A) Circuit behavior during early response, in the 
absence of visual stimulation. Both PNs and NDNF INs are directly activated. (B) Circuit behavior during early 
response, in the presence of an orthogonal visual stimulus. Both PNs and NDNF INs are directly activated, while 
SST INs are weakly activated due to visual stimulation revealing subthreshold effects. (C) Circuit behavior during 
early response, in the presence of a preferred visual stimulus. NDNF INs are directly activated, which suppresses 
the preferred response of PNs, resulting in a relative reduction in response in PNs. PV INs are also relatively 
suppressed as a result of the relative suppression of PNs. (D) Circuit behavior during late response shows relative 
suppression in PNs, NDNF INs, and PV INs. We suggest the role of GABA volume transmission (lightly shaded 
blue), originating from early NDNF activation, in our observed blanket suppression. 
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4.4 Discussion 

We designed novel methods for concurrent cortical electrical stimulation using a PtNR electrode 
array and 2PFM of several neuron subtypes in the awake, behaving mouse. Using single-pulse 
electrical stimulation, we observed activation in both L2/3 PN and L1 NDNF IN cell populations. 
In both cell populations, we observed that larger electrical stimulation current evoked larger 
responses. We also observed a small but significant increase in response to cathode-leading 
stimulation compared to anode-leading stimulation in L2/3 PNs, but not NDNF INs. In the 
presence of both sensory input and electrical stimulation, we observed that L2/3 PN orientation 
selectivity reduced. This effect was a combination of direct PN activation and indirect sensory 
input strength-dependent suppression. We observed that, in L1 NDNF INs, electrical stimulation 

Visual stimulus 
condition 

Electrical stim 
condition 

Two-sample KS test p-values 
WT PV L2/3 SST L2/3 NDNF 

No visual 
stimulus 

200C vs. 0 5.6e-85 0.11 0.28 2.9e-8 
100C vs. 0 6.3e-8 3.8e-4 0.0010 2.8e-4 
100A vs. 0 3.5e-6 1.7e-5 0.38 0.0022 
200A vs. 0 1.8e-89 0.023 0.021 0.0015 

orthogonal 200C vs. 0 1.1e-127 0.11 1.1e-5 5.3e-10 
100C vs. 0 6.7e-20 0.016 0.012 0.019 
100A vs. 0 5.0e-12 0.63 0.034 0.0047 
200A vs. 0 2.1e-88 0.18 7.1e-6 1.5e-8 

preferred 200C vs. 0 7.1e-16 1.1e-13 1.9e-6 9.4e-6 
100C vs. 0 8.8e-62 3.1e-6 1.2e-4 6.2e-11 
100A vs. 0 1.3e-75 6.1e-4 7.4e-7 3.0e-12 
200A vs. 0 4.3e-26 4.5e-10 3.7e-4 1.0e-7 

opposite 200C vs. 0 1.6e-38 0.0023 0.16 3.2e-6 
100C vs. 0 0.0081 0.0077 0.027 0.40 
100A vs. 0 0.0025 0.63 0.19 0.062 
200A vs. 0 8.3e-30 0.016 7.5e-4 0.0068 

Table 1. Early response p-values of cell populations in different stimulation conditions.  

 WT PV SST NDNF 
200C vs. 0 4.9e-54 0.032 0.58 6.9e-5 
100C vs. 0 8.3e-7 0.45 0.0051 0.047 
100A vs. 0 3.9e-5 0.63 0.51 0.22 
200A vs. 0 8.3e-30 0.99 0.33 0.019 

Table 2. gOSI significantly reduced with electrical 
stimulation of WT neurons 

Two-sample KS-test p-values comparing gOSI 
distributions with and without electrical stimulation, 
for 4 cell populations. Corresponds to Figs. 13h, 16g, 
17g, and 19k. 

Cell population # FOVs Mean Std 
WT 14 0.74 0.05 
PV L2/3 6 0.36 0.11 
PV L4 6 0.41 0.14 
SST L2/3 (Bessel) 8 0.81 0.07 
SST L4 12 0.24 0.14 
NDNF 15 0.24 0.22 

Table 3. Neuropil subtraction coefficients vary 
between cell types and imaging modality 
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response overrode the sensory-evoked response. From our observations, we suggest that strong 
activation of L1 NDNF INs resulted in the sensory-dependent suppression of L2/3 PNs. Finally, 
we demonstrated that both SST and PV INs showed delayed responses, suggesting that they were 
not directly, but rather indirectly, activated by electrical stimulation within the cortical circuit. 

The methods and experiments detailed in this study represented the beginning of a new foray into 
studying the cortical effects of electrical stimulation. A specific focus on methods which enabled 
clinical translation, combined with a holistic approach to neural data collection with cell type-
specificity and both electrical and sensory stimuli, allowed us to collect a unique dataset which 
yielded novel biological findings. By using surface electrodes analogous to human ECoG arrays, 
we hoped to provide translational insight on how electrical stimulation could enhance or disrupt 
sensory responses. A single stimulation pulse, as opposed to a stimulation train, at the onset of the 
visual stimulus was used to simplify the interpretation of responses by removing electrical 
stimulation-caused steady-state effects. This allowed us to observe and differentiate between short-
term and long-term effects caused by a perturbation at a discreet point in time. Single stimulation 
pulses, if successful in perturbing neural responses, could replace stimulation trains as a sparser, 
more temporally precise intervention which could reduce the overall charge injected into a human 
brain for a given desired response, therefore being potentially safer on brain tissue and saving on 
implant battery life. Choices to use surface stimulating electrodes and single pulse stimulation both 
had the goals of translation and minimization of invasiveness. To our best knowledge, neither have 
been demonstrated during measurement of neural activity in vivo.  

We took three steps towards the goal of observing a holistic picture of neural responses to electrical 
stimulation. First, we imaged chronically implanted awake mice. By giving the mice time to heal 
post-surgery and imaging in an awake state, we avoided unnatural brain activity caused by 
anesthesia, which would have confounded our neural recording results. Second, we included visual 
stimulation in our experimental setup. Since we were imaging the mouse V1 and knew that many 
neurons preferentially responded to specific directions of visual drifting gratings, we were able to 
contrast the naturally driven sensory response of these neurons in the presence or absence of 
artificially introduced electrical stimulation. A dataset with awake and sensory-driven neural 
activity was a more realistic framework to study the effects of electrical stimulation, so the results 
may be more clinically relevant to modulating or rescuing human senses. Third, we collected cell 
type-specific data on multiple inhibitory neuron subtypes, which allowed us to differentiate 
between cortical circuit mechanisms of inhibition and how they were affected by electrical 
stimulation. To our best knowledge, the effects of electrical stimulation on sensory-driven neural 
activity or inhibitory neuron subtypes have not been previously demonstrated.  

In the short time scale, electrically stimulated excitation of NDNF likely explained the inhibition 
of PNs at their preferred orientations, as previously demonstrated by Malina et al. in optogenetic 
experiments167. A combination of context-dependent inhibition from NDNF INs and direct 
excitation from electrical stimulation resulted in PNs exhibiting reduced orientation selectivity as 
reported by their gOSI values. Due to our course sampling of visual stimulation angles, we were 
unable to discern changes in PN tuning width, which would have shed light on whether or not 
apical dendritic inhibition disrupted the ability for the animal to discriminate between grating 
directions. A previous study showed that ablation of apical dendrites did not affect any orientation 
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tuning parameters172. Future verification of this form of interrogation using finer sampling of 
visual stimulation angles and behavioral tests would further shed light on electrical stimulation’s 
clinical utility of disrupting or rescuing sensory function. 

The effect of electrical stimulation on L2/3 SST INs was unique since a difference in response was 
seen only in the presence of visual stimulation. This effect could be explained by weak 
subthreshold direct activation. Because Martinotti cells, which made up most of the L2/3 SST 
population, projected their axons into L1, it was likely that some of these axons were directly 
activated by electrical stimulation. Due to the threshold required to translate axonal activity to 
calcium activity in the soma, only during visually driven activity did we observe the electrical 
stimulation effect. Since visually driven activity ramped slowly, so too did our observed electrical 
stimulation effect. The difference in response between SST and NDNF INs, despite both being 
L1-projecting, was likely due to a difference in density, positioning, and sensitivity of neural 
processes, as well as integration of input signals. An alternative explanation for the responses 
observed in SST INs would involve their upstream inputs. SST INs exhibited visually evoked 
activity due to integration of their visually evoked inputs, including local PNs, and those inputs 
may have been activated by electrical stimulation. Regardless of the mechanism, electrical 
activation of SST INs was too delayed to be the inhibitory source directly impacting our PN 
findings.  

A theme observed across PNs, PV INs, and NDNF INs was a delayed, seconds-long inhibition 
from a single electrical stimulation pulse. Long periods of inhibition after the end of electrical 
stimulation was observed in excitatory neurons in previous studies149, but the mechanism was not 
known. Here, we proposed that NDNF INs, directly activated by electrical stimulation, played a 
key role in the long-term inhibition of cells in layers 1-3 via extracellular release of GABA 
neurotransmitters. It has been known that L1 INs projected to and inhibit most cortical neuron 
subtypes from L1-3173. Importantly, and with support from our results, NDNF INs did not directly 
inhibit SST INs in the mouse V1167. However, L1 INs have been shown to evoke long-lasting 
network inhibition through volume transmission (non-synaptic release) of both GABAA and 
GABAB neurotransmitters167,169,170,174. The idea that long-term inhibitory effects were the result of 
GABA volume transmission coincided with our observation of early direct electrical activation of 
NDNF INs. Validation of this hypothesis would require further experiments using tools such as 
chemogenetic knockout of GABA volume transmission and/or fluorescent GABA sensors175.  

We observed that inhibitory subtypes NDNF, SST, and PV, like PNs, exhibited orientation tuning. 
PV and SST INs were broadly responsive to all orientations as was observed with their non-zero 
responses to orthogonal visual stimulation in the absence of electrical stimulation. NDNF INs were 
responsive only at their preferred orientations, like PNs. Responses to drifting grating visual 
stimulation without electrical stimulation in all neuron types were consistent with previous 
literature58,162,167,176,177. In the presence of electrical stimulation, direction preference in both PV 
and NDNF INs was heavily reduced. Aside from the previously mentioned reciprocal connections 
between PNs and PV INs, another mechanism for the context-dependent inhibition of PV INs 
could be that NDNF – PV connections shared preferred tuning directions, and NDNF tuning was 
abolished during electrical stimulation. The mechanism which abolished NDNF IN orientation 



Chapter 4: Interaction of sensory stimuli and cortical electrical stimulation in the awake mouse brain   57  
 

tuning at large electrical stimulation currents remains unclear, but could feasibly be credited to 
GABA volume transmission, where NDNF INs self-suppress. L1 INs were also shown to innervate 
onto each other in a previous study166. SST INs were indiscriminately activated by what was likely 
a subthreshold direct activation effect but did not show differences in response at their preferred 
orientations, suggesting a counteracting suppression effect. Suppression of SST response at 
preferred orientations could be a result of reduced orientation-specific inputs from local PNs, like 
the proposed mechanism for PV IN suppression. 

4.4.1 Experimental method design and future work 

Towards understanding the transformation of electrical stimulation input to neural activity output, 
we varied two stimulation parameters: strength and polarity. As expected, stimulation strength 
dictated the magnitude of neural response. Weaker stimulation resulted in weaker direct activation 
of PNs and NDNF INs, as well as weaker slow suppression of PNs, PV INs, and NDNF INs. 
Interestingly, although weak electrical stimulation directly activated PNs less than strong 
stimulation, it inhibited PNs roughly equally at their preferred directions over the first second (Fig. 
13f). Since PN inhibition was likely a result of NDNF IN activation, we hypothesize that NDNF 
INs should be more sensitive to electrical stimulation than PNs. Further experimentation at finer 
granularity of stimulation currents would be needed to address this point. In our experimental 
design, we also tested for differences between stimulation polarities. Here, we observed a small 
but significant response increase in PN direct activation for cathode-leading stimulation pulses 
(Fig. 12g). This was consistent with previous findings in mice149,178 and computational models150, 
as well as clinical literature preferring cathode-leading stimulation for greater treatment efficacy. 
Our small effect difference between cathode and anode-leading pulses was likely due to our use 
of a single stimulation pulse, rather than a train, since a train of pulses likely amplifies response 
differences between polarities. Future experiments could utilize a wider gamut of stimulation pulse 
shapes, especially asymmetric pulses which may amplify polarity differences in the neural data. 

This study has revealed a highly complex neural response to a simple, single-pulse electrical 
perturbation, which fits within a qualitative cortical circuit framework. To provide quantitative 
predictions and further validate our hypotheses, we would need to design a computational model 
– one which considers neuronal subtype morphologies and their proximity to the electrode, 
together with the interconnectivity of these subtypes within the cortex. Existing modeling efforts 
have focused on NHPs152,153 and rats150,151, but not mice, which have the largest genetic toolkit for 
experimental validation. An ideal computational model would account for the complete cortical 
circuit, including all major neuronal subtypes in all layers, and include representations of bottom-
up sensory input and top-down control. Together with experimental data for model fitting like the 
data collected in this study, we could eventually use such a model to generate specifically tailored 
neural activity patterns using brain surface electrode arrays. For applications in clinical therapy, 
similar stimulation experiments can be performed acutely during human brain surgery, typically 
for epileptic seizure monitoring, or chronically in paralyzed patients undergoing BCI experiments. 
Without cell-type specificity, electrophysiological recordings in humans, as well as information 
about human cortical morphology, could be used to adjust the mouse-based computational model.  
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Finally, as shown in our results, we imaged at 15 Hz frame rate and observed immediate calcium 
signal increase in as early as the first imaging frame: what we considered to be direct activation of 
PNs and NDNF INs. Unfortunately, an inherent limitation to cytosolic calcium signal is its slow 
dynamics compared to the underlying APs of interest. We used the popular calcium indicator 
GCaMP6s for its large, sensitive fluorescence response, but it had slow rise and decay dynamics6. 
Recently, two-photon-compatible voltage indicators have been developed to enable optical-based 
electrophysiological readout with single-AP temporal precision7,107. Concurrently, techniques for 
kilohertz 2PFM have emerged, allowing the measurement of these fast indicators8. Excitatory 
apical dendrites are known to be a source of spike bursting168, and inhibition could lead to a 
reduced number of APs per burst, but not necessarily the number of burst events. Voltage imaging 
would be able to answer this question, along with other AP spike timing subtleties, such as the 
relative timing of NDNF and PN electrical stimulation-triggered activation. Importantly, voltage 
imaging has major benefits over traditional electrophysiology: not only does it have access to cell 
type-specific genetic tools, but it also circumvents the electrical stimulation artifact which has 
always inherently plagued this field of research.  

The experiments presented in this study highlight the value of 2PFM as a tool for measuring 
cortical response to electrical stimulation. The techniques and findings described here set the stage 
for future research directions, including characterization of electrical stimulation parameters, 
modeling of cortical circuit responses, and finer-grain signal measurements using neurotransmitter 
sensors and voltage indicators. 
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Chapter 5: Conclusion 

Over the last decade, the Ji lab has demonstrated an ability to both develop novel microscopy 
techniques based on concepts from optical physics8,52,77,179 and apply these techniques in biological 
studies58,180,181. Similarly, the goals of this thesis were to develop new experimental techniques 
that better apply 2PFM to clinically relevant topics, and then apply these techniques to better 
understand the biology of the brain. At the same time, new techniques that can be applied to 
biological study need to be both markedly better than conventional methods and accessible for 
researchers, especially ones outside of the lab of origin. To this end, a fundamental goal of this 
thesis was to develop not only useful, but accessible techniques which allow curious researchers 
to repeat studies in this thesis and ask new questions that push forward our understanding of the 
brain and its maladies. Three studies summarizing recent research efforts demonstrated the 
overarching goals of this thesis. 

The first study applied the fast volumetric imaging technique of Bessel 2PFM to neurovasculature 
imaging using a commercial microscope system. Bessel 2PFM was able to capture volumetric 
hemodynamics in the awake mouse brain at high spatiotemporal resolution. With the axially 
extended Bessel focus, the fluorescence signal of a vessel became proportional to its size, which 
enabled convenient intensity-based analysis of vessel dilation and constriction dynamics in large 
volumes. This technique was used to observe entrainment of vasodilation and vasoconstriction 
with pupil diameter, which showed distinct vasculature populations which were correlated and 
anticorrelated with animal arousal state. Bessel 2PFM also enabled the measurement of 3D blood 
flow speeds simultaneously in a vessel population which consisted of capillaries conventionally 
difficult to image. Demonstrating high-throughput monitoring of hemodynamics in the awake 
brain using an accessible technology, we expect Bessel 2PFM to make broad impacts on 
neurovasculature research.  

The second study built upon the commercial Bessel two-photon fluorescence microscope from the 
first study by introducing to it both Bessel-droplet and AO functionalities. Importantly, Bessel 
2PFM imaging quality was improved using the new techniques without the need to complicate the 
system with additional optical components. Bessel-droplets were generated using the included 
SLM and newly designed, easily swappable masks and demonstrated a reduction in fluorescence 
background excited by Bessel beam side lobes. Without a direct wavefront sensor nor an SLM 
conjugated to the pupil plane, Bessel AO was possible using a modal-based wavefront sensing 
approach, taking advantage of the same SLM that generated the Bessel beam to correct for 
aberrations. Preliminary experiments showed successful correction of system aberrations using 
modal AO. Further characterization of both Bessel-droplet and modal AO methods using the 
commercial Bessel 2PFM are necessary to show their effectiveness for biological imaging.  

The third study aimed to understand the cortical circuit response to electrical stimulation in the 
awake, behaving brain. To this end, a set of novel methods were developed which enabled in vivo 
2PFM imaging of neurons through a chronically implanted brain surface electrode array. Using 
cell type-specific genetic labeling of mouse V1, electrical stimulation was found to directly 
activated both excitatory neurons and L1 inhibitory neurons. Furthermore, electrical stimulation 
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caused the suppression of excitatory neuron activity only at their preferred visual stimuli, likely 
due to sensory input strength-dependent inhibition at their apical dendrites by the electrically 
activated L1 inhibitory neuron population. These experimental results revealed a mechanism by 
which brain surface electrical stimulation could be used to reduce sensory sensitivity with 
spatiotemporal specificity, which could guide future therapies.  

The results from these three studies satisfy the goals originally set out by the thesis. Useful 
preclinical questions were addressed when 2PFM was combined with novel technologies and used 
in new ways: When combined with an axially elongated Bessel beam, neurovasculature was able 
to be imaged at unprecedented throughput. When combined with cortical surface electrical 
stimulation, electrically evoked neural responses within the cortical circuit were observed. Future 
work in incorporating additional techniques, especially accessible ones such as Bessel-droplet and 
modal AO, further enable researchers to ask daring questions in the pursuit of scientific discovery. 
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