Lawrence Berkeley National Laboratory
LBL Publications

Title
NMR Studies of Liquid Crystals and Molecules Dissolved in Liquid Crystal Solvents

Permalink
bttgs:ggescholarshiQ.orgéucgitempht9w2xg
Author

Drobny, Gary Peter, Ph.D. Thesis

Publication Date
1982-11-01

Copyright Information
This work is made available under the terms of a Creative Commons Attribution License,
available at bttgs://creativecommons.orq/licenses/bv/4.0,|

eScholarship.org Powered by the California Diqgital Library

University of California


https://escholarship.org/uc/item/2ht9w2xg
https://creativecommons.org/licenses/by/4.0/
https://escholarship.org
http://www.cdlib.org/

LBL-13736

< 2\
UNIVERSITY OF CALIFORNIA receivED
b B
Materials & Molecular ™" e
. e AR 2 1
Research Division |
LIBRARY AND
DOCUMENTS SECTION
NMR STUDIES OF LIQUID CRYSTALS AND MOLECULES
DISSOLVED IN LIQUID CRYSTAL SOLVENTS
4 . )
Gary Peter Drobny '
(Ph.D. Thesis) TWO-WEEK LOAN COPY
This is a Library Circulating Copy
November 1982 which may be borrowed for two weeks.
" For a personal retention copy, call
Tech. Info. Division, Ext. 6782.

Prepared for the U.S. Department of Energy under Contract DE-AC03-76SF00098 Y



DISCLAIMER

This document was prepared as an account of work sponsored by the United States
Government. While this document is believed to contain correct information, neither the ‘
United States Government nor any agency thereof, nor the Regents of the University of !
California, nor any of their employees, makes any warranty, €Xpress or implied, or ’
assumes any legal responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not
infringe privately owned rights. Reference herein to any specific commercial product,
process, or service by its trade name, trademark, manufacturer, or otherwise, does not'
necessarily constitute-or imply its endorsement, recommendation, or favoring by the
United States Government or any agency thereof, or the Regents of the University of
California. The views and opinions of authors expressed herein do not necessarily state or
* reflect those of the United States Government or any agency thereof or the Regents of the
University of California.




W

LBL 13736

NMR STUDIES OF LIQUID CRYSTALS AND MOLECULES

DISSOLVED IN LIQUID CRYSTAL SOLVENTS

By

Gary Peter Drobny
Ph.D. Thesis

| November 1982

Materials and Molecular Research Division
Lawrence Berkeley Laboratory
University of California
Berkeley, CA 94720

This work was supported by the Director, Office of Energy Research,
Office of Basic Energy Sciences, Materials Sciences Division of the

U. S. Department of Energy under Contract Number DE-AC03-76SF00098.

-This manuscript was printed from originals provided by the author.



ABSTRACT

This thesis describes several studies in which nuclear magnetic
resonance (nmr) spectroscopy has been used to probe the structure,
q;ientation and dynamics of liquid crystal mesogens and molecules
diésolved in liquid crystalline phases. In additiom, a.modern high
field nmr spectrometer is desc¢ribed which has.been used to perform
such nmr studies.

Chapter 1 introduces the quantum mechanical formaliéms used
throughout this thesis and briefly reviews the fundamentals of nuclear
spin physics and pulsed nmr spectroscopy. First the density operator
is described and a specific form for the canonical ensemble is derive&.
Then Clebsch-Gordon coefficients, Wigner rotation matrices, and
irreducible tensor operators are reviewed. An expression for the
equilibrium (Curie) magnetization is obtained and the linear response
of a spin system to a strong pulsed r.f. irradiation is described.
Finally, the spin interaction Hamiltonians relevant to this work are
reviewed together with their truncated forms.

Chapter 2 is a deuterium magnetic resonance study of two. '"nom"
liquid crystals which possess several low temperature mesomorphic
phases. Specifically, deuterium quadrupolar echo spectroscopy is used
to determine the orientation of the liquid crystal molecules ih
smectic phases; the changes in molecular orientation and motion that
occur at smectic-smectic phase transitioms, énd the order of the
phase tranéitions. For both compounds, the phase sequence is deter-

mined to be isotropic, nematié, smectic A, smectic C, smectic BA,
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smectic B and crystalline. The structure of the smectic A phase

c’
is found to be consistent with the well-known model of a two dimen-
sional liquid in which molecules are rapidly rotating about their long
axes and oriented at right angles to the plane of the layers. Molecules
in the smectic C phase are found to have their long axes tilted with
respect to the layer normal, and the tilt angle is temperature dependent,
increasing from zero at the smectic A - smectic C transition and
reaching a maximum at 9° at the smectic C - smectic BA transition. This
finding contradicts the results of X-ray diffraction studies which
indicate that the .tilt angle is 18° and temperature independent. The

smectic BA - smectic BC phase transition is observed for the first
time, and is found to be first order, a result that contradicts the
prediction 6f a mean theory by McMillian.

Chapter 3 is a multiple quantum nmr study of n-hexane oriented
in a nematic liquid crystal solvent. The basic three pulse multiple
quantum experiment is dis;ussed'which gnables the observation of
transitions for which |Am|>1, and then the technique of the sepafation
of multiple quantum orders by phase increméntation in the multiple
quantum evolution period is reviewed (TPPI). An explicit example of
multiple quantum nmr is given by the calculation of the multiple
quantum spectrum 6f an oriented methyl group.

Having introduced the fundamentals of multiple quantum nmr, the
method is then used to study the cénfigurational statistics of
n-hexane-d6 oriented in a nematic solvent. The symmetry group of a

4-methylene chain is derived (C2h) and the energy level diagram is

obtained. From the energy level diagram is determined that the six
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quantum spectrum contains 29 lines (14 pairs and a central line) and
the seven quantum spectrum contains 4 lines (two pairs). A general
expression for the dipolar coupling in a nonrigid alkyl chain

. molecule in a uniaxial phase is derived assuming a rotational isomeric
model of motion. Six and seven quantum spectra of a 4-methylene chain
are calculated assuming varying populations of isomeric states. The

best fit is found to occur for the configurational probabilities:

= .2
ttt
+ = P+ = + =
Pttg— P_tt Ptg t -1
P+ + =P+ + = ,05
g tg g tg
Pt + =D + +=P + =+ =0
g 88 tg g ggt

A refinement of the above values was attempted using the dipolar
coupling constants as parameters in an iterative calculation of some
five quantum lines and all the six and seven quantum lines. It was
- found that while there was a slight improvement in the 5 quantum fit,
there is no improvement at all in the 6 and 7 quantum fits. In fact,
the 6 and 7 quantum fits are not as close after iteration. It is

concluded that convergence has occurred to a non-global minimum.
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Chapter 1: INTRODUCTORY TOPICS

In this chapter we introduce basic physical concepts and formalisms
that will be used throughout this thesis. 1In section 1.1 we introduce
the density operator which provideé the connection between statistics
and quantum mechanics. We will derive the equation of motion of the
density operator, expressions for expectation values using the density
operator, and finally, we will derive the explicit form of the cénonical
density operator.

In section 1.2 we discuss the transformation properties of spheri-
cal tensors. We begin by‘defiving an expression for the rotation
operator and the elements of the Wigner rotation matrix. Finally, we
will review Clebsch-Gordon coefficients and introduce equations gover-
ning the rotations of spherical tensors.

In section 1.3 we introduce the basic principles 6f nuclear
magnetic resonance required to understand the material in this thesis.
We begin by introducing the equilibrium magnetization of a diamagnetic
substance in a magnetic field. Then we consider the displacement of
the system from equilibrium by pulsed radio frequency field. Finally,
we consider the general forms of the spin interaction Hamiltonians

relevant to this work, and their truncated forms.

1. Introductory Topics

1.1 The Density Operator

1.1.1 Equation of Motion
We begin by introducing the basic tool of quantum mechanics, the

density operator. Suppose we have an ensemble of N identical systems



where N is much greater than 1. Suppose also that these systems have

a common Hamiltohian H. Then at time t, the state of the kth system

is described by a wavefunction wk(ri,t) where r, denotés physical ’
coordinates required to describe the system and t is the time coordinate.

The evolution of wk(ri,t) is governed by Schr8dinger's equation

W (0 = w5, )

where ¥ is written in frequency units.
Now the set of wk(ri,t) may be expanded in an orthonormalized
bésis
k -7 .k
V(r;e) = Zat(e)¢ (r)) (2)
where

ai(t) - de¢:(ri)wk(ri,t), (3)

and therefore, the probability that the kth system is in the state
k 2
¢n(ri) is lan(t)l .
Of considerable physical interest is the time development of
the probability amplitude aﬁ(t). We differentiate with respect to

~ time to obtain:

1al(t) = ifarg" (x ¥(r,,0) = faro (I, 0) @)
* v k -
= fato,(r )% (Zas(e)o_(z,) (5)
k
= g Hnm?m(t) (6)

where

H = fdr¢:(ri)ﬂ¢m(ri) | | M



We finally introduce the density operator p(t) via its matrix

element
_ 1,y k k*
P (8) = /N & a (t)a () S ®

*
and clearly pmn(t) is the ensemble average of ai(t)aﬁ (t). In

particular
opn(®) = TN £ af(e)a) (6) 9)
1, 5 k2
= I Eaf | (10)

and represents the ensemble average of the probability that at time
t, a system will be in a state ¢n. Furthermore since
n]an(t)l 1 then &p =1 .

Also the principle of detailed balance requires that pnm = pmn

in any basis set. We can easily get the equation motion of

o (8)
. N T e .
16, () = T/N 3 4G DA (1) + a2 (o) (11)
1/, k, . k* k * k*
= 7'N k-El [(EHmﬂal(t)an (t) - am(t)(}g:,Hnal (t) |
(12)
= 2(H0Pen ™ Pmefen) (13)
and finally
Ppn = ~1Co - 010 | (14)

or in operator form

o=1ilp, X1 . | (15)



The solution of the first order differential equation is

p(t) = e-i}{‘tp(O)piJCt which can be easily verified:
b(t) = —idt(e ™0 0)e ) + (e 0y M) (130 (16)
= 1i¥o(t) + p(t)ix oan
= i[ p(t),¥ ] ' (18)

1.1.2 Expectation Values
We are also interested in developing an expression for the
ensemble average of the expectation value of a dynamical variable O,

using the density operator formalism. We'begin with the double

average

0> = I/ 3 rar® (e, oyoukce. ) (19)
k=1 i i

We now expand wk in the ¢(ri) orthonormalized basis to get

1 N k* * k
<0> = “/N kilde(gan (t)cbn(ri)o(iam(t)%(ri) (20)
N
= I d; oL as(oate)fate) (£,)06_(x)) (21)
1 M k k
= z
/N o1 er an(t)am(t)orun (22)
where oOm= fdr¢:(ri)0¢m(ri) (23)

We now use the definition of the density matrix, the principle of
detailed balance, and the definition of the trace of a matrix to

get



N
%
0> =N 1 3 a5 at(e)o (24)
k=i nm D m nm
=Ip O (25)
nom mm nm .
= 1 = 26
IZIII(QO)nm (since §|n><n| 1) _ (26)
= Tr(p0) ' v (27)

1.1.3 Equilibrium: Microcanonical Ensemble

We now concern ourselves with the expression for the density
operator of an ensemble of systems in equilibrium with a heat bath.
Specifically we will obtain an expression for the canonical density
operator corresponding to the classical canonical distribution
function, which provides the connection between quantum mechanics
and statistical mechanics.

Let us begin with the microcanonical ensemble. Such an ensemble
is composed of systems charactérized by a fixed volume V, particle
number N, and energy lying within thé interval (E-A/2, E+A/2) and A<<E.
Furthermore, the number of states accessible to a system is I'(N,V,E:A).
Evaluating matrix elements of the density operator in the eigenbasis
of the Hamiltonian (i.e. an energy representation) and applying the
postulate of equal a priori probabilities we obtain the following

form for the microcanonical density matrix

p_ =8 p and (28)

/F; accessible states

0 ; otherwise



and, corresponding to classical mechanics, the entropy is
S = k1ol ' | (29)

Suppose now that the ensemble could be decoupled into components,
so that the total wave function could be factored. Then we could
associate with each system a definite wavefunction. This means that

for any given system ['=1, which is called the pure case. Then in any

basis
1 k k* % - '
Pon = /N kElaman aa (30)
and then
2
m = PPuePas 2Pmifin (3D
—aaaa =aa 32
- zamalazan " %% T Pm (32)

This means that the density operator in a pure state is idempotent:

p"=p . (33)

If I'>>]1 we have a mixed case. Now to assure that equation 28 is
fulfilled we must invoke an additional postulate, the postulate of
random a priori phases. This postulate assures us that for all k,

wk in an incoherent superposition of the basis {¢n} . Now we have

k .k
1(6°-67)
1 k kx 1 2 (€
Pum = /N Faga = /N E|a| e ™ (34)
k .k
2 1(6%-6")
= J{§L Ee mn . (35)

(36)

]
1]
O



1.1.4 Equilibrium Canonical Ensemble

We now consider an ensemble in which each system is parametrized
by N, V, and T, aﬁd ﬁhe energy is variable. In such aﬁ ensemble, a
system is at equilibrium if it does not evolve under its Hamiltonian

which means that

(%0 =0 (37)

and so the density operator must be a function of the Hamiltonian

p=p@E0) | (38)

The form of the density operator may be déduced from the
following considerations. Suppose two separate systems are in contact
with a heat bath and are in equilibrium with the heat bath. They
may be imagiﬁed to form a composite system with a Hamiltonian
i = Ki + Hé. On the other hand, the composité density operator is
a product of the individual density operators. Thus it is reasonable

to assume that the density operator is an exponential function of

the Hamiltonian

p = ce&K ' | (39)

and B is a function of the temperature. c is a normalizing

constant and it can easily be shown that

B

)t

c =[Tr(e” (40)

which is the inverse of the partition function. Furthermore, it
can be deduced, from the correspondence with classical mechanics

that B = 1/kT.



Of interest is the expression for the canonical density
operator for the limit. kT >> IXl, which is termed the high tem-
perature limit. This is usually the case for nmr. If kT >> I
then IBHl << 1, and we can expand the exponent in equation 39 to

get
p v c(1-810) (41)
to first order. Also we note that

1/c = Tr(1) | . (42)

1.2 Transformations of Spherical Tensors

Throughout this theéis we will concern ourselves with the
effect of coordinate transformations on tensor operators. The purpose
of this section is to define the conventions to be used in this
work. For a ;horough discussion of the theory of angular momentum
and tensor operators, the reader is referred to any of the standard
texts by Rose (1), Edmunds (2), Tinkham (3), Brink (4), or especially

Silver (5).

1.2.1 The Rotation Operator
By convention, a rotation of a function in real space is defined
by a sequence of three rotations. The initial rotation is through

an angle a about the z axis corresponding to an operation by

iaI .
Rz(a) = e z The second rotation is through an angle B about the
' iBI ,

' axis corresponding to an operation by Ry'(B) = e . y , and the

y

final rotation is through an angle y about the z'' axis corresponding
iy1

to an operation by Rzn(y) = e 2. For a sketch of the appropriate

rotations, see figure 1. The angles a,B, and y are called Euler



2,2

V

f.’.’—/
\D

€)

114

b)

Figure 1. The Euler angles relate on initial coordi-
nate system (x,y,z) to a final coordinate systeﬁ
(x''',y"'',2'"""). An initial rotation by an angle o
about the 2z axis carries (x,y,z) into an intermediate
system (x',y',2'). A second rotation by g about y'
carries (x‘,y',z') into (x'',y'',2z'') and a third

rotation by <y about =z'' carries (x'',y''z'') into

(xlll'ylll'zlll).
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angles and I , Iy’ and Iz are the familiar angular momentum operators
X

related by the commutation relations
= i I
I 1[Iy. ,}
I = 1[IZ,IX]
I = i Ix,Iy]

These commutation relations lead, in turn, to the equations

I |I,m>=m|I>

VA m

2

I"|1,m> = I(+) [T >
1

I +|I,m> = [I(I+l) - m(ortl)] /2 | T,m+1>
l/2 :

I-|I,m> =[I(I+l) - m(m-1)] | 1,m-1>

i
where the phase terms‘e_l¢ have been set to 1 (¢ = 0).

(43a)

(43b)

(43¢c)

(44a)

(44b)

(44c)

(444d)

Suppose we have a function f(r) and rotate it about z by a.

The expression for fl(r), the function in the new coordinate system

is

fl(r) Rz(a)f(r)

iaIz
e f(r)

The next rotation is by B about y':

fz(r') Ry'(B)sz(a)f(r')

igT , ial , _
=e e Z £(r")

The final rotation is by y about z'":

(45)

(46)



£4(2") = R W (DR W (BIR () E(E™) BN

iyl ,, iBI_,, iaI ,,
=e Ze Ye Zig@M .
Dropping the‘primes we obtain an expression where all coordinates
and operators are in the final frame:

1yI_ 1iBI_ ial .
£,(r) = e e Yo Zf(r) . (48)

Finally we define the rotation operator as:
iylz iBI ial _
D(aBY) = e e Yo Z . (49)

1.2.2. Wigner Rotation Matrices

Having defined the rotation operator D(¢,B,Y), we now consider
the effect of a coordinate rotation upon the angular momentum eigen-
functions |jm>. We note that the (2j+l) functions |jm> span the
(i)

of R3 and so a rotation transforms

|jm> into a linear combination of the (2j+1) functions

irreducible representation D

3 .
D(aBy) |im> = T [in'>p%3) (asy) (50)
m=—j m m
where the states |jm'> are fepresented as a row vector. If we use

a column vector then the equation is

3

, t,.
D(aBY)|jm> = I D 9 (agy)|im'> (51)
m'=-j ™
and (D(J?)t is the transpose of D(?) .
mm m'm

)

We get an explicit expression for Dmm,(asy) by premultiplying

equation 50 by <j'm'| and noting that,



<j'm'|im> (52)

n
o

to get
D) (agy) = <jm’[D(aBy) |jm> | (53)

A final expression for the matrix element is obtained by expanding

D(aBy):
D(j)(aB ) = <jm’ j
, Y jm' |D(aBY) | jm>
m'm
CiyI 4RI dal
= <jm'|e Ze Ve z|jm>
iym' 1gl iom
= e Y <jm'|e y|jm>e
_ _iym'_iom, (3)
e e dm,m(B) . (54)

Several properties of Wigner rotation matrices will be

utilized throughout this work and are now tabulated:

(1) D(aBy) is a unitary operator and so Déﬂ;(asy) is a

unitary matrix. As a consequence, the inverse of

D;;; is equal to the adjoint. That is,
[083) g1 ™t = D) (v, -8,-0)
= 03 @,8,y)7
- o) @y)” (55)

(i) D;;;(QBY) is a unitary matrix so the rows and columms

are orthogonal:

|
(o2
-
=

o) @e)n{) o) = (56a)

m"

o3 @D desy) = 60 | (56b)

12
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(iii) Elements of rotation matrices, considered as functions of
o, B, and Y are orthogonal to each other within the domain

covered by the Euler angles.

RSt (iy) -
D (aBY)D (aBy)d2 = (" /2j,+L)8 S_ . .
U Uy 17wy mymy Jydp
(57)
where
2T 2m
fdQ = [ d [fdBsinBS dy . (58)
0 0 0
1.2.3 Clebsch-Gordon Coefficients
: &Py
Given a representation D spanned by the 2j1+l eigenfunctions
(i,) :
Ijlml> and a representation D spanned by the 2j2+1 eigenfunctions
|j,m,> , what is the form of the (2j,+1)(2j,+1) basis functions | jm>
22 Gy G,) 12
which span D 1 XD 2 ? Evidently |jm> is obtained by a unitary

transformation of the direct product states Ijlml>[j2m2> and so

we would expect

31353
o= 1727, . (59)
| jm> mimz Cmymym| 3, m >|3,m,>
31353
To get an expression for the coefficients C onm’ define
2
ljm> = |j,j,im> and - (60a)
1333,mm> = 13ym>13m> - - (60b)

Now use the identity

Zﬁ;lmz |3, 3ymmy><i dpmm| =1 (61)
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to obtain the expression
131353m> = mimz|3132“’1m2><3132m1‘“2|3132m> . (62)
and we realize that

i3,
C 172
m, m,m,

The geometric interpretation of equation 62 is that a given |jlj2j>

vector exists in a space spanned by (2j1+1)(2j2+1) orthonormal

direct product vectors ]jlj2m1m2> and can be gxpressed as a linear
combination of those vectors. Therefore the projection‘of the vector .
|j1j2m1m2> onto |j1j2j> is the Clebsch-Gordon'coefficient’given by
equation 63. |

Clebsch-Gordon coefficients have several properties that we

will find useful and are listed below without proof

3135 . L
(i) lemzm = <3132m1m2131323> = 0 unless
ml + m, = m and _ : (64a)
[543, 23 2 [373,1 (AG3,30) (64D)
i1d,d
(ii) The coefficients lem o form a real, orthogonal matrix
2
and so
<JlJZmlmZIJIJZJm> B <31323m|3132m1m2> (63a)

<3 3 s e s e s PP P | = < s
mom, 3p3gmymy 131333y 3ymmy 31350700 = 655080 80313,

(65b)

Z..l-u... PR I _ =
791dpmem m [3,3,3m><], 3,33 33,m ,0-m, > Gmlmi (65¢)
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1.2.4 Spherical Tensors

Spherical tensor notation will be used extensively in this
work. In this section we introduce the concept via Cartesian
tensdrs, and then define irreducible spherical temsors. We will
- also consider the behavior of spherical tensors'ﬁnder.rotations.

A Cartesian vector is a set of thfee elements that transform as
the coordinates of a point. If R is a vector in some cbordinate
system and R' is the vector in a rotated system, R and R' are

related by

R' = AR ) (66)

where A is a real, orthogonal matrix, and R' = (x',y',z') and
R = (%x,y¥,2). R is said to be a'first rank Cartesian tensor.

Now consider the quadratic combinations of x, y, and z that
span the direct product space (x, y, z) X (x,‘y, z), i.e. x2, Xy, y2z
etc. These 9 entities are related to the quadratic combinations of
x', v', and z' (which span (x', y', z') X (x', y', 2z')) by a
9 X 9 matrix which is A X A. The 9 elements are a second rank
tensor. These relations are directly generalized.to a higher rank.
In fact, an nth rank Cartesian tensor may be treated as a 1 X mn
vector, that is, its algebra is isomorphic to the algebra of a -
first rank Cartesian tensor.

What is the relationship between Cartesian rotations and

¢))

rotations in R,? We realize that A corresponds to D and

3
A X A corresponds to D(l) (1) which reduces to D(z) + D(l)
(k) th

ak rank

XD + 09,

We define the set of 2k+1l entities that span D
(k)

irreducible speherical tensor, T, , since D is an irreducible

kq

representation of R3, the continuous group of all rotation operators



16

D(@BY). Transformations of spherical tensors are governed by

the equation:

D@BN T,y = I,TyqiDgrg 81) 67)

kq
a relationship that will appear frequéntly in the following
chaptersvof this thesis;

Another useful relationship allows Qs to express a spherical

tensor as a sum of products of two other tensors.

(A

) - (68)

£.m

T (A,,A.) =L C(2,2.%,m, ;m-m )T (AT
am10727 T 1m121m1122

172

% may vary from |2 +2,| to Ill—lzland m=mm,. C(A,0,,45m ,mm )
is a Clebsch-Gordon coefficient.

In Appendix 1.1 we use equation 68 to give relatlonshps between
tensors of zeroth, first, and second rank. In Appendix 1.2 we
give the relationship between spherical tensor and Cartesian tensors.
Finally, in Appendix 1.3 we compile values of dim,(B) for § = 0, 1,

and 2.

1.3 Nuclear Magnetic Résonance

1.3.1 Introduction

The central phenomenon discussed in this thesis is nuclear
magnetic resonance (nmr), the resonant absorption of radio frequency
(r.f) energy by a diamagnetic substance in a magnetic field. The
purpose of this section is to review the basic theory of nmr and to
clarify the "jargon'" of the field to the general reader. The reader
is referred to the excellent textsby Abragam (6), Slichter (7), or

Goldman (8).
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1.3.2 Equilibrium Magnetization

.We assume that a system of N nuclear spins Ij are equilibrated
with a ‘lattice which has a very large heét capacity compared td
" the spin system. Equilibration occurs via some relaxation phenomenon
or combination of phenomena, and by equilibration is meant that the
teﬁperaCUre éf the nuclear spin system equals the lattice temperature.

The Hamiltonian of the nuclear spin system has two parts:

=K +% ‘ (69)

0 1
where
N .
R = - J = vh
x, hyBjElIz yhI B, (70)

is the Zeeman term and ﬂi is the spin interaction term, describing

spin-spin couplings and the quadrupolar coupling.‘
Given an ‘ensemble of such systéms in contact‘with the lattice,
the canonical density operator is given by equation 39:
Peq = < P (71)
where
- B H)

l/c = Tr(e ) . (72)

The equilibrium magnetization MO is the expection value of the

magnetic moment thz which is
MO = Tr(thzp) . | (73)

Since nmr is normally in the high temperature limit we can

expand p as was indicated'by equations 41 and 42:

My " Tr(yL, 3+ )p) (74)

Tr(l)



where we have used the fact that I 1is a traceless operator. Now
z
we use the fact that for spin-spin couplings and the quadrupolar

coupling Tr(Izﬂi) = 0 with the result

u,~ TEOBLT) (75)
Tr(1l)
Now we substitute the expression for the ﬂb into equation
75 to get
2 2
- Tr(y ByL, 8) (76)
Tr(1l)
2
. Ny"I(I+1)B,
3
where we have used the fact that
Tel (I 3)2] _ (21+1) (T) (I+1) (77)
z 3
and
Tr(l) = 2I+1 . (78)
Finally, equation 76 may be written in the form M0 = Xoﬂb
where
y2I(1+1)
o= "3 79

We call XO the -static magnetic susceptibility and Mo is the
Curie magnetization.

a

1.3.3 iinear Response of a Spin Sysﬁem to a Pulsed R.F. Field
In the last section we considered the nature of equilibrium
in a system of nuclear spins in a strong magnetic field in the
high temperature limit, in which the spin system 1is coupled through

relaxation to some large heat bath. We now consider the linear

18



response of the spin system to a pulsed r.f. field.
Suppose we have a spin system at equilibrium in a strong

magnetic field. The density matrix is

p(0) = e(1-8K) (80)
‘where
hi(, = hyBI,
=h"L, | (81)
and
1, = () (82)

If we turn on an r.f. field, the complete Hamiltonian is,

neglecting relaxation,

H = -w

- i
OIz w Ixcoswt + i (83)

1 nt

where the first term is the Zeeman term, the second term is the
r.f. field and the third term is an interaction Hamiltonian (see
next section). We transform ¥ into a frame rotating about the

z-axis at w by rewriting the Hamiltonian as

iwI t -iwIzt

e 21 e + X , (84)

J(‘~ -
w Iz wl X int

0

where we have introduced a counter-rotating component to the field.

We now define the transformation operator

iwI t
g=e Z (85)

and the rotating frame Hamiltonian is defined as

19



] -1
Hk = U U iu U
-1 iwIzt —lwIzt
= U "(-wyl, - we Ixe +3 U
-ipI t +iwl t
= ie z (+iwI e Zy
= - - +
wOIz wllk * JCint: wIz (86)
where we have used the fact that [Iz’ﬂint] = 0(8). We rewrite this
expression as
X = - - Y . ‘
R MwI = w I +3 (87)

In all the work which follows we will use rotating frame
Hamiltonians. Thus we drop the R subscript.

Now if the pulse is of very high power, w, >> Aw,ﬂﬂgnt",

1
and the Hamiltonian is

i~ mllx . (88)
So the density matrix immediately after the pulse is
—iwltPIx lwlthx

p(tp) -cBwO e I, e

I

-cBwo(Izcoswltp + Iyslnwltp) , (89)

and we have neglected the scalar part of the density matrix.

Now the spin system evolves for a time t under the Hamiltonian

Ho= —bol +3 : (90)

and the density matrix is

p(e#6) = - chug e”.‘to<tp) oLt (91)

20
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We will neglect the Iz term in p(tp) since it commutes withd¥.

Therefore
i, t —iAwIz 1iAwI _iﬂﬁntt
p(tp+t) = -cBwosinwltP e e I e Z e - (92)

- where we have used the fact that Iz and ﬂint commute. We obtain

ixintt ! —iﬂknt
sinw,t e (chosAwt + IxsinAwt)e

t_+t)= —cBY.B
p( b ) Yy 0 1%

= -cBy B.sinw,t (elﬂtl e-LKtcosAwt + eLKtI e_iﬂlsinAwt)
y 0 17p y x

= ~cﬂyyBo

sinw, t (£ +t) + t +t .
inw, p(px(‘p ) py( . ) | (93)

The x component of the transverse magnetization has the form

<Ix> = Tr(pIx)
= Tr (QX'IX)
= gn(px)mn(lx)nm
-iwnmt 2
= -CBwOSinwltp81nAwt gne I(Ix)nm]
-i(w t+hw)t i(w -Awt
- _1 ; nm _ nm 2
= ECBw051n(w1tp) gn(e e ay o
(94a)
Similarly,
-i(w +Aw)t -i(w ~Aw)t
- _ 1 nm nm 2
<Iy> 5By sin(wltp) én(e + e . )I(Iy)nml .
(94b)

: -t
We can add a decay term e /TZ to obtain
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(—i(wnm+Aw)—1/T2)t (i(wnm7Am)—l/T9)t

<I > = ic' I (e - e - olay |2
X mn x nm
(95a)
(-i(w_+Aw)-Y/p )t (-i(w -Aw)-1/7 )t
<I.>=1¢' I (e nm 2 +e nm 2 (a1 12
y m y’nm
(95b)
, v
where ¢ cBwosinwltp.
To calculate the linear frequency response F(w) we Fourier
transform the complex function <Ix> + i<Iy>
_ . _ 1 —-iwt
Flw) = Fx(w) + le(w) = 2wfdt e (<Ix> + i<Iy>), (96a)
and we find that
-1
c' (T) 2
F W =% /m = 5 1 (@) (96b)
T+ (0w ~w)
nm A
: 1 w + Aw-w
@ = ¢ /mr — (1)l (96¢)
mn (T2) +(wnm + Aw-w)
We notice that the quantities Fx(w) and Fy(w) defined in
96b and 96c are proportional to the components of the complex
susceptibility
x(w) = x'W) - ix" (W) , 97)

obtained by solving the Bloch equations (13) in the limit of

negligible saturation, that is,
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2

Wy T1T2 >> 1 . _ (98)
Specifically,
Fx(w)ax"(w) and Fy(w)ax'(w) _ . (99)

Therefore, the Fourier transform of the transient response of a.
spin system to a high power pulsed r.f. field, is proportional to
the steady state response of a spin system to continuous irradiation
by a weak r.f. field.

Finally, we notice that Fx(w) and Fy(w) are proportional to
|2

and | (1) IZ, respectively. It is evident that in the

](Ix)nm y'nm

case of the linear response of a spin system to an r.f. field,

the magnetic quantum number m can only change by 1:

|am{ = 1 A (100)
(

In chapter 3 we will discuss nmr experiments'in which this

condition does not apply.

1.3.4. Spin Interaction Hamiltonians; General Expressions
We now introduce the Hamiltonians relevant to this work.
For convenience, all Hamiltonians will be written in frequency units.

Therefore:

hiC = h (@ + 3 . + K H + 3 "y '
( z rf cs + Q J + D) (101)

a) Zeeman Hamiltonian: ﬂ;
This Hamiltonian has already been introduced. It describes
the interaction between the dc magnetic field, taken to be

in the z direction, and the magnetic dipole moments of the nuclei.



h¥ = - AT u' +B, = -hB_ Iy, I, = -hIw'I (102)
{ z 'L 2

N -

Y; is the magneto-gyric ratio of the ith nucleus and
> - n ~i_ i i i
BO (0,0,sz), and u Yi(Ix,Iy,Iz)
b). Radio-Frequency (R.F.) Hamiltonian
This Hamiltonian describes the coupling of the spins with the

magnetic components of an r.f. field. The field is assumed to be

linearly polarized in the x direction

hiC = - hgui'gl(t) = - hB_cos(wt + ¢(t)) Iy.I (103)

rf 1 il

where Bl(t) = (BICOs(wt + ¢t)) 1,0,0) .

¢) Chemical Shielding Hamiltonian: ﬂ;s
This Hamiltonian describes the interaction of the nuclear
spin with magnetic fields induced by eiectron currents. It has

the form
hEul-gt-B (104)
i
where Oi is a Cartesian tensor of rank 2 and —Oi'B is the
magnetic field induced by the electrons at the ith nucleus.

d) Quadrupolar Hamiltonians: Hb

This Hamiltonian describes the interaction between the electric

quadrupole moment of the nucleus and the surrounding electric field

gradients. Nuclei with spin = l/2 have no quadrupole moment.

24



L . owe s
fIJCQ - Z __i_eg_i Il.vl -_Il (105)
1L 617(1I7-1)
i, . . th i
eQ” is the electric quadrupole moment of the i~ nucleus, V
is the electric field gradient tensor at the ith nucleus, i.e.

the second derivative of the electric potential. Vi is a second

rank Cartesian tensor.

e) Indirect Spin-Spin (J) Coupling Hamiltonian (ﬂ&)
This Hamiltonian describes the thrOugh;bond interaction of

two nuclear spins. It has the form -

h = T .~ .~ -
X, Ejli 340t (106)

where Jij is a second rank Cartesian tensor.

f) Direct Spin-Spin (Dipolar) Coupling Hamiltonian: Hb
This Hamiltonian describes the through-space coupling of the
magnetic dipole moments of the nuclei. It has the form

2 XYsZ, i if _j
RIC. = - 20% 3 vy, R rteptieg 107
D i(jvle of [T, B ] (107)

i x
D) is the aB component of Di , the second rank Cartesian tensor

oB

describing the coupling between the nuclear spins i#j.

1.3.5. Spherical Tensor Forms

We may refer to Hb, ﬂ&, ﬂ;s, and ﬂb as internal Hamiltonians
since they describe interactions internal to the spin system as
opposed to interactions with externally apblied fields, described
by K;f and ﬂ;. We also notice that the internal Hamiltonians
involve second rank Cartesian tehsors. It is also possible to

describe these Hamiltonians as scalar products of spherical
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t ensors, (11, 12) given by the equation

7y (-)mA2 : (108)

=3 I T
L m=~L 1Tm 2,m

where A is a tensor involving spin operatoﬁs and T is a tensor
involving interaction'parameters‘

Now the tensor A is written in the laboratory fraﬁe._ Spin
interaction parameters, however, are simply linked to some
principal axis system (PAS) in which the interaction tensor is
diagonal. Therefore we use equation 67 to relate T with the

principal axis system tensor TPAS

. _ . .PAS,
Tom = 2 Tom!

) ‘
Do . (109)
Now the equation for the Hamiltonian is

PAS
m'

% = Eé_é-)m(g,T i @na, . 10

1.3.6. Truncation of Spin Hamiltonian

The nuclear magnetic resonance experiment is usually carried
out in very high magnetic fields. Typical field strengths reach
tens of thousands of Gauss. However, nuclear spin interactions
normally only involve fieldévof a few Gauss at best. The quadrupole
interaction is an exception and may in some species like 79Br exceed
the Zeeman interaction for realistic magnetic fields, but we will
not concern ourselves with such systems. The point to be realized
is that for allbspin systems discussed here, the spin interaction
Hamiltonian may be considered a perturbation on the Zeeman Hamil-

tonian. Therefore, to first order, we need only concern ourselves

with that portion of the interaction Hamiltonian which commutes with



the Zeeman Hamiltonian. The commuting portion of the interaction

Hamiltonian is called the secular Hamiltonisn, and only the secular

Hamiltonian determines line positions to first order. Now by Racah'

definition (13) of an irreducible tensor operator we have that

[IZ,A = mA (111)

Rm] Lm

and so only the A components occur in the secular Hamiltonian.

20

We now have, as an expression for the general interaction Hamil-

tonian

- ¢ (z, TAS pll)

secular . m' Lm' m'O(Q) AQO ' ’ (112)

As an example let us consider the dipolar Hamiltonian. sz

is a second rank traceless tensor which is uniaxial in its PAS.

L

Thus only ngs(ij) = (3/2) rij.3(—2)hYlYJ is nonzero. We obtain

1
_ 3 ~/2  2hy.vy.
= - (7/2) ij (2)
————3—-D00 €] AZO (113)
rij

H ‘
d,secular

where Dég)(ﬂ) = l/2(3coszB4l) and B is the angle between the inter-

nuclear vector and the z axis of the laboratory frame.

" From equation 7 of appendix 1.2 we find that

Ayo = (2/3)1/2121122 - (1/6)1/2(Ix11x2 + I11g)
=1 -
=6 QI I, - (T, 1T 0))
- 6-1/2(31 I, -1,L) ' (114)
21522 - 11D

27
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and we finally get

1, hy.y.
ecular _ _ 3 /2 i 2, .
xg /2y —;i—%(3cos B-1) (31 ;T _,-I;°1,) (115)
ij

as the expression for the secular dipolar Hamiltonian in the
laboratory frame. In all work that follows, only the secular part
of the interaction Hamiltonian will be considered. Therefore the
superscript "'secular' will be dropped.

Truncated forms for the other Hamiltonians are (14):

w
(1) . = Y3 (31§ - I(I-1))

Q
ezqg 1 2 2
where wQ = 7121-1) (7/2(3cos”6-1) + nsin“Bcos28)
(116)
(ii) Chemical Shift:
x* =-zor 1t ' (117)
cs i zz z
(iii) .Scalar:
M& = J(Il°12) (118)

28
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Appendix 1.1 Spherical Tensor Forms

Using equation 68 of section 1.2.4

Ton(A108,) = ;311 C(Rys2y,25 my,m-m,) Tzlml(Al) lemZ(Az) ¢

we obtain the following relationships:

Too(Apoay) = /Y3 (T 4)) Tll(AZ)-— Ty o8 Tig(ay) *+ T3, (A Tj-18) @)
T (A8 = - a (T AP T oA) — ToAT) 1 (4)) (3)
ToWysA) = = VT (T (DT () - T (DT () | ()
Typ A8y = - g (Tyo (AT 1 (A) = Ty (AT 508y - (3)
Ty-a(Apshy) = Ty (APTy ) (A)) (6)
Ty (AsAy) = TYZ (T (DT () + 2T AT (B + T BTy () @)

1
V6 (T (AT (A) + 2T (AT, ((A,) + T)1(ADT, 1 (4,)) (8

Ty (Ay04y) 1-1A1T11 (4 104410 104

1
Ty (A8, = “/VZ (T, (AT (A)) + Ty (AT ((4,)) | (9

Typ(A1,45) = Ty, ()T, (A) (10)



Appendix 1.2

The relationship between a second rank Cartesian tensor and the

irreducible spherical tensor are:

Too = - I/E,(xlxz Y1yt 212) &)
T,y = VI (g - iv)z, -z (5 - iy,) E)
Tio = 1z (%9, = %,51) (&)
T, = 12 (x + 1y,) (x, + 1y,) (5)
Tyy = - 1/ ((x; +1iy))z, ,+ z, (%, +1y,)) ©
T20 =y 2/3 2122 - l//g (xlxz + ylyz) : (7
T,y = l/2 ((xl - J’.yl)z2 + zl(xz- - .iyz)) : (8)
T2_2 = l/2(x1 - iyl)(x2 - iyz) . (9)
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Appendix 1.3
The Wigner rotation matrix element is given by

e N

thnl\) (a,B,Y) = e- m

©) gy -
@ =1
4P ® = af} @) = 3 + cosp)

aN @ = a{P® = 30 - cosp)

Cd® gy = aW ey = caD gy = -a D (g) = Less
doy (8) = dyo(B) = ~dg_ (B) = ~dj () = Hsind)

déé)(B) = cosf

a2 = a2 ) = cos* S

déi)(B) = dfizz(s) = 'dig)(s) = ‘dfizz(s) = %sinB(l + cosB)

@) gy - 1@ gy = 4@ gy = 4@ gy = B a1n?
D@ - a®P @) = D) = aB®) = 2 sin’s

a2 @® = a2 = -a2) @ = -a2)®) = Jsing(coss-1)

e @ = aB)® = sin* P

d{i)(s) = dfizl(s) = %(ZCOSB— QA+ cos?)

[}

d{§i<8) %(ZcosB + 1)(1 - cosB)

i

(2)
a7’ ®)

(2) 5y _ 4(2) _ _.(2) _ (@) = _ [3..
le B) = dO*l(B) 401 (B) = d10 (B) jg;lnBcoss

4P (@) = 2(3cos?8 - 1)
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2. A DEUTERIUM MAGNETIC RESONANCE (DMR) STUDY OF THE

SMECTIC PHASES OF A THERMOTROPIC LIQUID CRYSTAL

2.1 Introduction

In this chapter we will study the structure of some of the low
temperature mesophases of a thermotropic liquid crystal, using
deuterium magnetic resonance (DMR) as a probe of molecular order
and orientation. In particular, we will concern ourselves with the
changes that occur in molecular orientation at the smectic A-
smectic C phase transition. We will also study two lower temperature
smectic B phases.

In section 2.2, the study begins by briefly reviewing the
structure of the various liquid crystalline mesophases as obtained
via X-ray diffraction and conopscopic studies. In section 2.3 will
be described the nmr method used as a probe of molecular orientation:
deuterium magnetic resonance and in particular, quadrupolar echo
spectroscopy. The quadrupolar echo experiment will be described
by expanding the density .matrix in a basis of fictitious spin l/2
operators. We will consider the experiment in the limit in which
the r.f. power (in frequency units) exceeds the quadrupolar splitting
(wl>>wQ). In section 2.4 we will introduce a single domain model
of the smectic A mesophase and a multidomain model of the smectic C
mesophase. Both médels assume that the liquid crystal has been
aligned in a strong magnetic field. These models will be used to
simulate experimental DMR spectra. Finally, in section 2.5 we will
use the models introduced in section 2.4 to interpret DMR spectra

of a monodeuterated liquid crystal in its smectic A and C mesophases.
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From the DMR spectra we will extract information on the changes in
molecular orientation and order that occur at the smectic A-C phase
transition. Comments will also be made on the order of the low

temperature smectic B —Bc.phase transition.

A

2.2 Liquid Crystalline Mesophases

Throughout this thesis we will study either compounds that
possess, within certain temperature raﬁges, liquid crystalline
phases, or molecules dissolved as solutes in sucﬁ bhases. In
this section we will qualitatively describe various common liquid
crystalline phases. The reader is referred to several general texts
on liquid crystals: deGenne (15), Priestley et.al. (16), and
Chandrasekhar (175, and Taylor (18). |

It is well-known that certain organic compounds, rather than
showing a single transition from liquid to crystal, pass instead
through one or more phases that have mechanical and symmetry
properties intermediate between isotopic liquids and.ordered crystal-
line solids. Such compounds are called liquid crystals and their
peculiar phases are called'mesoﬁorphic phases or simply mesophases.
While the molecular structures of compounds with mesomorphic phases
vary greatly, a broad class of liquid crystalline compounds have
the general pattern shown in figure 2. R and R' are commonly alkyl
or alkoxy groups while A=B may be a Schiff base linkage or an
azoxy linkage. In figure 3 we show examples of several thermotropic
liquid crystals. Empirically derived rules on the influence of
R and R' on the stébility of the various mesophases have been
extensively reviewed in the literature (21), so we will not comsider

the subject here. Rather, we will turn to a descriptive review of the
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Figure 2. Generalized structure of a molecule with
'mesomorphic phases. R and R' may be alkyl or alkoxy
groups while A = B may be a Schiff base or an azoxy
linkaée. In a series of 1liquid crystals called
cyanobiphenyls, R would be an alkyl or an alkoxy group,
R' would be a CN group and A = B would be replaced by a

single bond.
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. Fiqure 3. A, Teraphthalbisbutylaniline (TBBA)

B. Heptyloxyazoxybenzene (HOAB)
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(a)

(k)

(c)

c. R-cyanobiphenyl. R is an alykl or

an alkoxy group.
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mesophases to be studied in this chapter.

2.2.1 Nematic

The first mesomorphic phase below the isotropic phase is

usually the nematic. The main characteristics of the nematic

phase are as follows:

a)

b)

c)

d)

There is no long—range translational order in a nematic
liquid crystal, and so there is no Bragg peak in an x-ray
diffraction pattern (23,24). The correlations between
molecular centers of éravity are liquid-like. 1In fact,
nematics flow, with typical viscosities of about .1 Poise.
Altﬁough there is no long-range translational order, thefe
is long-range orientational order in the sense that the
long axes of the individual molecules tend to align
parallel to a common direction, labelled by a vector n.

n is callgd the director. This long-range orientational
order causes macroscopic properties, éuch as the refractive

index and the diamagnetic susceptibility, to be highly

"anisotropic. For instance, a nematic is optically

uniaxial with the optical axis parallel to n (25).

In the absence of external fields, the direction of n is.
arbitrary, and can be influenced by wall conditions, for
example. Static distortions of the director field can be
described by an elastic continuum theory (18, 19, 22).

The states n and -n are equivalent. Thus, if the individual
molecules have permanent electric dipole moments, n and -n
are equally populated. Therefore the phase is not ferro-

electric.



37

e) The component molecules.of a nematic phase are either
achiral or if chiral, the phase is a racemic mixture.

From the remarks above, we conclude that in a crystallographic
sense, the nematic phase has D_

h

nematic phase is shown in Figure 4b.

"gymmetry. A sketch of the

2.2.2 Smectic A
This phase is commonly the highest teﬁperature sﬁectic phase,
if several smectic mesophases exist. Its characteristics are

a) A well-defined layer structufe in which the layer thickness
is about equal to the molecular strength. This thickness
can be measured by x-ray diffraction (26,27).

b) Absence of long-range translational order within the layer
structure.

¢) Long-range orientational order within the layer structure
described by the director n as in nematics. The phase is
optically uniaxial.

d) As in nematics, n and -0 are equivalent.

Figure 4c shows the layer structure of the smectic A phase.

Its crystallographic group is Qw,

2.2.3 Smectic C

A smectic C phase is a two-dimensional liQuid as is the
smectic A. However the phase is.observed to be optically biaxial (28).
An interpretation of the phenomenon is that the molecules are

tilted within the layer, an idea that has the support in the x-ray
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Figure 4. The common high temperature phases found in
liquid crystaline systems.
(a) Isotropic: this phase is characterized by an

absence of 1long range translational ‘and
orientational order.

(b) Nematic: this phase is characterized by an
absence of long range translational order but
orientational order occurs about a direction
defined by a vector called the director.

(c) Smectic A: in this phase, orientational

order is again described by the director, but

molecules are confined to layers within which

layer occurs isotropy of motion. The
director is hormal to the. plane of each
layer.

(d) Smectic C: this phase is similar to the

smectic A except that the director is tilted

relative to the normal vector of each plane.
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literature since the layer thickness is found to be less than the
molecular length (26,27,29). The tilﬁ angle would also appear to be
temperature dependent (30). Figure 4d shows the structure of the
smectic C phase. There is a 2-fold axis parallel to the layer and

a plane normal t§ it. Therefore, the smectic C phase has C2h

‘symmetry.

2.2.4 Smectic B Phases
There exist lower temperature uniaxial and biaxial smectic
phases, and x—ray'studies indicate that there is some order within

each layer, althdugh the exact type of packing is controversial

(27,31,32,33,34). Uniaxial phases are called smectic BA and biaxial

phases are called smectic B Smectic BC phases are often called

ct
smectic H in the literature. Other more exotic phases have been

reported, but they will not be discussed here.

2.3 Quadrupolar Echo Spectroscopy

In order to appreciate the utility of nmr as a method for
studying the structure of liquid crystalline phases, we need only

consider equation 110 of chapter 1:

PAS

=2 ¢ O™ T
e, T

£ m=-

(2)
Dm'm(Q)Alm (1)

Recall that A is a spherical tensor involving spin opefators and
TPAS is a spherical tensor involving interaction parameters in
some principal axis system. The D;%;(Q)’s are elements of the

Wigner rotation matrix that transform T into the laboratory frame..

We assume throughout this thesis that the z axis of the laboratory
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frame is parallel to thé magnetic field. .Now the principal axis
system is always related in some manner fo molecular geometry. For
example, ;he z axis of the principal axis system of the dipolar
tensor is defined by the internuclear vector, and for deuterium
bonded to trigonally hybridized carbonmn, the major axis of the
electric field gradient tensor lies along the axis of the C-D

sigma bond (see figure 5). Thus, by measuring the interaction in
nmr, we effectively obtain the products Ti?SD;%;(Q) which yield
directly,.information on the orientation of a molecular-fixed frame
to the laboratory frame (we will develop these ideas thoroughly in
the following section). Therefore nmr has come to be a popular
tool in the study of liquid crystals. Since liquid crystals are
organic compounds, natural abundance 13C nmr has been used (35-37).
Single quantum proton nmr spectroscopy has ﬁot beén used extensively
since oriented proton spectra are dominated by direct dipélar
interactions. Since liquid crystal molecules contain large_numbers
of protons, the number of intramolecular dipolar couplings can be
very large, resulting in very complex and often intractable spectra.
In recent years multiple quantum proton nmr has been used to
simplify such spectra, but we will reserve discussion of that
technique for the next chapter. -

Déuterium magnetic resonance has seen extensive use in the
last fifteen years as a tool for liquid crystal study (38—51) as
has the pure quadrupolar resonance spectroscopy (52-54) of 14N and
deuterium. THe NMR spectrum of selectively deuterated or perdeu-

terated liquid crystal molecules is dominated by the quadrupolar
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Figure 5. Principal axis systems of the dipolar and
quadrupolar Hamiltonians. The di?olar Hamiltonian is
uniaxial in its principal axis system (pas) and the z
axis is parallel to the internuclear vector. In the
case of the quadrupolar Hamiltonian, assuming the
asymmetry parameter is small (n ~ 0) the Hamiltonian is
approximately uniaxial in its pas. For deuterium
bonded to carbon, the z axis is approximately parallél

to the sigma bond axis.



42

interaction, the interaction of the nuclear electric quadrupolar
moment with anisotropic electric fields which results in a first
order splitting of the Zeeman resonance (see figure 6). The doublet
splitting can vary from a few thousand hertz in very disordered
nemaﬁic phases to almost 80 khz in very highly ordered smectic
B phases.

The general form of the quadrupolar Hamiltonian was given by

equation 105 of chapter 1:
ne = p—2@ Rt (2)

However, we will use the truncated version of the quadrupolar
Hamiltonian, which is obtained from equaltion 2 above by the
method described in section 1.3.6. The Hamiltonian for a single

nucleus is:

w v
h;,(ze‘:“lar = 3_Q(31§ - I(I+1)) (3)
where
e Q
wy = ETT%T:I) (%(3c0528 -1) + nsin28c052¢)

We define e V andn=(V_ -V )V . q is called the
q XX yy zz

A4

~

field gradient and n is the asymmetry parameter.

When deuterium magnetic resonance is performed in the time
domain, the free induction decay (fid) is detected after a high
power 'minety degree'" pulse. The free induction decay is the
evolution of ﬁhe single quantum coherence under the spin system's

internal Hamiltonian, which includes the quadrupolar Hamiltonian.
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Figure 6. Energy level diagram of an oriented spin 1
nucleus. The interaction of a nuclear quadrupole
moment with surrounding electric field gradients,
results in a first order perturbation of the Zeeman
Hamiltonian. The result is a splitting of the Zeeman

resonance at wp into a doublet.
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However, the initial part of the fid may be unobservable since
the preamplifier will be drivén into saturation after the high
power pulse and will require a finite time to recover.

An elegant solution to the problem is to produce a quadrupolar
echo. Figure 7 is a schematic of the quadrupolar echo experiment.
‘The spin system is first given a ninety degree pulse, and subsequently
evolves under its internal Hamiltonian for a time T. After the time
T a second ninety degreé pulse is given where the phase of the
of the irradiation is shifted ninety degrees relative to the first
pulse. Further evolution occurs for a second period t'. However,
the evolution of the spin system during T' is the reverse of the
evolution during T, and so at 7' = T the signal is without quadru-
polar information. If the acquisition system is triggered at t' = T,
gnd if after a time 2T the preamplifier has recovered from saturatiom,
the complete fid will be accurately recorded. Let us now describe
the quadrupolar echo experiment quantitatively.

Suppose we have a system of noninteracting spin 1 particles.

In general the density matrix may be expanded in as basis of
(21 + l)2 operators. For I = 1 this is nine operators which includes
the‘identity operator:

8

p(z) = i£l ai(t)Ii + apl (4)

If the Hamiltonian is linear in spin operators, only three of
these operators, Ix, Iy’ and Iz, are relevant and are related by

the commutation rules given by equation 43 of chapter 1. As a
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Figure 7. A pulse sequence used to produce a quadrupo-
lar echo. Assuming m1>>wQ, thé two pulses would be 90°
pulses (wltpl,'mltpz = 7/2). Then the density matrix
after the x pulse is proportional to Iyl. Evolution
under the quadrupolar Hamiltonian for a time T produces
a coherent state described by a linear combination of
Iyl and 1Iy2. The second pulse 1is phase shifted
relative to the first by 90° and echos Iy2 back ﬁo Iyl

at a time equal to 2r.
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result, the density matrix may be represented by a vector, and the
effect of strong pulses irradiation may be represented as vector
rotations. The effect of internal Hamiltonians in the absence of
irradiation may also be represented as vector rotations, but only

if those Hamiltonians are linear in spin operators. Once bilinear
Hamittonians are included, we require all (21+l)2 operators. There-
fore, in a system of noninteracting spin 1 nuclei, 9 operators are
required, including the identity operator. We are free to use any
basis, but an especially cohveniént basis is related to I_, I ,

and I by the relations:

- L =1L =L
Ix,l - ZIx Iy,l ZIy Iz,l 2Iz
I =31 +11) I ,=%C1 +1.1) I =31 +11)
X,2 2 'y 2z z'y y,2 2V z7x Xz 2,2 2 %y yxX
' ‘1 2 2 : 1 2 2 1 2 2
I [ R - = — - = — -
%3 - 20, L) L,3=2 - L) I,3=2, - I)
(3)
Since there are nine operators, we must have the condition
I + I + I =0 . (6)

z,1l z,2 z,3

This set of operators was originally used to describe pure quadrupolar
resonance (55), and has also been used to describe double quantum

nmr in systems of noninteracting spin 1 nuclei (56, 51, 58). The

convenience of this bases lies in the fact that Ip 1° Ip 29 and
s ?
Ip 3 are related by the commutation rule
L]
[Ip,l’ Ip,Z] = 1Ip’3 or cyclic permutation of 1,2,3 .

(7)



In other words the spin space has been divided into three subspaces,

each spanned by a set of operators Ip,l’ Ip,Z’ Ip,3' The operators

. . . . .1
of each set have transformation properties identical to spin 2
operators due to the existence of the commutation relations given

above. That is:

-181 i61 1
P e Pot -1 cosf + I sinf . (8)

e I
P,2 P2 P,3
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We are finally ready to describe the quadrupolar echo experiment.

In'Appendix 2.4 is listed the commutation relations and rotations that

will be of use to us.
We begin by considering the form of the rotating frame

Hamiltonian during the first pulse:

2

= e - 1 -
= -Mol - oL +-3-wQ(3Iz I(I+1)) 9)

Converting to the new operator -basis we get

= -ZAwIz - 2w, 1 + 2

1 15,1 ¥ 39,3 T L5000 (10)

For simplicity, let us assume that the irradiation is on resonance

so Aw = 0., Then we get

2

I = -
2wy, 1+ 3

(Ix 3 + Iy,3) ‘ . - (11)

Now we make the assumption that during the pulse the Hamiltonian
J(‘~ - 3 >> . 3 e s ]
is ZwlIx,l since wl wQ Since the initial density matrix
is given by p(0) = Iz 1° the density matrix after the first pulse
’ B

is given by:
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12w, I )t -1i(2w, 1 )t
p(tp1+T) - e 1 x,1 plIz L e 1x,1" pl (12)
’

= <+ i
Iz,lcoswltpl Iy,ISInwltpl

The spin system now is allowed to evolve under the Hamiltonian

H. = %wQ(I -1 ) for a time T. After a time T the density

Q X,3 y,3
matrix is given by

2 2
-i=w (I -1 ) izw (I -I )
= 37Q"7x,3 y,3 37Q""x,3 y,3
p(tl+T)_ e 1’2’I e coswltpl
-i20 (1 -1 .) 120 (1. =1 .)
+ e 3Q x,3 7y,3 I e 3Q7%,3 7y,3 sinw, t
y,1 17pl
(13)
The first term is unaffected since [I ,I . -I .1 =0. To
z,1’"x,3 'y,3
evaluate the second term we make the substitution
2 29
§wQ(Ix,3-Iy,3) - wQIy,B - 3(12,3-Ix,3) (14)
and realize that [Iy,l’Iz,3-Ix,3] = 0. We ea31;y.obta1n the
expression
iw I T -iw I T
Qy,3 Qy,3 i
e I ..e =1 cosw - I sinw T
y,1l y,1 Q ¥>2 Q
' (15)

So at the end of the first evolution time T the density matrix is

= + - 1 i . 16
p(tpl+r) Iz’lcoswltpl (Iy,lcostT Iy’231an )S%nwltpl (16)

Now a second pulse is applied ninety degrees out of phase with

the first pulse, and we must now evaluate the expression:
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12w, I .t -12w,I .t
p(tpl + 1+ tpz) —e LYsle2 p(tpl + 1) e Ly,le2

7

. . + . .
The first term bgcomes (Iz’lcoswltpz Ix,ISinwthZ)coswltpl

The second term contains Iy 1 S° it is unaffected by the pulse. To
1
obtain the third term we must evaluate the expression

i2w, I t -12w. I t '
Ly,102 . " 1y,102 _ 1 ge2ut . -1 .sin2w.t

¥,2 y,2 17p2 ¥,3 17p2°
(18)

e

The form of the density matrix at the conclusion of the second pulse

is

+T+ = ( + i i
p(tpl tpz) (Iz’lcoswltpz IX’151nwltp2)coswltplv+ Iy,lcosw Tsinw, t

Q 1ol

+ (Iy’2c052wltp2 -_Iy,331n2wl;02)81anT 51nwltpl)

\ S 9

The spin system now evolves for a time T' under the Hamiltonian

2 '
H = -
SU-JQ(IX’:; IY!3) ' (20)
swl L -fe (T L -I )
Qx,3 3Qy,3 z,3
=@ I - lw (I -1 ) .
. Qvy,3 3°Q z,3 X,3
The Iz 1 term is again unaffected since it commutes with the
b4
Hamiltonian, and the evolution of the Ix 1 term is obtained by
. b
evaluating
-iw I_ .1’ iw I .1’
Q x,3 Q .X,3 = ] : 1
e Ix,l e Ix,lcostT + Ix,251anT

(21)
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terms is given by the

The evolution of the I and I
y,1 ¥,2
expressions
iw 1 1! -iw I .1’
Qy,3 Qy,3 . '
e I e =1 cosw . T'+ 1 sinw T 22)
y’l V Y’l Q }’,2 Q (
. -iw I .t
iw T T Qy,3 N - P 1
e 3" 1 e : =1 cosw T' - I sinw . T' .(23)
QY ¥,2 y,2 Q y,1 Q (
The I term is unaffected since it commutes with I -1 .
Y73 X,3 2,3

So the final expression for the density matrix is

p(tpl+ ™+t .+ ') = Iz cosw,t ,cosw.t . - I _sin2w,t ,sinw. Tsinw,t

p2 »1 17p2 1pl y,3 17p2 Q 1p1

+ (I sinw T'")cosw,t _sinw. t

]
+
costT Ix,2 Q 1501 1502

x,1

+ (I .cosw.Tt' + 1 sinw . T')cosw Tsinw,t
( y,1 Q ¥,2 Q ) Q 17pl

+ (I .cosw . T' = I _sinw T')cos2w,t .sinw Tsinw, t .
(Iy 2005 y,15100qT Jcos2u, b psinuw,Tsine, £,y

(24)

m
w o 2 = [ J——
e consider the case of two ninety degree pulses, wltpl wltpz >

o(t . +1+t _+1') =1 cosw _T'cosw T + sinw T'sinw T
1P THEL ) = Iy 4 (cosuy Q Q Q"

+ (cosw Tsinw T' - cosw T'sinw T) (25)

fy pfcosugreing, Q" 5™

+ 21T) = I

v,1 (26)

= '
and for T T we.get p(tpl + t:p2

We note that the density matrix p(tpl + t + 2t) is identical to

p2
p(tpl) and subsequent evolution is identical to evolution after a
single pulse.

We should also note that the phase shift is quite important

for efficient echoing. Suppose the second pulse were in phase with



with the first pulse. The expression for the density matrix after

the second pulse is

i2w,,I t : -i2w, ,I t

1’7"x p2 . 1°"x,17p2
t 4T+t = e I cosw . T—- 1 sinw . T)e
AUSMALIYY (Iy ye0sugt Ty psinwgT)
27)
The I term is
'y’l
12w, I t -i2w I t
1 x,1 p2 17x,1 p2 .
= +
Iy,l e Iy,lcoswltp2 Iz,lSInwthZ
(28)
and the I term is
V,2.
12w, I t -i2w. I t r
17x,17p2 1 x,1 p2 - - .
Iy’2 Iy’zcoswltpz Iz,251nw1tp2
(29)
If we assume that wltp2 = g-we'get for the density matrix after the

the second pulse

p(t l+'r+1; ) =1 _.cosw.T + Iz sianT (30)

p2 z,1 Q 2

We realize that there can be no echo since both terms commute with

I I . Thus, if the pulses are in phase the double quantum

x,3 y,3

transition is pumped since Iz is a double quantum operator.

,2
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2.4 Theory of the Orientational Dependence of the Quadrupolar

Splitting in Smectic Phase Liquid Crystals

Having introduced the liquid crystalline mesophases of interest
and having compléted a study of quadrupolar echo spectroscopy, we
are ready to develop a theory of the prientational dependence of
the quadrupolar éplitting in smectic phases. Of course, such a
theor& would apply equally to the chemical shift anisoﬁropy or the

dipolar interaction, so we will keep the notation quite general.

2.4.1 Smectic A
As we mentioned in chapter 1, spin interaction Hamiltonians may

be written as scalar products of spherical tensors

- _ m
O, =

where A is a tensor involving spin operators and T is a tensor
involving interaction parameters.
Suppose TP is the tensor in some principal axis system. We

now obtain T in a molecular-fixed coordinate system by the

expression

mo_ P L(2)

TRm é' Tlm’Dm'm(QO) (32)
where QO = (aO,BO,YO) are the Euler angles relating the principal

axis system of T to a molecular-fixed coordinate system (see figure
8).
We now wish to transform T into a domain coordinate system in

which the z axis is parallel to n, the director. However, this
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Figure 8. The molecular coordinate system of a liquid
crystal (Xm,¥m,Zm). The arrow _parallel to the C-D
sigma bond axis indicates the z axis of the pas of the
quadrupolar tensor. 2Zm is parallel to thei "long axis"
of the molecule. Xm is normal to the plane of the
Schiff base linkage and Ym completes the right-handed

coordinate system.
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transformation must be averaged over all molecular orientations

relative to n, since ordering is not perfect in a liquid crystalline

phase. Therefore, we obtain

a ) ® |
Tya = I, G a0 @y oM @) (33)
where <D{P) @ ))> = raap@nit) @) (34)

and P(Ql) is the probability of a solid angle Q = (a ,Bl,yl)
occuring between the molecular-fixed frame and the domain frame.

Now P(Ql) may be expanded in terms of generalized spherical harmonics,
2 -1 k=p (L), (2) |
PR = (87 r (22+1) (- C D Q . 35
@) = ) L @) (PO Dt @) (35)

If we substitute equations 34 and 35 into equation 33, and carry
out the integration making use of the orthonormality property of

Wigner rotation matrices and the relation

(l)(Q) (- Pp®) *

-k-p () . (36)
we obtain the result:
d
Tm = LG T qn(z)(a » % @) . (37)

The Cé%;(ﬂl)'s are called complex motional constants or order
parameters.

We will concern ourselves with second rank spherical tensors
so 2= 2. 1In general, we must have 25 motional constants since both
m and m' vary integrally from -2 to 2. However, the smectic A

phase is uniaxial and this requires that m = 0, since P must be



independent of.yl. Therefore we .obtain

d P ,(2)

¥ -1k 0@y ¢ @ (38)
m q

20 2q qm -m'0 1)
We conclude that in a uniaxial phase there are at most 5 order
parameters. A further reduction in the number of order parameters

may be achieved on the basis of molecular symmetry. If, for

example, the molecule is linear, or rotates rapidly about its

"long axis'", P must be independent of o. Then m' = 0 and we get
d _ p ~(2) (2)
Tyo = é T2q qu (QO) CO,O(Ql) . | (39)

If a smectic A or nematic liquid crystai is placed in a strong
magnetic field, the molecules will align so that the director
n is parallel to the magnetic field. Then after truncation the

Hamiltonian .is

d

- _ (2)
Ay0T20 =

X O,O(Ql)

e: Tzz Déé)(ﬂo)) c (40)

where we have neglected the isotropic term AOOTOS .

If, however, the uniaxial liquid crystal is first aligned
in a magnetic field and is then rotated through an angle 82 (see

figure 9) we obtain the expression

LA T dD(Z)(QZ) (41)

= 220T20 = 42072000

p ~(2) (2) (2)
A2o(§ Tyq Pq0 @) Coo ‘91) Doo~ (2p)

where (Qz) (0,82,0).
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Rotation of a smectic A 1liquid crystal.

Given the uniaxial symmetry of the smectic A phase and

assuming that the layer structure is preserved after

~the rotation,

proportional to 3cos
the z axis of the original labofatory frame (a) and the

final laboratory frame (b).

the quadrupolar splitting should be

B - 1 where B8 is the angle between
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2.4.2 Smectic C

We now describe a multidomain model of the smectic C phase

in a strong magnetic field that will be used to simulate dmr
spectra. Similar models were first proposed independently by
Luz (41) and Wise (40), and later by Allison (59). THhe assumptions
upon which multidomain models are based are: |
(i) The molecules align with their long axes parallel to the
magnetic field, but the smectic layers, father than being
normal to the magnetic field, are tilted.
(ii) The azimuthal distribution of molecular domains about the
magnetic field direction is random (see figure 10).

(iii) If the sample is rotated, the domain structure is maintained,
but molgcules reorient in such a way as to minimize their
magnetic energy (-H.X.H) while maintaining their tilt angle
and orientation relative to one another. Since the subse-
quent angle between molecular long axes and the magnetic
field is not the same for all domains, there will result a
distribution of molecular orientations (see figure 11).

The maintenance of domain structure after sample rotation is supported
by nmr (40,41) and esr (60) evidence while the reorientation of
molecules on a cone is supported by magnetic torque studies (61).

The model involves six coordinate systems and five transformations.
As in the last section, we will rotate from the principal axis
system to the laboratory-fixed coordinate system. As before, the
Hamiltonian is written.as a scalar product of spherical tensor

operators



58

Rotation of Smectic—-C

Ho
domain | | domain 2
Ho
domain | domain 2

XBL 751-5494

Figure 10. Multidomain structure of a smectic C liquid
crystal. The domains are oriented on a cone about the
direction of Ho. The angle'between the layer normal
and the molecular 1long axis is the tilt angle.
Rotation of smectic C phase preserves the domain
structure, but molecular reorientation occurs within

each domain in order to minimize magnetic energy while

preserving the tilt angle.
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Molecules reorient with

fixed tilt angle to minimize

magnetic energy
E=-HXH

~ z ~
XBL 751-5493

Fiqure 11. Detail of moleculaf reorientation within a
domain after rotation of a smectic c phase. Assuming
preservation of the multidomain structure, molecules
within a given domain will assume a position on a cone

that minimizes the magnetic energy E= - H « y « H

while preserving the tilt angle.
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X = -)"
E mz-g( ) AQ-mTlm , (42)

with A and T defined as before. We wish to rotate T from its
principal axes system, through a molecular-fixed frame, into the
director frame. The expression for Td is identical to equation

7 of the preceding section:

ler =T (T Tpas
m n' q 2q

(2) _ym. (2)
Do @) (e @) . (43)
We next rotate into the domain-fixed coordinate system or
the domain frame. The z axis is normal to .the plane of the layer
while the y axis points radially away from the direction of axis

of radial symmetry of the domain, and the direction of x defines

a right-handed coordinate system

dom - dir_ ()
Tgp i Tom Dmp (QZ) (44)

pas_ (%) _ym.(2) (2)
= I Thq Pan’ () ()7C grn @07 @)
where QZ = (OZ’BZ’YZ)' 82 is the tilt angle and Yy specifies

the position of the comne.

The next rotation is from the domain frame to the initial
laboratory frame of the umrotated aligned sample (see figure 12).
The expression is

ifab _ _\mpas_(L) 2) (2) 2)
Tlr mngq( )mTQq an (QO)C-nm(Ql)Dmp (QZ)Dpr (93)
(45)

where Q3 = (0,8 ) and 83 = Bz and Y3 specifies the domain.

3273
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XBL757-6747

Figure 12. ﬁelationship between the domain coordinate
system and. the initial and final laboratory f£frames.
The z axis of the domain frame is parallel to the layer
normal, the y axis lies within a plane of symmetry of
the cone and the x axis completes a right-handed
coordinate system. The domain frame (xd, Yqr zd) is
related to the initial lab frame (xLi' Y117 zLi) by the
Euler angles (0, 83, 73) where 83 is the tilt angle and
Y4 specifies the domain. The initial 1lab frame is
related to the final iab frame (fo, Vgt sz) by the
Euler angles (0, By 0) where By is the sample

rotation. 2 is parallel to HO.

Lf
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The final rotation is from the initial laboratory frame to
the final laboratory frame. This frame has the magnetic field
direction as the z axis (see figure 12). The expression is -

B - 2 % (e o @ e 6,

(46)
where (94) = (0,84,0) and 84 is the rotation angle. Again, we
are only interested in a second rank tensor so £ = 2. Truncation'

of the Hamiltonian leads us to consider only the ngb component :

fLab -

T30

_ym-pas_(2) (2) (2) (2) (2)
mngqr( )mTZq an (QO)C-nm(Ql)Dmp (QZ)Dpr (QB)Dro (94)

(47)
Combining equation 47 with equation 42 we obtain the final

expression for the Hamiltonian:

20

= _ympas (2) (2) (2) (2) (2)
H=A mngqr( )mTzq Do ()Cpn (@)D -7 (@)D 7 (@,)D 7 (2,)

(48)

In order for equation 48 to be of use to us in calculating
nmr spectra, we need to determine the number of order parameters
required by the symmetry of the smectic C phase. We also need to
determine the position of a molecule on a cone (Yz) as a function
of the tilt angle (82), the domain (Y3), and the rotation angle (Y4?.
In appendix 1 of this chapter we will rigorously derive the
number of order pgrameters required by the symmeﬁry of the smectic C

phase. For our present purposes it is sufficient to make the

following simplification. Let us assume that liquid crystal



molecules are of low symmetry and so no simplification of the

order tensor is possible. We rewrite equation 49 as:

X =4, mgr( )7, Q0,09 )D 7 (@)D (D @,) (50)
where
g a1y = pas_(2) (2)

The assumption that we wish to make is that the only term that

we will retain in equation 50 is Qéz)(QO,Ql). This simplification,
which has been used in earlier studies (41, 47, 51), means that the
biaxial order parameters are much smaller than the uniaxial order
parameters and so the symmetry of the ordering may be approximated
as cylindrical. Biaxial order parameters.have.not been extensively
studied, however, Bos et.al. (45) report values better than an

order of magnitude smaller than the uniaxial ordering. Therefore,

we rewrite equation 50 as

i = (2) (2) (2) (2) .

A20 o= Q " Ol IDg," ()0, " (30D, 7 () (32)
It remains to determine the molecular orientation within a

_given domain (YZ) as a function of the tilt angle (82), domain (Y3),
and rotation angle (84). It should be noted that reorientation

in a liquid crystal is a cooperative effect, since it is done to

minimize the magnetic energy
E = _HoXoH . (53)

Therefore the reorientation as specified by Y2 is a dbmain

63



reorientation. We emphasize that intermolecular orientations do
not change (i.e. a, = 0), since intermolecular interactions are
much greater than magnetic interactions. We determine Yy in terms
of'Bz,YB, and 84 by writing the magnetic energy in terms of

Vg0 Bps Y3, and B,
and extremizing E with respect to Y2,

oE

= =0 .
Byz

The value of YZ that yields the extreme magnetic for given
62, Y3, and 84 is obtained by solving equation 55 for Yy E is
a minimum if for the given BZ, 1Y Y3, and 84.

2

C g > 0 . (56)

Jy
We begin by assuming that the z axis of the magnetic suscep-
tibility tensor is parallel to the z axis of the director frame.
We write an expression for the magnetic energy with X and H

in the spherical tensor form
E=-% 2(-)%u%), x (57)
2 n 2n*d-n ‘

It will be shown in appendix 2 of this chapter that in the

director frame the magnetic energy is



2 1 1 1
E=-[H]"C = X0 * = Xg0 = 7(g0 * Xp_5))
Y3
2, 3

(Hig) (/5 X0 = 7gp + Xp20)) -
B +H % Eos + %0 ) - (58)
11 © M1-1? 9% T Xoo ‘ : ,

H is the first rank magnetic field tensor in the director

1,n

frame. If we again approximate the symmetry as cylindrical then

we get

~ 1 2 1 2 2
E~ == H "%, - = 3, D" - [H]%)x . (59)
/5 00 /6- 10 20 .

The only term dependent on Y, is HiO' Therefore

3H. .

3E 10 o
¥, /6 H Tay, %20 (60)

For an extremum the condition is

oH '
JE 10
— =0 or = 0 . (61)
Byz Byz
Now HlO is related to H in the laboratory frame (H ) by the
transformation
it o g glaby (1)( - )D(l)( -Q )D(l)( ) (62)
10 m 10

where —Qz = (-YZ,-BZ,Q). —Q3 = (-Y3,~82,0), —Q4 = (0,-84,0)

65
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In appendix 2 it will also be shown that equation 62 leads to

; (ny,+my,)
dir glaby (1) (1) (1) 1 (ny,tmyy
Hip = I (in,Hyo"d o (=8,)d -7 (-8))d 7 (=6,)e
(63)
Equating equation 63 to zero and solving for Yy yields after
some algebra (see appendix 2)
-1 ( sing, siny, ))
Y, = tan <- : - . (64)
2 31n82co§84 + c058251n84cosy3 |

Therefore, assuming approximately cylindrical symmetry in the
director frame, the dmr spectrum for a given domain, tilt angle,
and sample rotation may be obtained from equation 52 and the

(2

condition given by equation 64. The value Q0 )(QO,Ql) may be

obtained by normalizing to the dmr spectrum at zero rotation.

2.5 Experimental Results and Discussion

2.5.1 '"nom" Liquid Crystals
The liquid crystals that we chose to study were selected from
a séries called benzylidineanilines (figure 13). These compounds
are of interest since they are known to possess several mesomorphic
phases at reasonably low ﬁemperatures. The members of the series
chosen were
N-(p—pentoxybenzylidine)—ﬁ-n;heptyaniline (507)
N-(p-heptyloxybenzylidine)-p-n-pentylaniline (705).
" Each compound is known to possess 5 mesomorphic phases. The
transition energies, entropies, and temperatures have been reported
in the literature using differential scanning calorimetry, and

some of the ranges for the various phases are given in table 1.
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D

XBL 752-5832

Figqure 13. MBBA. An example of a 'nom" 1liquid

crystal.
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2.5.2 Chemical Synthesis

Each liquid crystal was deuterated at the methine position.
The synthesis was accomplished in three steps. We will describe
the synthesis of monodeuterated 705. The synthesis of 507 is
analogous.

Et.0 gt

a) C7H15—0—<<:::>—C02H + LiAlD4 —Kg—_> ﬁ;ﬁ-C7H15—<:::>~CD20H

In a 500 ml flask, under'nitrogen, 1.17 gm (28 mmoles) of
lithium‘aluminum deuteride were added to 100 ml of dry ether.
A—héptyloxybenzoic'acid in 150 ml dry ether was added dropwise
with stirring. Thé mixture was refluxed for 2 hours. The reaction
was quenched with dilute sﬁlphuric acid and worked up in a
standard manner. The deuterated alcohol was recrystallized in

aqueous ethanol. The melting point was 45-46°C. The literature

value is 48°C (63).

b) c7H15-0—®-CD20H + Pb(OAc), * C7H15-O-@—CDO

In a 300 ml flask, 2.80 gm (12.5 wmole) of 4-heptylaxybenzyl—d2
alcohol were mixed with 65 ml of pyridine. 5.54 gm (12.5 mmole)

of lead tetraacetate were added and the mixture was stirred over-
night. Most of the pyridine was removed by rotary evaporationm.

The residue was stirred with 150 ml of ether and filtered, and the
the mixture was distilled after removal of the ether by a bulb-to-

bulb apparatus at approximately .1 mm from 1150-120°C. The yield

was 2.01 gm (~767).
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Ny Eeom D

¢) C,H -0— 0 —DO+ O > CH 0= 0 —C .
C.H N- 0 =CgH,y
511 ,

1.00 gm (4.5 mmole) of 4-heptyloxybenzaldehyde—dl and .74 gm
(4.5 mmole) of 4-pentylaniline (Kodak) were refluxed in 10 ml
of absolute ethanol overnight and recrystallized in 957% ethanol.
The yield was 1.00 gm (~60%). Measured transition temperatures
.are compared to literature values in tablé 1. A mass spectrum

indicated 987 deuteration.

Table 2.1 Mesomorphic Transition Temperatures : 705

| 84-83 S3-82 SZ—Sl Sl-N N-I
Literature 58.0 64.4 68.3 79.6 83.2

Found 57.2 63.0 67.6 78.9 82.5

2.5.3 Experimental Methods
Approximately .7 gm of the liquid crystal were sealed under
vacuum in pyrex tubes (00 = 8 mn) after three or four freeze-pump-
thaw cycles. The pyrex tubes were cut to a length of about
12 mm. |
The nmr probe was of the type shown in figure 14. The probe
was of a double coil arrangement where the deuterium coil wés of
a solenoidal type and the proton decoupling coil was of the |
Helmholtz type. Tuning was performed with a high power series
capacitor and matching to 50 ohms was done with low power
capacitors to ground.
Sample orientation was controlled by a goniometer which

consisted of a vertical shift passing through the base and
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Goniometer
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Figure 14. A schematic of the nmr probe used in the
study of two nom liquid crystals. Sample rotation was
effected by turning a goniometer which rotated a worm
screw through a miter gear set. The screw in turn
rotated a worm wheel to which was attached the liquid

crystal sample.



attached to a worm gear. The worm gear is rotated by two gears
which turn the gear wheel mounting the sample. Rotation was
precise to about 1°.

Temperature was controlled to within .l°C By a two stage
heating system. Dry nitrogen was preheated and sent through an
evacuated stainless steel transfer line. At the top of the
transfer tube was a second auxiliary heater. Temperature was
monitored by a copper-constantan thermocouple mounted near the
sample, and the entire probe head was enclosed by a glass dewar.
The thermocouple voltage was amplified and sent to a comparator
amplifier which output a voltage proportional to the difference
between the thermocouple voltage and é reference voltage.

DMR spectra were obtained on a homebuilt spectrometer which
has been described in detail elsewhere (57,65). The magnet was
a 24 kGauss superconducting system. The deuterium frequency
was 16.33 Mhz and.the proton frequency was 106 Mhz. The
procédure for obtaining spectra was as follows. A liquid crystal
sample was aligned in the magnetic field by being heated to its
isotropic phase and then being very slowly cooled to the nematic
phase where it was allowed to equilibrate for about 1 hour. The
sémple was then slowly cooled to the desired temperature, allowed
to equilibrate for about another hour, and then rotated to the
desired angle. Free induction decays were obtained using the
quadrupolar echo pulse sequence described in section 2,3 with
high power proton decoupling. The decay signals were digitized
at a rate of 200 khz, and approximatély 200 shots were averaged

together to increase the signal to noise ratio. The 1024 point



72

FID was then Fourier transformed by a PDP 8E minicomputer and

plotted.

2.5.4 Phase Transitions

The separation between quadrupoiar satellites was observed
versus temperature for both 507 and 705. The results are shown in
figures 15 and 16. In both phase diagrams the transition temperatures
are lower than measured by thermal microscopy by 1-2°c. This is not
surprising since the thefmocouple was separated from the sample by
about 1 cm.v We will make a few comments on the five phase transitions

observed.

a) Isotropic-Nematic (I-N) Tramnsition

For 507, the I-N transition occurred at about 74.8°C and for
705 occurred at about 80.9°C. The coexistence of two phases at
the transition, indicated by an isotropic line at zero frequency,
superimposed on a quadrupolar spectrum, established the transition
as first order, an observation predicted by various mean field

theories (66,67).

b) Nematic—sl (N-Sl) Transition
Texture studies (62) have established the'Sl as a smectic A
phase. The first order phase transition occurred at about 63.6°C

in 507 and 77.5°C in 705.

¢) Smectic A-S2 Transition

Texture studies (62) indicate that the S2 phase is smectic C.
We observed no discontinuity in the quadrupolar splitting between
the smectic A and the smectic C phase. Discontinuities in the

slope of w. versus temperature were observed at 53°C for 507 and

Q
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Figure 15. The quadrupolar splitting (ZmQ) vs.

temperature for 507. The discontinuities in ZmQ at
about 76°C, 61°C, 51°C, and 37°C are first order phase
tfansitions between the various mesomorphic phases.
vThe discontinuity in the slope at about 53°C is the
second order phase ﬁransition between the smectic A and

the smectic ‘C phases.
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and 66.7°C for 705. The lack of discontinﬁity in the quadrupolar
splitting indicates either a very small first order transition or
a second order transition. A second order smectic A - smectic C
(SA - SC) phase transition is predicted by a deGenne-Landau

theory (68) and several mean field theories (68,69,70,71,72). We
will study the nature of this phase transition in some detail,in a

later section.

d) Smectic C—S3

This large first order transition occurred at 51°C for 507
and 63°C for 705. In a later section we will show that the S3
phase is an untilted smectic phase, establishing it as smectic BA'

The order of the transition is predicted by a mean field theory (70).

A 4

In a later section we will show that the S4 phase is a tilted

e) Smectic B -S

smectic phase, which we identify as smectic BC. At the time that

this work was done, a study of the smectic B -BC transition had not

A
been reported in the literature. A texture study (62) did not
establish the phase as tilted, but an x-ray diffractiom study later
appeared that supported our finding that S4 is a‘BC phase (74).

From.figures l§ and 19, we observe that the BA—BC transition is first
order and appears at 32°C for 507 and at about 56°C for 705. The
first order character of this transition is also supportgd by
differential scanning calorimetry studies (62,74) and magnetic

anisotropy studies (75).

The above observation is interesting for the following reasons.
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The nature of the molecular interactions that stabilize the various
mesomorphic phases has been of great interest to theoreticians and
experimentalists. It is known that the high temperature uniaxial
phases (nematic and smectic A) are stabilized by van der Waals
interactions, but the nature of the interaétions in the tilted,
biaxial phases is less clear.

McMillian (69) has proposed a mean field theory for the smectic A
to smectic C transition that assumes that moleéules are free to
rotate about their 1ong axes in the smectic A phase. However, once
smectic A order is established, there occurs a rotational freeze-out.
The theory then states that once rotational motion begiﬂs to freeze’
out, the molecules will tilt relative to the smectic planes in order
to minimize the energy of interaction of the '"outboard" electric
'dipole moments (see figure 17). The model was specifiéally applied‘
to TBBA, which has two antiparallel dipoles associated with the
azoxy moieties. Later, the theory was extended to include the
smectic B phases (70).

The latter theory yields three order parameters:

a) a translational order parameter A

b) a tilt order parameter B

c) a cross term Yy, which correlates the two types of order.
The various‘smectic phases are described as follows:

a) smectic A a=B=y=0

b) smectic BA B=y=0, a#0

c) smectic B, o#0, B#0, Y#0

d) smectic C a=y=0. B#0 .
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Figure 17. .Detail of McMillian's model for smectic C
phase formation in TBBA. After the establishment of .
smectic A order; molecules tilt in the 1aYer in order
to minimize the energy of interaction between the
outboard electric dipolar momenté. This model assuhes

a rotational "freeze-out" in the smectic C phase.
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The orders of the various phase transitions are unambiguously
defined as
a) SA—SC second order

b) S-S first order

C BA
c) SC-SBC fl?st order
d) SBA-—SBC second order .

Experimental studies of the smectic B, phase in TBBA have not

C
agreed as to the validity of McMillian's theory. Interpretations
of x-ray diffraction data tend to support the/idea of rotationmal
freeze—out in the smectic BC (32), while nmr data (42) and quasi-
elastic neutron scattering studies (76,77) have indicated that
molecular rotation is not "frozen out'. It should be noted that
TBBA has an SA-SC transition which appears to be second order and
an SC—SBé trgnsition which islfirst order, facts which agree with
McMillian's theory. TBBA does not possess a smectic BA phase.
>0uf studies indicate that McMillian's theory is inadequate

in that it incorrectly assigns to the § transition, second

BA™ BC
order character. Our data clearly indicate that the transition

is first order. There have appeared in the literature mean field
theories that do not postulate a rotational freeze-out in the
smectic C, and in particular, a theory due to Carib (73) develops
a smectic C potential based upon the interaction of the axial com-
ponents of the outboard dipoles. Therefore the molecules are free
to rotate about their long axes in the smectic C phase. Carib
concludes that the SA-SC transition may be first or second order

depending upon the parameters of the theory. It would be interesting

to see this theory extended to include translational ordering, but
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this has not appeared in the literature to out knowledge.

2.5.5' DMR Spectra of Rotated Smectic Saﬁples

a) Smectic A

DMR spectra were obtained of the aligﬁed smectic A phases of
the 507 énd 705 for sample rotations varying between O and 90°.
Figure 18 shows a typical series of spectra taken of 507 at 55.2°C
for rotations between 0° and 900. (Half of the spectrum is shown).
In figure 19 is shown a plot'of the quadrupolar splitting (VQ) vs.
rotation angle. The solid line is 3c0328—1, the functional dependence
~ predicted by the model. The qualitative features of the spectra are
easily explained by the model. As the sample is rotated from 00,
the lines broaden due to imperefct alignment of the molecular long
axes. At small rotation angles (<24°) the lines are asymmetric
since 3cosze-l is quite nonlinear for those angles. For angles
between 30° andv80°, the lines are broad and symmetric since
3c0326-1 is almost linear and of maximum slope. At 54° the quad-
rupolar spliting is zero since the molecules are rotating rapidly
at the "magic angle'". From 80° to 90° the lines become narrower
but more asymmetric. At 900, the quadrupolar splitting is %—of its
original value.

b) Smectic C

DMR spectra were also obtained ofvthe aligned smectic C phases
of 507 and 705 for sample rotations varying between 0° and 90°.
Figures 21, 22, and 23 show smectic C spectra for small sample

rotations at 52.8°C, 52.2°C, and 51.7°C. The behavior of smectic C

behavior differs markedly from smectic A behavior shown in figure 20.
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Figure 18. Behavior of the smectic A phase of 507 with
sample rotation. Each spectrum was taken for a
different sample rotation. The higher frequency half
(>wo) of the spectrum is shown. Note the aéymmetry of
the lineshape for small sample rotation. At about 54°
the quadrupolar splitting has vanished and at 90° the

splitting is one half ot is unrotated value.
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Fiqure 19. A plot of the quadrupolar splitting vs.
sample rotation for 507. The experimental data are in
excellent agreement with the expected functional

dependence on 3coszs -1 where B is the sample rotation.
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FWe will now attempt to explain the qualitative features of these
smectic C épectra based on the model.

From figures 21, 22 and 23 it is seen that at small sample
rotations the lines become highly asymmetric with an '"edge' at

the initial v, and a "tail" at lower values of v As the sample

Q Q
is rotated through larger angles, the signal intensity at the
initial v decreases to zero. It is also notcied that at lower

Q

temperatures, the signal persists at the initial v_ through larger

‘ Q
rotation angles. Figure 24 shows a rotation series for angles
0 to 90 taken at 53°C. It_is noted that at 90° the line is boradened
and virtually no signal is at one half the initial vQ.
The smectic C model described in 2.4.2 explains the qualitative
‘features of these spectra. If the rotation angle (84) is less than
twice the smectic tilt angle (82), then in some domain or domains
(sepcified by Y3) the molecules will be able to assume a position
on the cone (specified by Yz) that will allow them to be parallel
to the magnetic field. The spins of those molecules will resonate
at the initial VQ. But molecules in other domains will assume a
variety of orientations and so a.polycrystalline pattern will result.
Once the sample rotation exceeds.twice the tilt angle, the signal
at_the initial vQ will decrease to zero. Therefore, tﬁe persistence

of signal intensity at the initial v_ for larger sample rotations

Q
at lower temperatures implies a temperature-dependent tilt angle,
which increases as the temperature is lowered. We also note that

for a given domain, when the angle between the axis of the cone and

the magnetic field approaches 900, the molecules jump from Y, to Yo
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Figure 20. DMR spectra of 507 in its smectic A phase
at 57°C for various small rotation angles. Note the

slight asymmetry in 1lineshape due to the 3cosze—1

dependence.
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Figure 21. fDMR spectra of 507 in its smectic C phase
at 52.8°C for small rotation angles. Note the
persistence of intensity at the initial wg due to the
reorientation of molecules in some domains such that

their long axes are parallel to the magnetic field.
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Figqure 22. Same as Figure 21, only taken at 52.2°C.

Note the persistence of intensity at the initial'mQ at

larger rotation angles.
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Figure 23. ©Same as Figures 21 and 22, only taken at

51.7°C. Intensity persists at the initial g for
sample rotations of up to 18° indicating that molecules
in some domains can realign with their 1long axes
parallel to the magnetic field. The trend in Figures

21-23 may be attributed to an increase in tilt angle as

the temperature is lowered.
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Therefore at large rotation angles, the lines are broad and at
a sample rotation of 900, no signal is expected at one half the
initial VQ.

In figure 25 is shown a series of theoretical spectra generated
by the program SMEC10 (see appendix 2.3) which uses the theory
given in section 2.4.2 for smectic C phases. Specifically, the

program uses equation 52 to calculate v, for a domain, given a tilt

Q
angle (Bz),and rotation angle (84). Four hundred domain angles
4(y2) were Qsed and the molecular orientation angle (Yz) was calcu-
lated for eagh domain using equation 64. Figure 25 is in good
agreement with the experimental data of figure~24..

In figures 26 and 27 we plot v, at the half height of the high

Q
frequency edge of the pblycrystalline pattern as a function of

rotation angle for various temperatures for 507 and 705. Figﬁre
28 is a theoreticai plot assuming different tilt angles.The tilt
angle is clearly temperature dependent in both compounds wifh a
maximum at about 9-10°. This result contradicts the conclusions
of an x-ray study of 705 by de Jeu and de Poorter in which it is

stated that the tilt angle in the smectic C phase of 705 is 18°

and independent of temperature (27).

c¢) Smectic B Phases
DMR spectra were obtained of aligned sample of 507 and 705
in the two smectic phases below the smectic C phase. Spectra of

rotated samples of the S, phase lying within the range‘32°C—510C

3
for 507, and 56°C to 63°C for 705 showed the same qualitative

features as rotated smectic A samples. The unrotated spectra of
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Figure 24. A complete rotation of 507 in its smectic C

phase for rotation angles up to 90°.
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Smectic C Slmulo’non
Tilt Angle = 7°
. j-\ .

F3
h) 12°
[:})
S |
< f‘\ 24°
S
© °
(¢

— 54°

| N | 84°
et oo

! 1 | | 1

0o 10 20 30 40 50

Quadrupole Splitting (kHz)

Figure 25. A series of spectré calculated with the
program Smec 10 assuming a multidomain structure,
molecular reorientation, and a tilt angle of 7°.
Agreement with the experimental data in Figure 24 1is

quite good.
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Figure 26. A plot of the frequency of the outer edge
of the high frequency quadrupolar satellite at half
maximum vs. rotation angle for 507. Data for several

temperatures within the smectic C phase are shown.

90
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Quadrupole Splitting (arb. units)

Temp. (°C)
o 63.0
63.3
64.0
64.5
65.2
66.0
67.0
63.9 .

O+ 0 +0e

Fiqure 27.
crystal 705.

12 24 36
Rotation Angle (deg)

XBL 823-8603

Same as Figure 26, only for the nom liquid
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~Tilt Angle (deg) |

Quadrupole Splitting (arb. units)

O 4
+ 6
o 8
e |0
o 12

! | | ! |
O 6 2 I8 24 30 36

Sample Rotation Angle (deg)

XBL 823-8622

Figure 28. Computer generated plot produced by the

program SMEC 10 showing the frequency of the outer edge
of the high frequency quadrupolar satellite at half
maximum vs. rotation angle for various tilt angles.
The data in Figures 26 and 27 indicate a temperature
dependent tilt angle reaching a maximum of 9° at the

smectic C—BA phase transition.
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of 507vand 705 showed greater broadening in the S3 phase than

in the smectic A, indicating less uniform alignemnt in the

férmer than in the latter phase. However, spectra of rotated S3
samples are broédened asymmetrically at small angles and almost
symmetriéally at angles approaching 54°, At 540, tge spéctrum

is a single broadened iine centered at resonance, and at 90° the
satellites are narrowed and the splitting is l-the unrotated value.

2

Figure 29 shows a plot of v  vs. rotation angle plotted against

Q

the function %{3cose—l) for S v_ is measured from resonance

37 _
to the peak of the satellite and O is the rotation angle. Theseb
observations indicate that S3 is an untilted uniaxial phase in
which the molecules are either rotating rapidly around their long
axes,ior the orientational distribution around the molecular long
axes is three-fold or higher.

Figure 30 shows a series of spectra of aligned samples of 507
in the S4 phases for various rotation angles between 0° and 900.
For small rotation angles, the spectra display féatures typical
of the spectra of a tilted smectic phase. For small rotation
angles ( 180) the satellites broaden asymmetrically with an edge

persisting at the initial v,.. At large rotation angles the

Q
satellites are asymmetrically broadened although agreement with
theory is less perfect. The line at 90° is broadened with intensity

persisting at one half the initial v No simple model based on

qQ
realignment into absolute or local minima has succeeded in simulating
the 90° spectrum. Although realignment into local minima (see

appendix 2.2) can explain the persistence of intensity at one half
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XBL 823-8602 -

Figure 29. A plot of Wy VS. rotation angle for 507 in
its smectic BA phase at 46°C. The data follows the

expected dependence on the rotation angle, 3c0528-1.
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Figure 30. DMR spectra of 507 in its smectic Bc phase

_for various rotation angles.



the initial v_, the satellites should be slightly broader than
for the case of realignment to an absolute minimum since the
distribﬁtion of alignment angleé Y, is larger in the former case
than in the latter case. However, the 90° satellite appears
narrower than expected.

Except for the 90° spectrum, in which the satellites are
narrower than expected, the spectra of rotated S4 samples indicate
that the phase is a tilted smectic, and are in fact similar to the

spectra obtained by Luz (42) for the smectic BC phase of TBBA.

96
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Appendix 2.1 Ordering in the Smectic C Phase

In this appendix we will derive the number of unique order para-
meters required by the symmetry of the smectic C phase. The
assumptions that we will use are:

(1) Mqlecules are of very low symmetry and so no reduction in
the number of order parameters‘is possible via moledular
symmetry arguments.

(ii) To a good approximation the ordering distribution is
symmetric about thé molecular frame.

(iii) Molecules are "invertible" Qithin the smectic layer.

(iv) The degree of uﬁiaxial ordering is high. That is, angular

excursions from the director are small.

We define order parameter ‘as a motionally averaged element of

a Wigner rotation matrix:

(), _ (2)
<D Q) = fa@r(Q)D__ 7 (2)

= /d lzdcg)ng)(m Dén?;)(ﬂ) (1)

Such a transformation is requiféd since the molecular frame is
not fixed relative to the director frame.

Linear éombinations of>these éomplex order parameters form
purely real order parameters that express some geometric mode

of ordering. A simple example is
0 @> = F(G3eos’s - 1> . )

B is the angle between the molecular z axis and the z axis of the
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director frame. It measures the degree to which the molecular
z axis aligns péfallel to the director. We note that the function
.is maximum if B = O. |

In general the number of order parameters <Dé§)(9)> dependsvupon
the symmetry of the molecule and the symmetry of the phase. For
example, if the molecular zvaxis were an axisrof three fold symmetry
or higher, only order parameters of the form <Dé§)(ﬂ)> would be
nonzero. On the other hand, if the phase were uniaxial, that is,
if the director frame were to have cylindrical symmetry, then only
order parameters Qf the form Dég)(ﬂ) would be nonzero. Therefore,
to describe a molecule of any symmetry in a uniaxial phase, one
requires five order parameters. If no symmetry were to exist in the
phase, then the number of order parameters would be 25.

Assumption (i) states that we will not, in general, be able to
reduce the number of order parameters based on the presence of
molecular planes of symmeﬁry, n-fold axes, inversion centers etc.

Assumption (ii) states that the distribution of molecular

orientations to the director frame is symmetric, that

P(-a, -8 ,Y) = P(a,B,Y) . | (3)

Let us consider first the a rotation:
P(-0,0,0) = P(a,0,0) . (4)
Substituting equation 1 into equation 3 we get

(2),(2) ., -
L Coy Dy (@,0,0) = 2C D (-0,0,0) . (5)



We substitute the identity

D:nzl)(—a,0,0) = D;fl)*(a,o,O) = (—)m'“nfizn(oc,o,O) '

in equation 5 to get

(2)4(2) m-n,(2),(2) 0
z Cmn Dmn (0.,0,0) () C D_m_n(u,0,0)

mn . m mm
_ -mtn . (2) .(2)
= 2(=) C—m—ann (2,0,0)

Equating coefficients on the leftand right hand sides of

equation 7 we get

C(Z) - (-)_m+nC_

mm m-n

The second condition is that
P(0,8,0) = P(0,-B,0)
We substitute equation 1 into equation 9 to get

(2),(2) - (2) g _
mﬁ C..'D"(0,8,0) =2 C_ D (0., g8,0)

or

(2) ,(2) - (2) ,(2) ,_
Emcmdm By =z c’d "(-B)
If we substitute the identity
(2) gy = (o, (2)
d_ ) (-8) = ()" a7 (B)
into equation 10 we get

2).2) oy oo mna(2) (2)
3¢ g) = 1™ D )

If we now equate the left and right hand sides of equation 12

the result is:

99

(6)

(7)

(8)

(9

(10a)

(10b)

(11)

(12)
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¢ - (Lymnc@) . (13)
mn mn

Equation 13 is valid only if m-n is zero or an even integer.
Assumption (iii) implies that
P(c,B,0) = P(-o,R+mT,0) . (14)

If we again substitute equation 1 into equation 14 we get

2 c@@ ey =t cPn Casmy)

(2) _iam, (2) -iyn
= mg Cmn e dnm (B+1) e - (15)

We now substitute the identity

(2) _ m
d “C+)=()d__ () (16)

=mm

into equation 15 to obtain

(2),(2) - _\m (2) (2) -
mE]:, Cmn Dmn (a’B’Y) - mrzl ( ) Cmn D_m(a’BsY)
_ vr_y0a(2)(2) (17)
= Z(-) C-manm (a,B,Y)
which implies the final condition -
P (@) (18)

Equations 8, 13, and 18 indicate that there are four unique
order parameters:
(2)
Dyg >
(2> _ (@) @ (@)
@> = <D 2, ()> = =<p_[](@> = =<, 71 (@)>

(2)

(2
<Dzoln>> ) @)>

2B @> = 2P _,@> = ) @> = 0, @>
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In the limit that the ordering is very high, <D§§)(Q)>

will be small. The meaning of our approximation in section 2.4.2

is also clear. By retaining only the term Qéz)(QO,Ql), we are
discarding the biaxial order parameters <D£i)(9i)> and

(2)
<D22 (Ql)> .
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Appendix 2.2 Calculation of the Magnetic Energy

In this éppendix we will derive an expression for the magnetic

energy

E = -Hex°H
in terms of the parameters of the model; the tilt angle (82), the
position of the molecules of a domain on the cone (YZ), the domain
(YB)’ and the rotation angle (84).

X is the magnetic susceptibility tenéor of a givén domain. When
the sample is rotated, the magnetic field exerts a torque on the
molecules of a given domain, and these molecules then reorient in
order to minimize the magnetic energy, keeping the tilt éngle-and
relative orientations constant. By minimizing equation 1, we obtain
an expression for Yy in terms of 82, YZ’ and 84.

We begin by expressing equation 1 in spherical tensor form,

in the director frame:
E= 1)@, (0 @
m m X Q,-m
Expanding equation 2 we obtain
_ 2 2 2 2
"B = (goXge * () ggXpe + (X + By 19y

2
2X2-2 * )y 5¥g ' | )

v 2
+ @),
Equation 3 could be simplified by symmetry arguments. For example,

we can write the transformation of ¥ from the molecular frame into

the director frame:
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- 2)
X20 ~ Xa0 Pgo” W

- _ - v ot (2)
Xo1 = TXpu1 T (Xpp T Xpop) <Dpp (0>

= Xop “(X3y * Xp_g) <DSD(@D)> )
X2 = Xpup "W T Xp? Y95 .

Now if the principal axis system of X coincides with the

molecular frame, then

| =
Xo1 = X1 70 - (5)

Our assumption, though, will again be to approximate the

symmetry of the director frame as cylindrical. Therefore equation

3 becomes:
-E ~ (Hz) + (HZ) : (6)
00%00 20%X20 .

Equation 6 may be rewritten as

Exgg B + w0 /Y3 Bt - (D) 7)

where we have used the expression

Tom(A1282) = ﬁv 0(21222’m1’m—@l)Tllml(Al)lem_ml(AZ)

(8)

to write (Hz)20 in terms of products of first rank tensors.
Now HlO is a component of the first rank magnetic field tenmsor
in the director frame. We can write the relation between HlO in

the director frame and the magnetic field tensor in the lab frame

as



- 104

Ho - glabp (1)

(1) @ |
10 LoDy (-2,0D ) (<00 -7 (-0,) (9

where ‘QZ = (YZ,'BZ,O); ‘93 = (fY3s-8290); and “Q4 = (09*8430)'

Equation 9 can be rewritten as

i(my,+ny,)
H =% Hlab 1) 37772

10 10 0 (10)

8,040 (g, )d(l’( -8,)e

To minimize E with respect to Y2 we must calculate %%-, and
2
set it to zero. The dependence of E on Yoy is through HlO in the
director frame. Therefore we differentiate both sides of equation

7 to obtain

: oH
E _ 10 _ :
By, T z/ixzoﬂlo —5;; =0 | 1 (11a)
or simply
M52 0 . (11b)
8Y2»

From equation 10,

Mo = T (in)H
mn

372

1o0ast) (-8,aD) (g )a D) (-p ) o (MY5TRYY)

(12)

We now expand the right hand side of equation 12 and set it to
zero:

1(v,-v,)
a{l) (-8, )d(l)( 8patt-ge 23 4

1y
i 8al a8 pe 2+

10,7 4)
a{-8aP -8aP e 2 -
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(1) (1) @) IRNCMEY
do (-84 17 (-B)d ) (-8, )e -
455 (-B A (8,0d_ ((-Bye 2 -
dop (-B,)dy 1 (-B,)d_; (-B,)e =0 (13)
We now substitute the definitions
a7 ® = a7 ®) = F(1+cosy) (142)
i@ = a2 @) = 21-cosd) (14D)

asD® = alD @ = (1)(8) -a{D @) = L sing (L4c)
/5

(1) (8) = cos@ | | (14d)

into equation 13 and after some algebra we obtain
sinY2(31n82cosB4 + cosy3c058231n84) + cosy231ny331n84 =

(15)

Solving for Y, we obtain

_ -siny_sinf
Y, = tan 1 3 4

: . . (16)
s;nBzcosB4 + cosy3c0582s1n84
In generai, there are two solutions: Y, and Y2+ﬂ . For a given

set of parameters (B 84), the minimum energy E is given by the

2’Y3)
maximum HlO' Thus it is necessary to calculate a value for Hlo(Yz),
assuming a reorientation angle Y, and a second value HlO(Y2+ﬂ),

assuming a reorientation angle Y2+ﬂ



In the preceding discussion, we have assumed that after a
rotation, the sample will always reorient into an absolute minimum,

given by one of the solutions of equation 15. Another possibility

m

is that whenever the sample is rotated through an angle 84+ 82 >-§ ,

réorientation will occur into a local minimum, which is designated
by the sign of the initial torque. This, of course, assumes that
no reorientation occurs during the rotation, which is a good
assumption for a very viscous sample. Now the expression for the

magnetic torque is, as given before

E = -2H ?Y— ' (16)
2 .

where H is in the director frame. Our expressions for H and

oH

v in the director frame are
Yy

; 2 .
H « cosB4—cpsBASin 82(l+cosy2)—31n8431n82cosy3(l+cosY2)

+ 31n8481n8231ny331ny2 an
and so

JoH . 2 . . . . .
3Y2 « COSBASln 8231nY2 + Sln84slnBZCOSBZCOSYBSlnYZ

+ 31n6431n8231ny3cosy2

. P . o
Now we define our initial position on the cone as Y2 =T .
o

Therefore, we obtain for H° and 57—
2

H = cosB4 ' (18)

-sinBa

QL
e
1

sin8251ny3 | (19)

106
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and the initial torque is given by

JE . . .
o « 51n84c058451n8251ny3 (20)

v,

If we define the tilt angle to be within the range - g-<62< g-
then sinB2 is always pdsitive. In addition, if the rotation angle
angle is less than E; then sin84cos84 is always positive. In that
case, the sign of the initial torque is determined by the domain
position Y3- Therefore, suppose that the Y?, cofresponding to the
absolute minimum, is obtained by solving equation 15. The YZ

? . . .
corresponding to the local minimum, Y; , 18 determined by the sign

conditions, when Y? is defined in the range - §-< y? < %

m oE ' m' _ _m
yz >0 5§é >0 Y2 = Y2 +
oE !
<0 —= =
T2 v, o T2 "M
JE m' _
5y < ° Yo TY T

We assume also that the initial Y2 is m, i.e. Yg = T.
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Appendix 2.3 : Spectral Simulation Programs




‘ 109
DIF1 :DIROEBENYEILI: S MEC1O.FR 7/=1 21
FROGRAM SMEC10 LY 20,1977 H.T.EDZES
THIZ PROGRAM CALCULATES A STICH SPECTRIOM FOR
CIUADRUFOLAR SPLITTINGS OF DEUTERIUM IN ROTATED
SHMECTIC FHASES.
THE AVERAGED GUADRUPCOLAR INTERACTION CONZTANTS ARE
LIZED: ORDER FARAMETERS ARE NOT EXFLICITELY IUSED.
THE AVERAGED QUADRUFOLAR SPLITTING IS NCORMALTZED
TO 1.
STICK ZFECTRA ARE CALCULATED FOR THE FOLLOWING CASESSH
1. NI ROTATION OF THE DIRECTOR ALLOWED
=2 ROTATION OF DIRECTOR FREE ON CONE:
ARSOLLITE MINIMUM MAGNETIC ENERGY I5 REACHED
. SAME. BUT POSSIGLE ROTATION TO LOCAL
MINIMUM 13 ALLOWELD.
CALCULATED TATA ARE DISFLAYED VIA THE FROGRAM SPEC
ANLDH ARE STORED IN SCRATCH FILE D t.
OIMENSION GR(Z.2) . NSTICK (O 255) ,NNSTICK (512)
OIMENZION RAL G2, 2), RRH (2, 2), RFH(Z, 3), RTH(3, )
o 0AaTA FILE FOR DATA DISFOSITION MUST EE COPENED.
- CALL OFEN(L, "DPOF: RESERVED: SCRATCH", 2. IERR)
IF (IERR.EG.1) GOTO 10 .
TYFE "ERROR CODE COFEN = ", IERR
GOTID 920
C ASKE FOR INPUT DATA
10 ACZEFT “TILT ANGLE THETA = ", THI :
ACCEFT "NUMEBER OF DOMAIN ANGLES ALFPHA PER GLIADRANT = ".NAL
ACCEFT " ROTATION ANGLE RHO BETWEEN Q-20 = ", RH1
ACCEFT "AVERAGED GUADRLIPOLAR ASYMMETRY FACTOR = . &4 _
ACTEFT "MAXIMUM SPLITTING IN STICK SFECTRUM NP SMALLER 254 = ", NTP
ALCCEFT "TYFE 1 IF NCQ ROTATION ON THE CONE IS ALLCOWED
- F 2 IF ABRSOLUTE MINIMUM IN ENERGY IS REACHELD. = IF RELATIVE
FoOMINIMUM IS REACHER®Y.NOFT
TYFE "BEGIN OF CALCTIULATION®
i CALCULATE FI. THETA, AND STEFS ODRH FOR RHO AND DAL FOR ALFHA
PI=4.0=ATAN(1.0)
DAaL=FI/ (NaL+NAL)
RH=2, 08P I=RH1 /340, 0
TH=2,08FPI&TH1/3&0.0
TYFE "TH, DAL, DRH CALCLILATED® :
FILL AVERAGED GUADRUFOLAR TENSCOR: NORMALIZED TO QEA(Z,2)=1(3,3)=1.0
QR¢z2,.2)=1.0
GCI(2, 2)==0, 5124
GEICL, 1) ==, S+0A
R, 2)=0.0
aci(1,2)=0,0
(2, 2)=0.0
QG es, 2)=0,0
(2, 1)=0.0
HC2,1)=0,0
[ - FILL NONCHANGING ELEMENTS OF RAL AND RPH
RAL(Z, Z)=1,0
RAL (1.32)=0.,0
RAL (2, 2)=0.0
RAL(Z,2)=0.0
RAL(Z,1)=0.0
RFH(Z.2)=1,0
RPH(1,3)=0.0

OO0 ST S 00 e X W]

(]



0.0 117%

TRPEAS, Y=

e N R T \ e
CRPR(Z,.29=0.0

REH(3. 2 )=\':’ e

CALCULATE ZIN AND COS (THETA). AND ROTATION MATRIX RTH

CHR=C03 (TR

STH=ZIN(TH)

RTH((1, 1 3=CTH

FTH(ﬁ.T)—DTH

l‘\TH 2 =y :. ) 1

WIHA(L, 2 a—(.h(’

RT=(2.1 y=0,

REH(E, 2)=0, O

FTH(R, 2)=0.,0

RIH (L, 2 )=-5TH

RTH(Z, 1)=5T

CRH=C0%Z (RH)

ZRH=2TNA(RRK)

RRH(1.1)=CRH

RRH (2, 23=1.0

FRH(Z, 2)=CRH

RRH(1,.235=0,0

RRA(Z, 1)=C,0

RRH(Z,21=0.0

FRRH(R. Z2)=0.0

FPH(1, 2)=-5RH

FRE(Z, L)=SRH

TYFEYCRH, SRH. RRK CALCULATED

ZERO NEZTICK

T 00 1=0,255

NETICH(I)Y=0
) CONTINUE

CALCULATE PRODIMCT!
STH=ZTHSORH
STH=CTHEZRH
STH=ZRH
"EREGIN LZOF 200"
LCﬂP 00 TO CALCULATE FOR DIFFERENT LOM&IN ANGLES A!PP@

0o 200 NA=1.NaL

[

(]

0D

INVOLVING RHO AND THETA

i

= G )
(0 1 )

Ry
mJn:vu

T

:AL-(NA—U.S)ﬂLAL
CAL=COS (AL)
”Al ﬁIN(AL,

TYFE" 200 NA= . NA
» CALCULATE SPLITTING FOR FOUR GUADRANTS IN ALFHA
= CAUDRANT N DETERMIMNES STGN OF SIN(ALIAND COS(ALPHA), NSA % Nk
DO &0 N=1,4
GOTO (501,502,503, 504) N
=01 - NSA=1
NCA=1
GOTC 510
502 NSA=1
NiA=—1
GOTO S10
S0 NTA=—
NC A= 1
GOTO S10
S04 MIA=-1
NCA=1
510 SOM=F 20 +NCA SIS0



PHM=ATAN(-525/30M)

CPM=C0% (FHM)

SFM=SIN(PHM)
H1=CRH~(1.0+CPM)ﬁSGM+’FM+""
HZ=CRH- (1. 0-CFM) = S0OM-SFM=EE! ‘

111

FiMa=FHM
IF (ARS(H1)).GT.ABRS(HZ2)) GaTO S50
FMA=FHM+F1
bt CONT INUE
FMO=F1
STORA=NZA=FHM
FML=FHM
IF (STOREZ.LT.0.0) GOTO Sét
FML=FHM+F1
T | CONTINUE
C WE Nak HAVE CALCILLATED FOR ALPHA THE RELEVANT VALLUES PHI
- THAT GIVE MINIMUM ENERGY
‘RAL (1, 1)=CAL=NCA
RAL(Z,2)=RAL (1. 1)
RAL(l.:)—%ALﬁN A
RAL (Z, 1 )=—RAL (1.
GOTO (D521, o=z, 5:2) NOPT
RICH S CALL SPLIT (aG, FMO RPH.RTH, RAL, RRH, NSTICK. NSF)
GOTZ 530
Se2 CAaLL. SPLIT(QQ, PMA RFPH, RTH, RAL , RRH, NST ICH, NGF )
GOTO 390
AR (=N QPLIT(QG,PML,RPH,RTH,RAL,RRH,NSTICK.NSP)
220 CONTINUE
AQO CONTINUE
200 CONTINLIE
C CALCULATE THE FROPER ELEMENTS CGF NSTICK
C FOR DISFLAY WITH SPEC FROGRAM

00 20 N=0, 255
NNSTICK (N+N+1)=NSTICK(N)
250 CONT INUE
CAalL WRELK(1,0O,NNSTICK, 4, IERR)
IF (IERR.EQ. 1) GOTO Z%0
TYFE"ERROR CODE WRBLK = ", IERR
GOt 970
370 CONTINGE
WRITE (10.700) (I, N3STICEA(I), I=0,13%2
ACCEFT "TYFE ANY INTEGER TCO CONTINLE™, WX
WRITE (10,%00) (I, NETICKA(I), I=13%,235)
YOO FORMAT (&(14,"-",14,3X))
P70 END



P
[
8]

OF 1z OIROENYELI: TRANSE .FR 7/.=1 /=1

SLBROUTINE TRANSF(RI.RO.RR)
DIMENZION RI(ZLVZ)LRII(E, 3 .ERIZ.23) :
THIZ SURROUTINE CALTULATESIN A& CLUMSY WAY THE MATRIX TRANSFORMATI N
From RR = RO(-1)sRI R0 '
THE ELEMENTS ARE CALCINLATED WITH
RE(I, ) = SUMUD . S0ML) (RO-1(I.E) = RIMK,L)Y =ROWMWL. Q) )
= M), SUML) ROAKL I = RIGK.L) = RO,
T 4¢ I=1, :
o 20 Jd=1.
EL=0.0
o 20 E=1.3
0 10 L=1.3 .
EL=EL+RO(I,K)=RI (K, L)=RO]. L)
10 COMT INUE
20 ZUNT INLIE
FRITI,Jd)=EL
0 CONTINUE
40 CONT INUE
RETURN
ENT

0

b

o0

W i
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JY S

| 0} S8 S e “\J‘wt’U:;—.—-F"LIT FR 773221731 : 413

SUBROUTINE ZRLIT(GO-FHI.RFHI. RTHE, RALF, RRHO, NSTICK, NST)
ME N (3, 3)RPHI(E, 3 RTHE (2, 2) ,RALP (2, 2) LRRHOCS, 3)
ON NSTICK (02 2880
DU rED ONORMI (203, FMJ(J.J)
THIZ SUBRDUTING CALTULATES STICK SPECTRUM FOR ROTATED SMECTYEC

FHA:\—JQ

]

G 15 THE MATRIX CONTAINING THE AVERAGED GUADRUFCLAR INTERACT LGN
TENSOR (CARTESTAN COORGINATES) IN THE L.C. DIRECTOR FRAME.

RFHI . RTHE (THA S . RALF (HA) AND' RRHO ARE THE MATRICES WHICH DESCRIGE
THE TRANSFORMATION OF @ INTS THE LAR FRAME.

RHG 1S THE ROTATION ANGLE

ALPHE CHARACTERIZES THE DOMAIN

THETHA IS THE TILT ANGLE :

FHI GIVES THE TRIENTATION OF THE LOCAL DIRECTORS ON THE CONE
METICK 13 AN ARRAY WHICH COMPRISES THE CALCULATED STICK SFECTRUM
MET 1% THE ELEMENT OF NSTICK FOR WHICH THE SFLITTING

TS MAXIMUM: NET CAN RE USED TO NORMALIZE THE CALCULATED SFECTRLN
WITH REIFECT TG THE GRESERVED SPECTRA.

TRAMSF 15 THE SUBRGUTINE TO CALCULATE MATRIX TRANSFORMAT ICNS

CPH=C0E (PHT )

SFH=EINAPHT )

RPHIK1.17=CFH

RFHICZ, 2)=CRH

FPHI (1, 2)=5FH

RPHI (2., 1 3=-5FH

CALL TRANSF (31, RTHE , RM1 )

CALL TRANSF (FM1, RFHI,RMZ)

CALL TRANSF (RMZ, RTHE.RM1)

AL TRANSF (EM1 . RALF. RiZ)

CALL TRANSF (RMZ, RRKO, FM1 )

HEY=AES (FML (X, 3)=NIT)

TYFE ®M143,3), N3X

NET T (NSX ) =NET LK (NSX) +1

RETUSN :

ENE




I3F~1 = DROUOEBENYEIS: SMECTO1L . FR 77217731

100G

TOR

200

400

OO0

F

CCIMENZION MNAH (2564), NHH (1280, JHDn (122

CALl OFENL . "OFOF : RESERVED: SCRATCH” . 3, IERR)

TYPE "SRROR CODE OFEN = *, TERR

WRITE(L3) "FROGRAM SMECTOL, JUNE 23, 1977. "

TYFE "CALTLILLATES THE DEPENUENCE OF THE MAGNETIC ENERGY °
TYPE “AND THE MAGNETIC TORGUIE ON THE ANGLE OF ROTATION.*
TYSFE "REAL DISFLAY IS MACNETIC ENERGY."

TYFE "IMASINARY DISFLAYIS MAGNETIC TORQUE.™

ALCEFT "GIVE THE TILT ANEUE THETA ¢, THL

ACCERT "GIVE THE ROTATIGN SNGLE RHO Y, RH1

ACCEFT "GIVE THE TOMAIN ANGLE ALPHA 7, ALL

WRITEC1O) "128 VALUES OF THE CONE ANGLE FHI AFRE CALCULATED.®

NFH=123
FI=8,0%ATAN{1.0Q)
TH=Z. GEPTHTHL/ 240
RY=2., 0P I3RH1/ 360
CTH=COE(TH)
STH=SIN{TH)
CRA=COS (FH)
SRH=STNARH)

CAL=Z.0BFIBALL /340

Cal=Clas LAl )
TAL=ZINAL)
L 700 NF= 1, NFH

PH=(NP-1)=2. O=F 1/NFH

CPH=COS (FH)
SPH=SIN(EH)

HA=STHe (CTHSC AL SRH+STHRCRH )

HE=STH®SAL=ZRH

HO=LRH- (1. O+0FH ) #HA+SFHEHE

MHH (NF ) =HOSHO» 10000

HI=SPHeHA+CFHsHE

NHD (NP ) =HO#H 1310000
NAHGNE+NF 1) = (&, OFHOSHO-R. 0 V310000

NAH NP HNE 3= (5, 0sHGEH1 ) 5106600

CONT INUE

WRITE <12,300), TH1,RH1, L1

FORMAT (¥ MAGNETIC EMERGY AMD TORGUE CALCULATED FOR™,/,
" THETA =".FS.1," RHO =",FS.1," ALFHA =",FS.1)
ARITE (10, 400) , NHH . NHD

FORMAT (" MAGNETIC ENERGY HH",/.8(1615,/),/,

" MAGNETIC TCROUJE HO",/,&(1615,/))

CALL WRBLK(1,0,NAH, 2, IERR}

If (1EFR.EGL 1) GOTO F00

TYFE "ERROR CODE WRELK =", IERR

CALL REZET

END

lgv
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Appendix 2.4:

‘In this appendix we present the commutators and rotations of

use in section 2.3.

Commutators
‘1
I ., I .] =11 I I = --=1
L p,yi’ P,J] P,k [ p,2’ q,2] 2'r,l
i -
[Ip,l’ Iq,2] T ZIr,Z [Ip.l’ Iq,3 N Ir,3] =0
i
I I = - —]
[ p,2° q,1] 2°r,2
Rotations
—i01 61
e p,1 I . e P =1 .,cos6 +1I sin®
PsJ > p,k
. 10T
-ifI P,l - ) . . 8 ‘
e P,1 Iq,1 e Iq,1 cos /2 + Ir’151n /2
-i6P if1
e p,l 1 e Pl _ I cose/2 -1 sine/2
q’z q)2 rsz
-ifT i6I
p’2 P,Z 0 . B
e I e = I cos /2 - I sin”/2
q’l q,l r,2 /
-ifI if1
P,2 P,2 _ 6,, _ . 8,
e Iq’2 e Iq’zcos /2 Ir’151n /2

where p, q, r =

and i, j, k=1, 2, 3

X,

Y

or cyclic permutation

or cyclic permutation
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Chapter 3: A MULTIPLE QUANTUM PROTON NMR STUDY OF AN

ALKANE ORIENTED IN A NEMATIC LIQUID CRYSTAL

3.1 Introduction

In this chapter wé will use the method of multiple quantum
nmr (mqnmr) spectroscopy to study a nonrigid chain mplecule oriented
in a nematic iiquid crystal solvent. 1In section 3.2 some general
aspects of multiple quantum nmr will be discussed. We will first
review the conventionél pulsed nmr experiment in order to understand
why only single quantum transitions are allowed. We will then discuss
pulse sequences that will enable us to observe the multiple quantum
transitions that are normally forbidden in conventional nmr. It
will be useful to think of the mqnmr experiment as being composed
of four parts: |

a) the preparation period in which multiple quantum coherent
states are produced;

b) the evolution period.during which the multiple quantum
coherences evolve under some internal Hamiltonian Hi;

c) the mixing period in whicﬁ multiple quantum coherences are
converted back to observable single quantum coherences;

d) the detgction period during which the resulting single
quantum coherent states are observed as they evolve under
some internal Hamiltonian ﬂé.

As an example, we will calculate the multiple quantum proton

spectrum of a methyl group in which the protons are coupled to

each other through the direct dipole-dipole interaction.
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Finally, we will consider the utility of mqnmr in the study
of oriented systems and specifically of molecules dissolved in
liquid crystal solvents. We will discuss the spectral simplification
expected for coupled spin %-systems without symmetry, and the
multiple quantum orders that will yield sufficient information to
allow us to calculate the independent coupling constants charac-
terizing the system. |

In section 3.3 we will first discuss the symmetry operations
that exist on the nmr time scale for an alkyl chain undergoing
rapid gauche-trans interconversiohs. As a specific example we will
consider n-hexane—l,l,l,6,6,6¥d6 (n-héxane-d6). Haviﬁg found the
symmetry group, the energy level diagram of the nuclear spin system
will be obtained, and from the energy level diagram, we will predict -
the number of transitions tﬁat will be observed in each multiple
quantum spectral order. Then we will develop a theory of the
orientational dependence of dipolar couplings in a nonrigid chain,
using a rotational isomeric model to describe chain interconversions
on the nmr time scale. We will consider several models in which
the configurational states are populated to varying extents, and we
will describe the general form of the order temsor required for
each conformational symmetry. |

In section 3.4 we will review the results of a mgqnmr study
of n-hexane—d6, oriented in a nematic liquid crystal solvent. In
particular, we will concern ourselves with the analyses of the
6 and 7 quantum spectral orders, since those orders yield sufficient

information to allow a determination of the ten independent proton-



proton coupling constants of thevsystem.v Using the rotational
isomeric approach mentioned above, a set of average coupling con-
stants will be calculated for‘each conformational model, and will
be used to generate theoretical 6 and 7 quantum spectra. The
theoretical spectra for each model will be compared to the éxperi—
mental data. Finally, iterative improvements of the theoretical
spectra will be discussed. |

Before prdceeding, a few comments on notation are in order.
In describing time domain nmr experiments, we will find it
convenient to expand the density matrix in some type of operator

basis

p(t) = E ai(t)Oi +1 . (1)

: . e s .1y, . .
In section 2.3 such a "fictitious spin E” basis was introduced

which has the advantage of dividing the 9-dimensional spin space
into three 3-dimensional subspaces. The three opefators spanning
each subspace (Ip ; 1P = XY,23 i =1,2,3) are related by the

. .

commutation rules:

] =il p = X,Y,-Z' i,] 'k = 1,2,3 (2)

(15,10 p,k

)
Ps1" P,J

or a cyclic permutation.
There is an additional condition that
I . +I . +I1 _=0 (3)

which is necessary since the entire spin space must be spanned
by the identity operator and eight other linearly independent

operators. This is an especially convenient basis for describing

118
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transitions in systems of interacting and noninteracting spin'1

nuclei, since evolution of p operators can be confined to p space.
Another "fictitious spin %ﬂ operatof basis has been introduced

(78,79) which is convenient for describing single and multiple-~

quantum transitions. Three operators are associated with a

N L
transition r - s and are defined as follows:

<wi|1x(r5)le> - %(§ir5js +8 8,0 (4a)

<wi|1y(rs)|wj> - %(—sirajs 85,6, (4b)
. |

<wi|Iz(rS)|wj> = E(Girsjr - Sisdjs) (4c)

The three operators are related by the familiar commutation rules
(rs) _(rs) (rs) . o
I = 1iT .
(1,7%, 1g°%1 = 1™ (5)

where (a,B8,Y) is a cyclic permutation of (x,y,z). Also, given
three states r, 8, and t, the z components of the 3 operator sets

are related by
k8 ppst Lt (6)
z Tz z

Like the earlier "fictitious spin'%” basis, this basis has the
ad?aﬁtage that evolution of rs operators accurs entirely within
an rs subspace.

| In ﬁhe treatment of multiple quantum nmr that follows, we
will be primarily concerned with the generalvsymmetry properties

of multiple quantum coherent states as they evolve under a

secular internal Hamiltonian, rather than explicitly calculating
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the set {ai(t)}. Therefore, an expansion of the density matrix
. 1. .
of a system of N spins E-ln terms of a spherical tensor operator

basis will suffice:
b AL A '
t) = I z (t 7

This is an especially convenient basis since, as will be presently
shown, for a given tensor operator;¥JP M corresponds to the change
~in the magnetic quantum number. ThereforeAL+1 is a one quantum

operator, A is a two quantum operator, etc. Also, the operators

M+2

Ix’ I , and IZ are related to the complex angular momentum operators

in the following ways:
I, =I =il ’ (8b)

and the complex angular momentum operators have the following

commutation rules with spherical tensors:

[IO,AUJ =M (9a)

[Ii ,ALM] + (LML) (L+M) %-Amﬂ | (9b)

3.2 Basic Principles of Multiple Quantum NMR

3.2.1 Single Quantum NMR
In seetion 1.3.3 we studied the linear response of a spin
system to a pulsed r.f. field and found that the components of

the resulting transverse magnetization are given by the expressions:
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1 1
(-i(w_ _+Aw)- =)t (i(w ~Mw) - =)t
<I > « Z(e nm T2 -e nm T2 I(I ) l2
X m X' nn
(10)
(i )= Tyt (-1 -Mw)- 1)t
<I > « Z(e nm 2 + e, no T2’ |(I ) 12
y mn ' . ' . y'nm
(11D

We note that the x component of the magnetization is proportional
2 ' , -
to I<n|Ile> and the y component is proportional to [<n|I |m>|2.
y
Ix and Iy are related to components of the first rank spherical

tensor by the expressions:

1 A —
I+ = - = (I + il
5 x y) (12)
1 ; :
I- =+ = (I =~-141i1) (12b)
vz X Y
I0 = Iz (12¢)
In addition, matrix elements of I0 and I+ are governed by the
expressions
<jm'|IOImj> = mém,m’ : (124)
l/2 '
<jm'|Ix|mi> = [ (iml) (jim)] ' “6m', mtl (12e)

Therefore, the operators I* can only connect spin states that
" differ in their magnetic quantum numbers by one, as shown in

figure 31. A more general statement is the Wigner-Eckart theorem

which has the form:

<j'm'|Amljm> = C(jLj'; mMm')<j'"AL"j> . (13)
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L )
L
L]
L d

XBL 7710-10022

Figure 31. Generalized energy level diagram of a

system of N coupled spin % nuclei. The single guantum
nmr experiment only produces coherent states between
energy levels differing in magnetic quantum number by
tl1. Such allowed transitions are indicated by the

arrows in the diagram.
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<j'HAL"j> is a reduced matrix element of the set of tensor
operators ALM’ and for the Clebsch-Gordon coefficient C(jLj';mMm')

to be nonzero, angular momentum must be conserved:
A(iLj') and m' = M+m . , (14)
Therefore, if M = 1 we get the condition

m' = mtl , (15)
and we see that any operator of the fOIﬂlA&Fl can only connect
states differing 1in magnetic quantum number by i}; Evidently,
if we expand the density matrix of a system of N spins in a
spheriéal tensor operator basis, the conventional nmr experiment
will only yield coHerent states that correspond to operators of
the foruuALtl. Let us examine the reasons for this in detail.

Suppose a spin system at equilibrium is exposed to an r.f.
field for a time tp’ and that the r.f. field is of sufficient

intensity that

w . >> Hﬂkntu . (16)

rf

Then as we have mentioned, the rotating frame Hamiltonian during
the pulse is, assuming the field is linearly polarized along the

y axis,

) ~ —wrfIy . a7y

A single quantum coherent state must be produced due to the
commutation relations between Ix’ Iy’ and Iz' That is, the

density matrix after the pulse is



—i(l)
pv t < e

t

rf p'y

I

iw ft I
e It PY

(18)

To evaluate equation 18 we differentiate twice with respect to

t
)
. —iwrfthy iwrftply
p(tp) = -w,ie [Iz’Iy] e
-iw .tI iw tI
= —p.e rf 7y I e rf 7y
1 X
and
-iw .t I w .t I
. e e 2 rfpy rfpy
p(tp) lw, - e [Ix’Iy] e
Co=iw _t I iw .t I
- - 2 e rfp I rf px .
1 z
Therefore
B(t ) = -w_2p(t ) or p"(t ) = w 20(t ) = 0
P rf P P rf ' p

Solving the differential equation we get

p(tp) = Acoswf

t + Rsinw
r

fp

and from the boundary conditions

p(0) = Iz and p'(0) = w

we get that

p(tp) = Izcosw

lIx

t + I sinw
X

lp

t

fp

t

1p

(19)

(20)

(21)

(22)

(23)

(24)
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Therefore, if the field is intense enough to enable the Hamiltonian
during the pulse to be represented in a form linear in spin
operators, the irradiation will produce a simple rotation in spin
space due to the commutation relations bétween Ix’ Iy, and Iz.

This fact can also be appreciated in the spherical tensor basis

~since

(1, I,,] =*1x . (25)

Of course, subsequgnt evélution under the internal Hamiltonian
of thé system‘will only produce operators that are single quantum
since, as we found in section-l.3$5, the internal Hamiltonian
must be secular. To find the form of coherent states produced
by evolution under a secular Hamiltonian we write Ix in terms of

spherical tensors:
I =% +1) | (26)
X 2+ - o

and the internal Hamiltonian has the form

H o= My, - j (27)

To find the effect of evolution under ﬂknt we must evaluate
terms like

-i)A, .t ilA, .t

e 0 g 200 (28)
To do this we expand the exponential terms in equation 28 to

obtain



(t) '
_37_{[It’ AZO]’AZO] ..... (29)

From Rachah's 'deéfinition of spherical tensor operators we have

that

1
[ I+, ALM] = i[%(LiM)(LiMil)] /2 ALMil (30)

and therefore

< A - (31)

[Ta0] = Ay

Now A2+1 is obviously a single quantum operator. In addition,
higher order terms will also be single quantum since they will
always involve commutors of ALil and A20 .

In summary, if the density matrix for a system N spins is

expanded in a spherical tensor basis

N L
p(t) = LE_N Mﬁ_L ar (A (32)

the result of the conventional pulsed nmr experiment is that

aLM(t) é 0 unless

M +1 for L*1 (33a)

M

0,#1 for L =1 (33b)

Therefore, only single quantum coherent states can exist. In
the next section we will discuss a type of nmr experiment in

which multiple quantum coherent states can be produced.
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3.2.2 Multiple Qﬁantum Experiments: General Scheme

Multiple quantum nmr is an example of 2-dimensional
spectroscopy. For that_reason, we will describe the general
scheme of the experiment using a convention introduééd By Ernst
and coworkers for 2-dimensional nmr experiments (80,81).

As shown in figure 32, the multiple quantum nmr experiment
may be divided into four parts: preparafion, evolution, mixing
and detection.

(1) Preparation Period

. During thié pefiod of length T, multiple quantum coherent
states are produced as a result of the action of the operaﬁor

U on the density matrix po..

+ .
p(t) = Up,U . (34)
Now U has the form
-i¥ T '
t=e M (35)

where ﬂhQ is a Hamiltonian with ﬁonzero multiple quantum matrix
elements. Furthermore, it can be shown (12) that for U to
efficiently produce multiple quantum coherence ﬂﬁQ must satisfy

the condition

HKQQTH~ 1 » (36)

(ii) Evolution Period

127

During this period, the multiple quantum coherent states evolve

under some internal Hamiltonian ﬂi for a time tl. Thus, the form
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XBL 8010-12486

Figure 32. Multiple quantum nmr is an example of a two
dimensional spectrbscopy. The multiple guantum

experiment may be thought of as being composed of four

parts:

(1)

(ii)

(iii)

(iv)

A preparation time of length = duriné which
multiple quahtum éoherent states are produced
by the action of a propagator U;

An evolution time of lehgth t, during which
the multiple quantum coherent states evolve
under a Hamiltonian Hys

A mixing time of length rl during which
multiple quantum  coherent states are
converted or mixed back to observabie single
quantum states by the action of a propagator
V; and

A detection period, during which the single
guantum singles are detected as they evolve

under a Hamiltonian Hz.
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of the density matrix is

—-i¥. t ' ii t
o+
per+e) =e Tlupg ute M (37)

(iii) Mixing Period

Multiple quantum coherent states are not directiy detectable
since, in general, the trace of the product of a multiple quantum
operator and Ix or I 1is zero. 1In nmr, detectable signal corres-
ponds to coherent states that transform as components of first
rank tensors. That is, transverse magnetization corresponds to
coherent state operators Ix and I that are components of a
vector opefato; I= (Ixi, Iyg, Izﬁ) . Buﬁ multiple quantum
coherence, as we have shown, corresponds to operators that are
components of second rank tensors or higher. Therefore, we require
that the multiple quantum coherence be converted, at least in part,
back to detectable coherent states. This occurs during the mixing
period T' by the action of the operator V on the density matrix
-ﬂcltl' + iJ_Cltl +

') =Ve Up. U e \ . (38)

p <T+t 0

1

Tt will be shown presently that V has the form

_iJ(" T' .
Ve MQ (39)

where ﬂh is a Hamiltonian with nonzero multiple quantud matrix

Q

elements.

(iV) Detection Period
Through the action of V on the density matrix p(T+tl), at

least some of the operators corresponding to multiple quantum
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coherent states are converted to single quantum operators. The
evolution of these operators under the Hamiltonian ﬂé is observed

during the detection period. The density matrix has the form

A -i¥_ t -t ' if t iX. t
p(T+tl+Ti+t2) = e 272 Ve 11 Up U+ e 11 V+ e 272

(40)

In general, the Hamiltonians ﬂi and ﬂé need not be the same and

they need not commute.
If we assume that the initial density matrix po is propor-

tional to Iz, the expression for the x-component of the magnetization

is
Sx(tl,tz) « Tr(p(r+t1+T'+t2)Ix) =
Tr(e-iﬂétz \' e-iﬂitl Ul U+ eﬂcltl V+ eﬂ(2t2 I) =
VA X
Tr(e-ﬂcltl v ut eﬂ{lt_1 v+eix2t2' I e_ixztz v)

(41)

In this thesis, we will only concern ourselves with evolution

under ﬂi, and, as will be shown presently, only the signal at t2 =0

will be observed (with T' = 1) as a function of tl. Equation 41

may be rewritten:

-ﬂﬂitl i¥ t

+ +
Sx(tl) « Tr(e U Iz U e v va) (42a)



and similarly

-i¥ t i¥ t
11 U Iz U+ e 11

<+
Sy(tl) x Tr(e \ va) (42b)

Subsequent Fourier transformation of Sx(tl) + iSy(tl) yields

the multiple quantum spectrum Fx(wl) +'iFy(w2):

-iwlt1
Fx(wl) + 1Fy(wl) = fdtle (Sx(tl) + 1Sy(tl)) . (42c)

3.2.3 Multiple Quantum Pulse Sequences
In the last section it was shown that in order to produce
multiple quantum coherent states it is necessary to produce a

non-secular Hamiltonian ﬂh . Now it has been shown that in

Q

systems of noninteracting spin'l nuclei, a weak pulse

(ml << w.) applied near resonance will produce double quantum

Q
coherence (56,57,58). The pulse scheme of such an experiment is
shown in figure 33. But as we found at the conclusion of section

2.3,-double quantum coherences can also be produced in such a

system by two high power 90° pulses that are 180° out of phase.
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We will pursue pulse sequences with the latter type of preparation.

In figure 34 is shown some basic multiple quantum pulsé
sequences that have been applied to systems of spin %—nuclei in
anisotropic phases, where internuclear éouplings are of the:direct
dipole-dipole type (58,83), and to systems of spin %—nuclei in
isotropic phases, where internuclear couplings are of the indirect

scalar type (80). We will concern ourselves with systems of the

former kind.
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XBL 768-10197

Figure 33. Multiple quantum nmr spectroscopy. A pulse
sequence in which a weak pulse, applied on resonance,

is used to prepare multiple quantum coherent states.



MULTIPLE QUANTUM PULSE SEQUENCES
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Figure 34.
(a)

(b)

(c)

(4)

(e)

(£)
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Multiple Quantum Pulse Sequences:
Calculations are simplified if a fourth
"fictitious" pulse P, is added, making the
"observable" <Iz>. Transverse magnetization
would be produced by the addition of a fifth
pulse contiguous to P4.
If the first two pulses are 180 degfees out
of phase and the irradiation is on resonance
(Aw = 0), only even quantum orders (Am = 2k,
k=20,1, 2 . . .) are prepared.

If the first two pulses are 90 degrees out of
phases and the irradiation is on resonance,
only odd quantum orders (Am = 2k+1, k =10, 1,
2 . . .) are prepared.

If the irradiation is off resonance, even or
odd quantum selection may be effected by the
inclusion of 180 degree ©pulses in the
préparation and mixing times.

The inclusion of a 180° (spin echo) pulse in
the middle of the evolution time removes the
effect of magnet inhomogeneity.

An even/odd selection experiment with a spin

echo pulse in the evolution time.



(i) Three-Pulse Experiment
The 3-pulse experiment is the basic multiple quantum pulse

sequence. P_. is assumed to be of x-phase and of duration tpl.

1
m
i = — P 1 -
The pulse power wrf is set such that wrftpl > s By is of -x
phase and tpz = tpl. P3 is identical to Pl' In order to simplify
the calculation, we place a fictitious pulse at time T' = T after
P3. This pulse is P4 and is assumed to be identical to P2. In
the absence of irradiation, the Hamiltonian is:
H = -fAwll . + LD (30 I =1 I,) | (43)
zz i zi i<y 13- 7zizi i
and we assume that W g >> |H!. Therefore, the density matrix at
the end of the preparation period is
T . T LT . LT
Uk -iJC 4oy s : -1
_ lZIx L zz' lZIx lZIx lﬂéz lZIx
p(t) = e e e 0e e e

= e vy (IzcosAwT - IxsinAwT)ve vy
—iHD T iﬂD T
= e Yy (IzcosAwT - IxsinAwT) e 7Y ' (44)
where we have used the fact that
[Aw§12i, iEjDij(3IZiIzj - Ii°Ij)! =0 (45)
and the definition
i = £ (3T .1, - 1,1 . (46)

.)
YY  i<j  yi'vi i3
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'Equation 46 may be rewritten in. terms of spherical tensor

operators
1

- R S )
ﬂ?y - iEjDij(AZO(lJ) + (32 (A,,(13) + A2_2(1J)), (47)

and we see that ﬂ?y contains zero quantum operators Azo(ij) and

double quantum operators A2+2(ij).

To evaluate equation 42 we first use the identities IZ = Io

and Ix = %{I+ + I_). Therefore we must evaluate

—iﬂD T iﬂD T
YW 1 e YV coshut ' (48a)

€ 0

and

-ﬁKD T iKD T
yy

e 1 e Y7 sintwr . (48b)

If fDij'T|‘<l we can evaluate 48a by expanding the exponentials

as we did in the last section. We obtain

—iKD T iHD T
yy yy

I, e = Iy t+d iEjDijT([IO,AZO(lj)] +

€ 0

1 .
T 1558y, (1] H Iguh,_,(1])) +

higher order terms. (49)

From equation 9a we see that the first order terms will yield

2-quantum operators since

[Ip:4,,,1D] = 24,,,(3) (50b)
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Second order terms will have the forms

20, |
TvDilem[AZiz(lJ), AZO(Qm)] (51a)
2.0 he ..
T DijD lm[AZiZ(lj)’ Aziz(lm)] (51b)
y S
T Dilem[Ath(lj), Aznglm)] (51c)

After summing over i, j, £, and m such that i < j and 2 < m, we

find that terms like
(A, (1), Ay (im)] | (52a)
" form 2-quantum operators and terms like

[Ayep (11, Ay, (im)] C (52b)

form zero-quantum operators. Terms like 51b are zero.
Higher-order terms produce higher quantum operators. For

example, third order terms will appear of the form

3.y ' ' .. . .
T DijDimDiQ[[AZtZ(lj)’ Azo(lm)], A2i2(1£)] (53)

and will yield operators like

A4t4(ij,2m) (54)

which are 4-quantum operators.

Equations 5l and 53 point out an important fact in multiple
quantum nmr. We note that first order terms, which yield two
quantum operators, are proportional to TDij’ second order terms
: ‘e 2.4 . th
are proportional to T DijD o’ and in general the n order term

is proportional to the product of n TDij's' Therefore, unless
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fDij approaches one for all i and j, the higher quantum operators
will not be produced to any great extent. If some coupling
constants are very small, long preparation times will be required
to produce high quantum coherent states.

We notice that 48a only gives even quantum operators. 0dd
quantum operators are obtained from 48b, which is proportional
to sinAwT, so if the experiment is done on resonance, only
even quantum operators are prepared. In addition, it can be
easily shown (58) that if the phase of P2 is 90° relative to Pl’
and the ekperiment is done on resonance, only odd quantum
operators are prepared.

From our work above it is evident that at t = T, the density

matrix has the form (84)

p(1) 'uZmaLM(a;T) AL (@)

EIDM(T) - (55)

where pM(T) = aEaLM(a;T) ALM(a) and o complete§ the definition
of the operator basis.
We now consider evolution of the multiple quantum coherent

states under the Hamiltonian

. = -0wI_+ ID

(31 .1 - I,°I, . 56
L 2% (L0 {1y (56)

zi“zj

After evolution for a time tl, the density matrix has the form
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-1¥C t iH. t
11 11
+ =
p(t tl) E«e OM(T) e
—i%¢ . i 7
e i zztl elAwtlIZ o e 1AmtlI el zztl
M O )
(57)
From the definition of py(T) it is easily shown that
iAwt I ~iAwt I -iMAwt
17z 17z _ 1
e QM(T) e = pM(r) e . (58)

Now ﬂ;z has the form AAZO since it is a secular Hamiltonian.
Therefore an M-quantum operator can only be transformed into a
linear combination of M-quantum operators as a result of evolution
under ﬂ;z. This means that the time evolution of M—quantgm
coherent states under Kéz is modulated by the off-resonant term, and
the modulation frequency is MAw. In the frequency domain, this
means that the M-quantum spectrum is offset from resonance by
MAw. We see that by performing the multiple quantum experiment
off resonance, the various mul;iple quantum transitions may be
separated by brder.

It remains to convert multiple quantum coherences back to
observable coherences. Since we have added a ficﬁitious pulse

-iH T :

P4’ the transformation by V = e yy will convert some multiple

quantum coherences back to Iz. Observable states Ix and Iy can
be obtained by a 90° pulse P5 contiguous to PA' The density

matrix at t2 =0 is
-iH t Xt
11y I, tte 11yt (59)

p(t+t.+1') = V e

1
Of course, not all of the multiple quantum coherent states will

be converted to Iz since evolution has»qccurred under ﬂi and
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so p(1) # o(T+tl). We also note that for the three pulse
sequence V has the form, assuming 7' = T
-i¥ T ,
vee " (60)

and therefore V is not the adjoint of U. To find the effect of

this we write the expression for the signal at t2 = 0:
. = ry
Sy(tl,T,T ) Tr(p(r+t1+T )Iz)
-1 t it
-mrve tlturute A )
-idC t i t
+ +
=te tlturvte PPyt w6

where we have used the fact that the trace is invariant to cyclic

permutations. Now if we expand the trace in an eigenbasis of

Ki we get
-iw t
. = v
Sy(tl,T,T ) mg e (U Iz U )mn (v Iz )nm
(62)
+ .
If U=V we would obtain
-iw t
. " o= m 1 + + *
Sy(Tl,T,T ) gn e (U IZ U )mn(U Iz_U )mn
-iw t
_ mn +,2
= gn e (ju 1 U | ) n (63)

+ . . :
But when U # V , as in the case in the 3-pulse experiment, phase
terms will occur in Sy(tl;T,T'). This means that the multiple
quantum coherent states are out of phase, a condition which does

not occur in single quantum nmr (see equations 10 and 11).
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(ii) Four-Pulse Experiments: Echoes in tl
The 3-pulse sequence is of limited utility for the

following reason. Let us consider evolution of the density matrix
p(1t) = Loy (1) (64)
MM
under the Hamiltonian
X o= - 30 .
1 Aw(r)Iz + 2z (65)

The first term implies that the offset is specially dependent, a
situation that would occur in an inhomogeneous magnetic field.

As before, we can consider evolution under the first term separately
from evolution under the second tern since Aw(r)Iz and H;z commute.
Evolution under the first term is identical to equation 55:

iAw(r)t, I ~iAw(r)e, I —iMAw(r)tl

17z 17z _
e oM(r) e = oM(r) e

(66)

Equation 66 implies that the inhomogeneous broadening is propor-~
tional to M, the order of the multiple quantum coherence. Therefore
the inhomogeneous broadening in the M-quantum spectrum is M times
the inhomogeneous broadening in the single quantum spectfum, a
fact which would limit resolution and signal-to-noise in the high
quantum orders.

A sdlution to the problem is to apply a 180° pulse in the
éenter of the evolution time (see figure 35). This is the Hahn
spin echo technique (85). The expression for the density matrix

at the end of tl is:
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-’5)¢ ¢ 12'-)qb ™ 2
t t
T 2 2

Increment | t by At
¢ by A¢

Then offset Aw!™ = n Ae
| At
XBL 796-10254
Figure 35. Time proportional phase incrementation

(TPPI). Multiple quantum orders may be separated by
off resonant irrédiation unless a 180° pulse is
included in the middle of the evolutioﬁ time. But the
multiple quantum orders may still be separated by an
incrementation of the phases of the first two pulses
(Pl and Pz) relative to the third and fourth pulses.
When the evolution time is incremented at Atl, the |

phase is incremented by A¢. The effective offset is

th X2
Aty

then, for the n multiple quantum order nAw =
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_- . _- .J{\ _. -J{‘
lﬂitl/z elﬂIX 1ﬂitl/2 i ltl 1nIx el ltl/2

(T+tl) =e DM(T) e e

Py
(67)

where ﬂi is given by equation 65. We now use the facts that ﬂ;z

and Iz coﬁmute, that ﬂ;z is invariant to a 180° pulse, and the
identity
1TrIX 1Aw(r)lztl/2 —1TrIX -1Aw(r)Iztl/2
e e e =e (68)

to obtain the expression

—13C ¢ ~iAw(r)I_t -1 ¢
2
DM(T+t1) =e 1 1/2 o z'1/ o 22 1/2 DM(T)
1Aw(r)Iztl/2 lﬂitl/z
e e
-1MD tl iﬂD tl
= 2t p() e (69)
where pﬁ(r) is specified by
DM(T), if M is even (70a)
- QM(T), if M is odd. (70b)

Equation 69 means that the effect of magnetic field inhomogeneity

has been removed during t. and only evolution under KEZ remains.

1

However, we also notice that the echo removes the modulation term

~iMAwtl .
e which allowed us to separate the different multiple quantum

orders. Therefore, all multiple quantum transitions for all M

will occur within *Aw of resonance, where 2Aw is the bandwidth
max max

of the widest multiple quantum order. This may result in an

intractable spectrum if the number of spins N is large.



- We will discuss two solutions to the problem, phase Fourier
transformation (PFT) and time proportional phase incrementation
(TPPI).

PFT amounts to the selective detection of multiple quantum
orders, and.has been used in both isotrobic systems (86) and
anisotropic systems (58). Suppose we perform the 4—§ulse multiéle
quantum experiment; and‘the resulting multiple quantum signal is

-i¥ 1t -i¥i t i¥ t i T
11 oy (1) x e Ll 1)

]
™
=
s}
—~
o
®

N '
Sy(tl,T,T )

= ﬁ SM(tl;r,r') . A (71)

Nov the experiment is repeated, but the phases of the first two
pulses are shifted by ¢ relative to the phase of the third and
fourth pulses. By a phase shift is meant a rotation about the

.z axis. Therefore the density matrix at the end of the preparation

time is
+im I =il v -im I im I i 1 -im oI
p(t,Q) = e /2 v e z; e /2 v 0 e /2 v e zz e /2%
(72)
where
-iyI iyt
= k4 z
Iw'- ¢ Ix € (73)

Using the fact that Iz commutes with ﬂgz and the definition of g

we can rewrite equation 72 as

-iyI iYI

z z
e %pM(T) e

p(T,¥)

ﬁDM(T) S (&4)
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Our expressions for Sy(tl;T,T',w) would now be

, —LKD ' -iX. t i3 t iﬂD T
Sy(tl;r,r',w) = § o ~1vM Tr(e 2% e 11 oy (T) e 'L, w g )
-z o1V Sy (E5T,T) (75)

Suppose the system has N nuclei with spin %, so M varies from
-N to N. Let the_experiment be repeated 2N times and let the phase
of the first two pulses be shifted each time by 2TT/|M'| where M'
lies between -N and N inclusively. Summing the resulting signals
we obtain a Fourier expansion in phase

N 2N-1 =-iM, 27n

. 1y — (__T) . 1
Sy(tl,r,r ) =§N nEO e M SM(tl,T,T ) . (76)

The only orders toadd constructively are those for which IMI =
2k|M'| and k = 0, 1, ...

The disadvantage of this type of detection is that the selec-
tivity is limited in the sense that several orders will still be
superimposed within the region iAwmax. For example, if the phase
increment is g , the multiple quantum coherences of order 0, 4, 8
etc. would add constructively. But as we will find in section
3.4, the zero quantum spectrum may be very complicated especially
if N is large and the symmetry of the spin system is low, so an
intractable spectrgm may still result. The zero quantum coherent

states may be eliminated by using the expansion

N2N-1 2T,
T,T') = I I (=) e M’ SM(tl;T,T') . an

S (t
y 1 =—N n=0
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Suppose we again increment the phase by g', but use the expansion
given by equation 77. Then the coherences of order 2, 6, 10 etc.
will add constructively. In any case, if the multiple quantum
spectra are simple enough, the limited selectivity provided by
PFT suffices. However, if the number of spins is la;ge (N 28)
even the lower order multiple quantum spectra may be complicated
enough so that PFT is not useful.

Time proportional phase incrementation (TPPI) has been applied
primarily in anisotropic systems of spin %-and 1 nuclei (84, 87).
TPPI enables complete separation of multiple quantum orders independent
of evolution during tl, by shifting the phases of the first 2 pulses
relative to the third and fourth by an amount proportional to tl

(see figure 37). Equation 75 may be rewritten as

' —iw(tl)M : B
Sy(tl;T,T ) = ﬁ e SM(tl,T,T ) . (78)

Now if the timing increment in t, is Atl, and the phase increment

1

is Ay, the effective modulation frequency is given by

. "
My = —L
Atl

or

w(tl) = tlAm . (79)

Substituting 79 into 78 we get

-iMAwtl
. "y = . '
Sy(tl,r,r ) ﬁ e SM(tl,r,T ), (80)

and the order dependent modulation has been restored.
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In figures 36, 37a and 37b are shown multiple quantum nmr
spectra of benzene dissolved in a nematic liquid crystal solvent.
Figure 36 shows the multiple quantum spectrum of benzene obtained
from a 3 pulse experiment. In figures 37a and 37b the four pulse
sequence was used and separation of the multiple quantum orders
was accomplished‘by using the TPPI technique. In figure 37a the
resolution is limited by truncation of the multiple quantum free
induction decay. In figure 37b the multiple quantum signal was
allowed to decay for several time constants, and subsequent Fourier
transformation yielded a high resolution spectrum. Below the
experimental spectrum in 37b is a stick spectrum generated by
- the program MQITER (88). The single quantum and multiple quantum
nmr spectra of benzene have been extensively discussed in the
literature (58, 83, 84, 89, 90, 91, 92), and so we will make only
a few brief comments. As a consequence of the Déh symmetry of
benzene, all single and multiple quantum transitions may be cal-
nulated from a single independent dipole~dipole coupling constant
and three scalar coupling constants.

From the single quantum spectrum these were determined to be: ,

2D, = 3 /3D, = 8D, = -867.5 hz (81a)
le = 8.0 hz (81b)
Jl3 = 2.0 hz , (81c)
3y, = 0.5 hz . | | (81d)

" The multiple quantum spectra shown in figures 36, 37a, and
37b were the result of the coaddition of multiple quantum power

spectra. Each power spectrum was obtained for a different value
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Oriented Benzene
n=0 _ n-Quantum NMR Spectra

|
I <8
i %MAk,ﬂmhﬂka&ﬂvAmba,Jg_,A__~,A_
1 | 1 1 1
0 dw 20w 3Aw 4Aw 54w BAw
Frequency (Aw =5.967 kHz)

XBL 781-6770A

Figﬁre 36. The multiple quantum spectrum of oriented
benzene obtained by the three pulse sequence (see
figure ,34(b)‘)' The irradiation was applied 5.967 khz

off resonance and so all orders are observed.
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Oriented Benzene
n—-Quantum Echo Spectra

2L VI Y
Aw 2Aw 3w 4Aw S5Aw 6Aw

Frequency _
XBL 7910-12225

{
Figure 37(a). The multiple gquantum spectrum of

oriented benzene obtained by the TPPI pulse sequence
(see figure 35). The -phases of P1 and P2 were
incremented by 29.5° each time t1 was incremented by
At1 = 10 usec. Note the increased resolution relative

to figure 36. ‘The transformed FID was truncated thus

limiting resolution.
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Figure 37(b). The multiple gquantum spectrum of

oriented benzene obtained by the TPPI pulse sequence.
The multiple quantum FID was allowed to decay for at
least one time constant. Below 1is shown the

theoretical spectrum.

~7
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of the preparation time T. Preparation times varied from 8 to

15 msec. The coaddition of several power spectra with different
values of preparation time 1, is usually necessary in multiple
quantum spectroscopy since multiple quantum transition intensities
are a function of 1. Therefore, for a given value of T, not all
transitions may be observed. Power épeétra are added since, as
was shown by equation 62, multiple quantum transitions are out

of phase unless U+ = V.

3.2.4 Example: Calculation of the multiple Quantum Spectrum
of an Oriented Methyl Group
In sections 3.2.2 and 3.2.3 we discussed general aspects of
the basic multiple quantum nmr experiment. A specific example will
now be considered, that is, we will calculate the multiple quantum
nmr spectrum of an oriented methyl group.

For the purposes of calculating the frequencies and intensities
of multiple quantum transitions, it suffices to consider the symmetry
group of an isolated, oriented methyl group as C3. Accordingly the
E-representations have two states each and the A representation has
four states (see table 3.1). 1In an oriented phase the protons are
coupled throdgh the direct dipole-dipole interaction, and the
appropriate energy level diagram is given in figure 38. We see
that we may treat the methyl group as 3 "pseudo-particles". Each
of the "E" particles behaves as an isolated spin %-nucleus since

the E transitions are independent of the dipole-dipole coupling,

and so may only contribute to the central line of the single quantum



|-

|

N| —

152

2 b
| E
1 |
2T N 72—
hw
1 | ' Z
3
2
XBL 812-8118

Figure 38. The energy 1level diagram of an oriented

methyl group.

Multiple quantum transitions occur

within the A manifold.
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spectrum. The "A" particle behaves as an isolated spin g-particle
with a "quadrupole", and we observe 3 single, 2 double, and a

triple quantum transition within the A manifold (see figure 39)

Table 3.1 Symmetry-Adapted Basis Functions for an Oriented

Methyl Group -

(i) A representation

a/2) = Joow>

A(l/z) = l//§ (|aaB> + |aBa> + |Baa>)
a-L72)y = 11/3 (|8ge> + |BaB> + |088>)
a(-3/2) = |sss>

(ii) Ea representation
1 | 1 *
Ea( /2) = ~/V3 (JaaB> + €|aBa> + € |Baa>)
Ea(-1/2) = 1//3 (|8Bo> + €[BaB> + € |aBB> )
(iii) Eb representatiom

Eb(l/Z) = l//3 (|aoB> + €*|a8a> + £|Boa>)

Eb(-1/2) = 1//3 (|8Ba> + " |BaB> + €|aBB>)

We will consider the 3-pulse sequence described in section
3.2.3 (see figure 34). 1In orderlto calculate the y component of
the signal Sy(tl;T,T'), we add a fictitious pulse P4 at tz'f 0
that is identical to P2' Again, addition of the fictitious pulse

P, means that we are really calaculating <Iz(t)> . However,

4
addition of a contiguous 90° pulse 180° out of phase with P4

would transform Iz to Iy. If we wish to include the x component
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Acetonitrile

n—Quantum Spectra

4

—
3 kHz

Figure 39.  The

XBL 823-8633

multiple quantum spectrum of

acetonitrile oriented in a nematic 1liquid crystal

obtained by the TPPI

pulse sequence.



of the signal Sx(tl;T,T') an analogous calculation is required

in which'P4 is 90° out of phase with P3. We will only consider

the y component.

We begin by calculating the density matrix at t, = 0. We

obtain, assuming T = T'

155

T m - T s
-i=T i—1 -i¥(t -i=I - i=T
. —ifC L
p(T+tl+T) - e 27x YT 27x o 1 o 27x o i3t o 2°x Iz X
T il m
LT ™ 3 T g
lzIx 1Kt 121x i tl lZIx it lZIx
e e e e e e (82)
where the Hamiltonian ¥ is
d 2 2
J{‘ = - + — -
j AwI, 4(312 %) (83)
Equation 82 may be rewritten as
-iH T —iﬂtl -iH T i T iﬂtl i T
(e +r) = e 7 e e Vo1 e 7 oe e 7V (84)
where
iK1 —i-TZLI ~1I T i-g-I
e VWo- e X e z e X (85)
2 2
and we have used the fact that Iz and 3Iz - I° commute.
We are interested in calculating the quantity
<I (£)> = Tr(p(t)1,) (86)
Substituting equation 84 into 86 we obtain '
-i¥ T -iX ztl -iH T i T i¥ tl
<Iz(t)> = Tr(e YV e z e vy Iz e 7Y o %% X
i T
e VY Iz)
-iK tl -iK T i 1 1K zt1 i T -if T
= Tr(e zz e Yy Iz e VY e 2 e VY Iz e y
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where we have used the fact that the trace is invariant to cyclic

permutations.
Now we expand the trace in an eigenbasis of ﬂ;z to obtain

-iK t. -iK T i 1 1t
T <ale 2271, Y e YV o % 1 X

aB Z

I

<Iz(t)>

il T -i¥ T

gle ¥ 1 e Vo

—iwa8tl -i5 T i T
= X e <ale Wor e ¥ | 8> X
aB z
il 1 i T
<Ble vy I e e . \ (88)

In order to evaluate equation 88 we must obtain matrix elements
-i} T i T -if T

of e vy Iz e VY We first rewrite e vy as
- i T
-iH T -i=1 .- i—-I .
e Yo- e 27 x e—lﬂ% o 27°x
LT . LT LT LT
_ lZIx . DD +lZIx lflx +Awlz +121x'
= e e e e e e
—iﬂD T iAwl
=e Ve 7 (89)
Therefore
-iH T i T éKD T iAwl T LKD T —-iAwI T
e vy I e o= e Yy e y I X e . e y
z : z
-iﬂD T ﬂHD T
= e yy (IzcosAwT + Ix sinAwt) x e o,

(90)



and we must now calculate matrix elements of

~i3® 1 i3 ¢
oYy
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e V1 (91a)
z
and
-iJ(D T i}(D T
e VY Ie vy (91b)
To:-evaluate 91a and 91b we use the fact that
-1 1 L
e 7Y = cosd'T - EMsind'T (see appendix 3.1) (92)
to obtain
- . . =
Ce(@'D+ 33" 0 igzg(d'T) 0
-3 0 c(d'T)- 3s(d'1) 0 7i£§§(d'r)
e VY 2 2
, 153 @' 0 c(d'1t)- %s(d'r) 0
. ] i 1 ]
B 0 153 @' 0 c(d'n+ 3s(d'T) |
(93)
where
1
- -l 0 -/3 0
0 1 0 -3
M= (94)
-/3 0 1 0
- 0 -3 0 -1
. ' 3d
and c(x) = cosx, 8(x) = sinx, 2d' = — .
2 'ﬂD
-i

We can use the matrix elements of e 77 given in equation 93

together with the definitions of Iz and Ix’
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B - — —
3 0 0 0 0o V3 0 0
o 1 0 1 0 0 . i V3 0 2 )
z 2|y 0 -1 0 x 2|, 2 0. /3 (95)
0 0 0 -3 Lo 0o V3 0

To evaluate the matrix elements of 91. The results are given in
table 3.2.
To calculate the multiple quantum spectrum, equation 88 is

Fourier transformed with respect to tl:

1 --imtl
Eﬂfatle <Iz(tl)>

]

<Iz (wl)>

-iH T i T
o1 e Y |gs

ags <S(wl.waB)“te

i =t -i¥ T

gle ¥ 1 e Vo (96)

The eigenfrequencies are obtained by taking differences of matrix

elements of the evolution Hamiltonian defined by equation 83:

- - d
w12 = -Aw + 2
Single Quantum (97a)
Wyq = -Aw
- —pp - &
Wiy Aw 2
w13 = <2Aw + %- .
Double Quantum (97b)
W,, = 20w - 2
w,, = =3Mw Triple Quantum (97¢c)

14
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where the prime on the coupling constant has been dropped. 1In
summary, the multiple quantum spectrum can be calculated using equa-
tion 96, obtaining intensities from matrix 95, and frequencies from
equation 97. For example, the triple quantum line is at Wy, = -3Aw
. . 3. 4 . 2 '

and has the intensity 261n (dt)sin” (AwT).

It is also easily shown that the contribution to the éingle

. - .1 .2
quantum transition at W, 3 = =-Aw from the E transitions is 531n AwT.
-iH T i T
The matrix elements of e YW1 e VY , given in equation 91

z
explicitly demonstrate some features of multiple quantum nmr that
we discussed in the preceding section. The single quantum and

. L . - . . 2
triple quantum transition intensities are proportional to sin Awt,
while the double quantum transition intensities are proportional

2 . . .

to cos Awt. So if the experiment is performed on resonance, only
the double quantum transitions will be observed. We also note that
while the single quantum transition intensities are proportional to

2 . o . . 2
cos dT , the double quantum intensities are proportional to sin dT

. . , . . . 4
and the triple quantum intensity is proportional to sin dt. There-
s

fore, unless dT approaches - , the double and triple quantum

2

transition intensities will be low.

3.2.5 Multiple Quantum NMR as a Method for Studying Molecules
in Liquid Crystalline Mesophases
Thus far; we have considered in some detail, the basic multiple
quantum experiment, through which we can observe transitions that are
forbidden in conventional nmr. We will now discuss how this technique
may be of use in the study of liquid crystals and nonrigid moleculés

dissolved in liquid crystél solvents.



161

As we have seen, transigion frequencies in nmr afe given by
matrix elements of nuclear spin interacﬁion Hamiltonians (see
section 1.3.4). As we have aléo seen, such Hamiltonians are scalar
products of tensors that involve spin operators (A) interaction

parameters (T).

X = E S(Y" A, T . (98)

. It was also mentioned in the last chapter, that the principal axis
system (pas) of the tensor T, is related in some straightforward
way to the molecular geometry. For example, the dipolar tensor

is uniaxial in its principal axis system and the unique axis is
parallel to the internuclear vector. However,'the spin operators
are quantized along the magnetic field direction, and similarly,
the z axis of the tensor T in equation 94 must be parallel to the
magnetic field direction. 1If we then use the factvthat interaction
Hamiltonians are truncated, so that only the compdnent A20 that
commutes with the Zeeman Hamiltonian contributes to the static

Hamiltonian, equation 98 may be rewritten as

= a,, g ngs Dég)(ﬂ) , (99)

where

T1ab =5 TpasD(Z)(Q)

20 = & T2q Pq0 g (100)

and we have neglected the isotropic component of the Hamiltonian.
Equations 99 and 100 assume that the principal axis system

is fixed with respect to the laboratory frame. If, as occurs in
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liquid crystalline systems, the molecule moves in some anisotropic
fashion, and if thg rate of motion is fast on the nmr time scale,
then the transférmation from the pas to the laboratofy fréme may

be motionally’averaged (93). It is convenient to first transform
from the pas to a fixed molecular coordinate system, and then carry

out the motionally averaged transformation into the laboratory frame:

lab _ pas _(2) (2) :
TZO pé T2q qu (QO) < DpO (Ql)> . (101)

Equation 101 assumes that the molecule is rigid and therefore any
motion is ''whole-molecular'". However, if the molecule is not
rigid, but interconverts rapidly between n geometric configurations,

equation 101 must be rewritten as

lab pas\n_ (%), n
T = 1P Z(T D .)<D
20 L n(pq( q ) bq ( O)

(L)

50 <n§>>> | (102)

where Pn is the probability of the nth configuration occurring.

In equation 97 we have neglected vibrational and tortional effects.

Tpas)n

%q , the unknowns of the problem

Given a knowledge of the tensors (
are the products

_ (2) (o n
Qn,p = Fn<Dpo (Ql )> (103)

of which there are, in general, 5n. Thus, in order to determine
the problems, 5n independent tensors T must be measured.

As was mentioned in the last chapter, deuterium magnetic reso-
nance has been a particularly popular method for studying liquid
crystalline systems. What is required, then, is that 5n unique

electric field gradient tensors exist in the molecule of interest.
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Since the quadrupolar interaction is a '"'single particle'" interaction,
that is, the Hamiltonian only involves parameters of a single nucleus,
 there must exist 5n non-identical nuclei in the molecule. We will
define the term 'non-identical nucleus' presently. But if the

number of configurations n is large,.the problem may be underdetermined.
For example, suppose we wish to study an alkyl chein molecule with
three internal bonds such as n-hexane. As we will learn in the next
section, even if we only consider the ail—trans and the single~gauche
configurations there will be 10 products of the form given in equation
103. However, perdeuterated n-hexane has only 3 unique typesvof
nuclei and therefore only 3 quadrupole splittings can be observed.

So in manyinteresting molecular systems there is an insufficient
number of quadrupolar splittings to determine the problem.

A solution to this difficulty is to observe the dipolar spectrum
of the protonated molecule (93). Given N nonidentical spin %—nuclie,
the number of dipole-dipole couplings is N!/((N-2)!2!), and this is
elways larger than N for N > 3. Of course, the number of independent
couplings decreases if there is molecular symmetry, but in general
the numbef of couplings will exceed the number of nuclear types. For
example, the number of independent dipole-dipole couplings in n-hexane
is 16, a sufficient number to determine the problem if we consider
only the all-trans and single-gauche configurations. In fact, if we
were only to consider couplings between'methylene protons we would
still have a sufficient number of couplings (10) to détermine the
problem.

The main difficulty with observing proton dipolar spectra is
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Figure 40. Proton nmr spectra of various molecules

oriented in liquid crystal solvents.
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that they tend to become very complex as the number of spins
increases, as is shown for several molecules in figure 40. We note
that even in a very symmetric molecule like cyclooctane, the number
of transitions is so large that there is no resolution at all in

the proton dipolar spectrum, and of course, the number of transitions
increases for lower molecular symmetries.

A solution to the problem is to simplify the dipolar spectrum
by selective isotopic labelling. One approacﬁ is to selectively
deuterate the molecule,~and observe the fine structure on the quadru-
polar satellites due to dipole-dipole couplings between deuterium
nuclei (with proton decoupling). This technique was used by Hsi and
Luz (47) in a study of the alkoxy chain of an no.m liquid crystal.
Another approach, used by HShener et. al. (95) is to observe the
natural abundance carbon-13 spectrum of selectively labelled liquid
crystals. Natural abundance 13C spectra of selectively deuterated
MBBA and nitrogen-15 labelled 50.7 yielded carbon-deuterium and
carbon—nitrogen couplings respectively. In addition, the 13C
local field spectrum of fully protonated MBBA yielded carbon-
proton couplings free of compiications due to proton-proton couplings.

At this point we wish to suggest an additional technique,
multiple quantum nmr. The advantage of multiple quantum nmr lies
in its ability to simplify dipolar spectra without loss of information
and without the necessity of synthesizing series of selectively
labelled compounds. The simplification occurs since the number of
transitions in the hign multiple quantum orders is far less than the

nurber of single quantum transitions. From figure 41, it is evident
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Figure 41. Generalized enery level diagram of a system
of N coupled spin % nuclei. Arrows indicate various

multiple quantum transitions.
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that while there are many transitions for which Am= 1, there is

only 1 transition for Amv= N, where N is ﬁhe'number of spin %

nuclei, the number of M-quantum transitions is, assuming no symmetry,
(E)ZN-M. Therefore we expect 1 "N'" quantum trahsition, 2N'"N-1"
transitions, 2N(N-1)'N-2" transitions etc. Since the number of
single quantum transitions is N2§—l, we realize that the higher
multiple quantum orders are far simpler than the single quantum
spectrum. We also realize that since there are N!(N-2)!2!) couplings,
we will require at léast N-2 quantum spectrum for the analysis.

In closing we wish to mention that multiple quantum nmr has
already been used in several instances to study systems of strongly-
coupled protons in liquid crystalline phases. In a_;gady which 1is
a classic example of the spectral simplification possible through
multiple quantum nmr (88, 96), the average conformation of the
biphenyl moiety of a cyanobiphenyl liquid crystal was studied. Also,
multiple quantum nmr has been used to study the relaxation of an

oriented methyl group (97), and the correlation bewteen two oriented

methyl groups (98).

3.3 Nonrigid Chain Molecules in Uniaxial Phases

3.3.1 The NMR Symmetry Group of a Polymethylene (PM) Chain

In this section we will derive the symmetry group of a
polymethylene chain. We wish to do this because once the symmetry
group of the molecule is identified and the appropriate character
table is available, the energy level diagram of the spin system can
be determined. Once the energy level diagram ia available, we can

calculate the number of transitions in each multiple quantum order.
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We will derive the symmetry group of a chain composed of fouf
methylene groups. The three internal bonds of such a chain are
assumed to be undergoing rapid gauche-trans interconversions. By
"rapid" is meant that the interconvefsion rates greatly exceed the
proton dipole~dipole couplings in frequency units. Now for PM

chains the gauche-trans interconversion rates are expected to exceed

109 sec-l in liquid crystalline systems, whereas proton dipolar

\ 4 - .
couplings are not expected to exceed 10 sec 1, so the term rapid

is appropriate. Furthermore we assume that the probability of a

()

trans to gauche

(=)

interconversion occurring equals the probability
of a gauche to trans4interconvétsion.AlSO we assume that the ends
of the chain are indistinguishable, so we are interested in the
proton nmr spectrum of say, deuterium-decoupled n—hexane—l,l,l,6,6,6-—d6’0
or 1,4-dibromobutane.

To obtain the symmetry group of a nonrigid chain, we use the
approach of Longuet-Higgins (99). By this method, the symmetry
group is composed of all feasible permutations‘and permutation-
inversions of identical nuclei. A feasible opé;ation is defined
as an opefation that does not involvé passage over an infinite
energy barrier, and identical nuclei are defined as nuclei whose

exchange leaves the nmr Hamiltonians invariant, where the nmr

Hamiltonian is

H=-3Aw,1¥ + £ 3., 1%+ = p,.(31. 7%
i 1z z

13- 1terdy . (104)
i<j 1] i<j ij z

If we use the numbering scheme shown in figure 42, given our

assumptions on the nature of the chain motion, the symmetry group
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n-hexane—dg: Numbering Convention

3 4 78
1 2 56
X
z XBL 823-8623
Figure 42. The nuclear 1labelling convention for

n-hexane—ds.
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is of order 4 with the operations:

0, = (12)(34)(56)(78) = o, (105a)
0, = (18) (27) (36) (45) = i (105b)
O3 = (17)(28)(35) (46) = c, (105¢)
O4 = E (1054)
The symmetry group is therefore isomorphous to C2h and has the
character taBle:
E C2 Oh i
Ag 1 1 1 1
Au 1 1 -1 -1
Bg 1 -1 -1 1
Bu 1 -1 1 -1 (106)

We now need to calculate the character table for the group
using a set of reducible representations. Each reducible represen-
;ation corresponds to a matrix representation of the operations of
the group, in which the basis set of eachvrepresentation is composed
of the direct product functions of a given Zeeman manifold. The |

character table is:

E C2 oy i
F'(m=4) 1 1 1 1
'(m=3) 8 0 0 0
I'(m=2) 28 4 4 4
['(m=1) 56 0 0 0

['(m=0) 70 . 0 -0 0 (107)
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The energy level diagram may now be obtained if we decompose
the reducible representations of 107 into irreducible representations.
The number of times that a given irreducible representation occurs
within a reducible representation is given by the equation:

h—lEN G (¢ ) e, 108
. . .th . ,
aj is the number of times that the j irreducible representation
occurs within a reducible representation. The summation is over
classes and Nk is the number of operations within the kth class.
For C.,., h = 4 and N, = 1 for all k.
2n k

Using equation 108 we obtain the decompositions:

I'(m=4) = Ag (109a)
F'(m=3) = 2Ag + 2Au + 2Bg + 2Bu (109b)
F'(m=2) = 10Ag + 6Au + 6Bg + 6Bu (109¢)
['(m=1) = 1l4Ag + 14Au + 14Bg + 14Bu (1094d)
F(m=0) = 22Ag + 16Au + 16Bg + 16Bu (109e)

From equations 109 the energy level diagram may be easily
deduced and is shown in figure 43. The number of lines in each

multiple quantum order is as follows:

1988 lines and a central line at 24w
2860 lines
2098 lines . (110)

M= Am=8 1 line at 8Aw
7 4 lines
6 28 lines and a central line at 6Aw
5 140 lines
4 448 lines and a central line at 4w
3 1092 lines
2
1
0
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n-Hexane—-dg

Energy Level Diagram

2 2 2 2
10 5] 6 6
14 14 14 14
22 16 16 16
14 14 14 4
10 6 6 6

Aublo-wma s3]

XBL 823-8629

Figure 43. The energy level diagram of a 4 methylene
chain assuming equal population of the gauche (+) and

gauche (-) states and rapid interconversion between

configurations relative to the nmr time scale.
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If the chemical shift difference of the protons on different
methylene groups is negligible compared to the dipolar couplings,
we expect the lines to occur in pairs about MAw in each order.
Thus, there are two pairs in the seven quantum, 14 pairs in the
six quantum with a central line at 6Aw etc. In general the number
of lines in the seven quantum spectrum equals the number of ";ypes"
of nuclei that is, the numbér of nuclei connected by symmetry. This
feature may be understood, in the case of n—hexane-l,l,l,6,6,6—d6
as follows. Since the m = #4 eigenfunctions are of Ag symmetry,
7-quantum transitions may only occur from Ag statés in the m = #*3
manifolds. Let us consider the transitions from the m = -3 to the
m = 4 manifolds. We know that for a given Zeeman manifold, the Ag

basis functions can be projected out of the direct product basis

by application of projection operators of the form

%
Ag _ “Ag , Ag
P - E X C(R)P, (111)

where zAg is the dimension of the irreducible representation Ag

and equals 1, h is the order of the group and for C equals 4,

2h
xAg(R) is the character and equals 1 for all R, and PR is a symmetry'

operator of the group. Equation 111 may be rewritten as

Ag

e .
P8 = 2 (P +P_+P +P,) ) (112)

C2

Now there are eight direct product functions for the m = -3 mani-
fold since the number of functions is the number of ways to permute

a label among eight spins:



1BBBRBRARRx>  1RRRuBRARR>
18BBBRRaL>  1BBaBBBAB>
188BBRaRR>  1BuRBBBBB>
13BBRaBRB>  1laBBRRRBR>

Also given the definitions of the group of P_'s (see equation 100),

R

the single "a'" label may only be permuted within the rbup of nuclei
g

1, 2, 7, and 8, or within the group 3, 4, 5, and 6. Thus from the
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form of the projection operator, we expect the number of Ag functions

to equal the number of groups of nuclei connected by symmetry opera-

tions of the group C That number is two and the Ag functions

2h’

are

L(108888888> + 180888886> + 1868888E> + 18BABRRRA)
L(138088888> + 168RaBREE> + 1688B0RER> + LARARRIEES)

So we expect two transitions from the m = -3 manifold to the m = 4
manifold. The other line in each pair comes from m = -4 to m = 3

transitions.

3.3.2 The Orientational Dependence of the Dipolar Couplings
for a Nonrigid Chain Molecule in a Uniaxial Phase
In this section we will derive an expression for the orienta-
tional dependence of the dipolar coupling constant in a nonrigid
molecule in a uniaxial phase.
We have already found that the components of a second rank
tensor in the director frame may be related to the components of

a second rank tensor in the principal axis system (pas) by the
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transformatiom
dir pas; (2) (2)
TZk = ¥ sz (Q )<Dq (Q )> (113)

Pq
where QO = (ao, ﬁo, YO) is the set of Euler angles relating the
pas to the molecular-fixed frame and the second transfo;mation'is
motionally averaged due to molecular reorientation. Equation 114
is valid for a rigid molecule.

The question arises, what effect does internal molecular

motion have on equation 1137 Let us first establish what we mean
by "internal molecular motion". We will attempt to rewrite equation
113 to include large amplitude motions in which the molecule inter-
converts between discrete geometric configurations at a rate that
is rapid on the nmr time scale. Thus we neglect vibrational and
tortional motions, and we find, with reference_to chain molecules,
that our assumptions are equivalent to the rotational isomeric
state approximation described by Flory (100). We rewrite équation

113 as

dir pas,n (2) (2)
T2k E Pn gq T2 (Q )<D (Q )> . (114)

The summation over n is a summation over configurations, and Pn

pas,n
2p

1s the p component of the tensor in the pas, and the value of the

is the probability of the nth'configuration occurring. T

component may vary with the cdnfiguration. We will abbreviate our

notation to read

pas,n _ .n
sz sz . (115)
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(Qg) = (az, 82, yz) is the set of Euler angles relating the pas to
the molecular-fixed frame for the nth configuration. We also note
that the motionally.averaged transformation is dependent on the
configuration. Using Fhe definition of Déi)(ﬂ) introduced in
.Chapter 2 and the identity given by equation 115, equation 114 may

be rewritten as:

Tdir =sF ¢ T (2)

@
2 = L Fa LT3, Doy’ (9) Clgi D (- ha (116)

2 n, . . .
where CEqi(Ql) is an element of the complex ordering matrix for
th , .
the n configuration.
Equation 116 is valid for any molecular symmetry, any phase
symmetry, and assumes correlation between molecular reorientation
and internal molecular motion. We wish to consider only the case

of uniaxial phases such as nematic or smectic A phases, and so we

only consider the component Tgér
dir _ n (2) (2) -q
Too T IB I Ty, D @hcl @D ) : (117)

Since q varies from 2 to -2 integrally, there are 5 order parameters
per configuration. Furthermore, if the liquid crystal is well
aligned, the director is parallel to the magnetic field and we

get

dir _ . lab ‘
T20 = T20 . (118)

Now we rewrite equation 117 for the case of direct dipole-dipole
couplings. The dipolar tensor is uniaxial in its pas, as was

- . . n
mentioned in Chapter 1, and so the only nonzero component is T20
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which is defined as:

2

o .., _ hy” -3

where rijn is the distance between the nuclei i and j in the nth

configuratioﬁ. Equation 117 may be rewritten as:
19T (19) = - M pe )3 5 0@ e @t (7
20 ] n ngq oq 0o’ =qo 1

2ﬂ2 ijn

(120)

n _ n _n
and Qo = (0, Bo, Yo)

Now Tgér(ij) is a real function and the terms on the right hand
side of equation 120 are products of complex functions. We will now

convert to a real ordering matrix. We use the definitions of

(2) ,-n (2) ,-n .
Doq (Qo) and C_qo(Ql) to obtain

2

d1r _ hy - (2) (2)
=~ 2 3
T U9 =~ 5 n(rijn) P (dyo (83)<dyy  (B])>
+2i 1 ..210.
(2) 0 (2)
+ 4,05 B e <e 4,50 (B>
tiy“ iian
(2) 0 1
- dgsp (B <e d+10(8])> ) . (121)

Using the definitions of déﬁ)(s) given in appendix 1.3 we obtain

dir _hy” -3 1 2.n_ 2. n_
Tyo (13) = ! E(rijn) P (7 (3cos By-1)<3cos™ B -1>
+ 2-(sinZBnc032yn<sin28nc032an>

4 0 0 1 1

.. 2,n_, n__. 2.n_, n
+ sin 6051n2y0<51n 8131n2al>

=]

, AN n n__. .n n
+ sinB cosB cosy0<81n8 cosB cosqa, >

[

n

+ sinB cosB 31nY0<51nBlcosB sina (122)

l—'.’:’
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Using Saupe's notation for ordering parameters (67):
g

1 2 ‘
SZz = §<cps B-1> (123a)
3 .2
S - S = =<sin Bcos2a> : (123b)
XX vy 2 A
S = 3<sin®Bsin2a> (123¢)
Xy 2 :
S = 2<sin8cosBcosa> (1234)
Xz 2
S = %sinBcosBsincﬁ , (123e)

equation 122 may be rewritten as:

2

dir, ..y _ _ hy” -3 2, _ N . 2
TZO (ij) = 472 g(rijn) Pn(Szz(n)(3cos Bn 1) + (Sxx(n) Syy(n)sxn BnCOSZYn

2 : .
+ , . + , .
Sxy(n)51n Bn51n2yn Sxén)31n8ncossncos(h +

+ . .
Syz(n)51§8nc058n51qyn)

(124)

Equation 124 is in the notation most often seen in the literature.

We have dropped the O subscript on the Euler angles and so

n

0

since S = 0 in an isotropic phase, the matrix is traceless

Q. = (0, Sn’ an). The S(n) matrix is a real, symmetric matrix, and

Te(s(n)) = s _ (n) + Syy(n) +5,,(n) - (125)

Now admittedly, equation 124 is rather ominous. It states that,
given a knowledge of the molecular geometry of each configuration,
the unknowns of the problem are the products Pnsn. Since each

ordering matrix has five independent components we expect 5 x n
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n-hexane: Configurations

ttt

ttgt tg*1

g*tg® gttgt
+ +

gigit gig'g'

XBL 823-8620

Figure 44. The allowed configurations of n-hexane.

All configurations that involve adjacent gauche

rotations of opposite sign are excluded.
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unknowns, as was mentioned in section 3.2.5. Now it is obvious
that for a system like n-hexane, the number of unknowns (there

will be 45) will vastly exceed the number of independent proton-
proton couplings (there are 10 if the methyl groups are deuterated).
Thus equation 124 must be simplified.if we are to proceed.

One approach is to consider only the most probable configura-
tions, that is, the all—traﬁs and the single gauche configurations.
This is a reasonable fir;t order approximation since many of the
multiple gauche configurations occur with very low probability
even in isotropic systems (100). 1In fact, all configurations
involving opposite gauche rotations on adjacent bonds (g+g-),
are forbidden due to steric repulsion., Therefore we only consider
the configurations: ttt, gttt, ttgi, and tgtt.

Now since the 4;methylene chain (n-hexane-l,l,1,6,6,6—d6) is
symmetrically subétituted, the configurations ttgi and gittvhave
identical ordering matrices and equal configurational probabilities.
Thus equation 124 involves only 3 independent order matrices and
we have at most 15 unknowns. This stili‘exceeds'the number of
independent couplings, but the number of unknowns may still be
reduced by configurational symmetry.

From figure 44b, we see that the ttgi(=gitt) configuration
has no symmetry and we expect all five components of the ordering
tensor to be nonzero.

Figure 44a shows the ttt configuration of n-hexane. We
assign the coordinate system as follows: the z axis is parallel

to the vector connecting alternate carbon nuclei, the x axis
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bisects the H-C-H angle, and the f axis completes a right-
handed coordinate system. We see that there are four sjmmetry
operations: E, C%, Oxz and i. The inversion center is located
at the midpoint of the central carbon-carbon bond. We designate

P(2) as the probability that an excursion of Q= (o, B, Y) oOccurs

from the coordinate axes and we get

cé’ —> P(-a, T™B) = P(a,B) ’ (126a)
cxz —> P(-a) = P(a) : v (126b)
i —— P(m+a, 7+B) = P(a,B) . (126¢)

Equations 126 imply that only Szz(ttt) and Sxx(ttt) - Syy(ttt)
_are nonzero. '
Figure 44c shovs the tgtt configuration. The z-axis is
assumed to be parallel to the central carbon-carbon (C-C) bond,
and the y-axis bisects the angle between the second and fourth

C-C bonds. The x—-axis completes a right-handed coordinate system.

y

There are two symmetry operations, E and C2

and we find that
¢} —> P(-a,m-8) = P(x,8) (127)

+ + *
which implies that only Szz(tg t), Sxx(tg t) - Syy(tg t), and
sz(tg t) are nonzero.

In summary, we have reduced the problem to 10 unknowns which

involve the ordering parameters:
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S(ttt) -= Sl => Sl and S:L - Sl (128a)
XX vy
+ _ W2 _ 2 2 2
S(tg t) =S => Szz’ Sxx Sy , and SX (128b)
+ 3 3 3 3 3 3
= => = -
S(g tt) S(ttg ) S Szz, SXX Syy, sz’ SXy, agd syz(128c)

et = Pl | (129a)
tgit = P2 | (129b)
Pttgi = Pg*_- e = P3 (129c)

The ten unknowns of the problem can Be obtained through the
simulation of the 6 quantum spectrum. A set of 10 coupling constants
is calculated from a set of PnS(n)'s, and is used to generate a
theoretical 6-quantum spectrum. If necessary, the fit may be
improved by an iterative calculation in which the coupling constants
are treated as parameters.

Another simplification of equation 124 may be obtained byv
assuming that for each configuration, molecular reorientation can
be described by the single order parameter Szz(n). Szz(n) mea%
sures the tendency of the z-axis of the molecular-fixed coordinate
system of the nth configuration to align parallel to the z-axis
of the director coordinate system. Now we can assume that Szz(n)
is the only nonzero order parameter if the molecular z-axis is
an axis of three-fold symmetry or higher. But the approximation
might be made that if Szz(n) is much larger than the other order.

parameters, the products Pn(sxx(n) - Syy(n), Pn(sz(n) etc. may
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be neglected. Measurements of Sxx(n) - Syy(n) and sz(n) for
chain molecules in liquid crystalline phases have appeared in the
literature (10l1) and indicate that Sxx(n) ~ Syy(n) and sz(n)
are better than an order of magnitude smaller than Szz(n). Those
measurements, however, were obtained for alkyl chain protons (or
deuterons) on the mesogens themselves - (PAA, pentylcyanobiphenyl)-
and n-hexane cannot be expected to order in exactly the same manner
as the chain moiety of a liquid crystal mesogen.  In particular,
we expect that the approximation is most questionable for the
’ + + *

very nonlinear configurations such as tg g or g g g which tend
to have the least anisotropic shapes. Such configurations, however,
may occur with a very low probability in liquid crystalline systems,
so the approximation may be useful.

We .also note that the Szz(n)'s are given to be different
fdr each configuration. Now it is often assumed in the literature
that the Szz(n)'s for all configurations are equal. -While such
an assumption allows calculation of the relative configurational
probabilities, it is only strictly valid for configurations related
by symmetry even if the rate of internal motion is far greater
than the rate of molecular reorientation (102).

In summary, the second model includes seven unknowns which
are the products Pnszz(n) for the configurations ttt, ttgi(=gitt),

+ t % 3 tt o+ % ++ o+
tgt, gtg , gtg, tg g (=g gt), and g g g . The configurations

*r t3z# g . .
tge 8, 888, and g'g g are neglected since they result in
severe steric hindrances.

A third model would involve only the "linear" configurations

with such configurations as étgttband gtgtg? being neglected. Such
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a model would require five unknowns.

Another model which has appeared in the liquid crystal
literature (47) and the lipid literature (103) includes only
the all-trans configuration and "kink" configurations (...tg%tgit....‘)
Kirk configurations are expected to be abundant in long alkyl
chains in ordered phases since they perturb least the linear
structure of the chain. While such a model may bé appropriate for
systems of long chains, the model is less applicable to a 5 bond
chain, where the single gauche configurations are no less "linear"

-
than the g tg configurations.

3.4 Experimental Results and Discussion

3.4.1 Chemical Synthesis of n—hexane—l,l,1,6,6,6—d6
ETZO
(i) CD3I + Li >CD3Li + LiI

In a 200 ml, three-neck flask, equipped with a condensor,

droﬁping funnel, and m#gnetic stir bar, 1.4 gm of lithium wire
cut into 50 pieces were added to 30 ml of dry ether under an
argon atmosphere (104). 10gm (69 nmoles) of Methyl-d3 iodide
(Aldrich Chemical, >99%, Gold Label) in 30 ml of dry ether were
added dropwise to the stirred and gently-heated solution (reflux
maintained) over-a period of 1.5 hours. The reflux was continued
only shortly after the addition. The flask was then immersed in
a 40°C oil bath and most of the ether was removed by an argon
stream. Then the flask was cooled with an ice bath and tetra-
hydrofuran (THF) was added slowly and the solution was allowed

to warm to room temperature. The solution appeared homogeneous

with the exception of the unreacted lithium.



185

THF

(1) CD,Li + Cul

The methyllithium-d

> (CD3)2CuLi + LiI
3 solution was transferred by syringe to
a dropping funnel and was added dropwise to a suspension of 4.75
gm (25 mmoles) of cuprous iodide (under érgon) in 50 ml of THF
in a 200 ml flask (105). The temperature of the reaction mixture
was maintained at slightly below 0°c.
(iii) (CD,),Culi + Br(CH,),Br — €D, (CH,) ,CO,
At the conclusion of the addition,v3.2 gm (1.8 ml, 15 mmole)
of 1,4-dibromobutane were added dropwise, while maintaining a tempe-
rature of 0° - 10°c. The solution was'subsequently allowed to
warm to room témperature and was stirred overnight. 40 ml of
decane and 5 ml of water were added and the solution was filtered.
Then the solution was washed with 300 ml of a dilute solution of
sodium thiosulphate, and then washed four more times with water to
remove most of the THF and ether. The decane solution was dried
with calcium sulphate, decanted, and distilled with a small frac-
tionary column. The distillate was first washed with cold sulfuric

acid and then water. The n-hexane-1,1,1,6,6,6,~-d, was dried by

6

vacuum distillation from 4A molecular sieve. Gas chromatography

(6' x 1/8" .1% SP-1000 on 80/100 mesh Carbopack C) at 90° - 22°

indicated greater than 997 deuteration. Mass spectrometry indicated
99.2% isotoﬁic purity. The yield was .54 gm (397).
A high resolution nmr spectrum of n—hexane—l;l,l,6,6,6-d6 in

v

CDC1 = 180 Mhz, deuterium decoupling, TMS) is shown in figure

3 H
45. The single peak (4 hz full width at half maximum) downfield
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n-Hexane-d6
Isotropic Spectrum

_ _ )

i I | i | | 1

1.2 1.0 0.8 0.6 0.4 0.2 O ppm
ppm XBL 823-8630
Figure 45. The proton nmr spectrum of isotropic

n-hexane-d, with deuterium dicoupling. The one at 0.0

6
ppm is TMS.
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from T™MS is from the methylene protons and indicates a negligible

isotropic chemical shift difference between the methylene groups.

3.4.2 Experimental Methods

‘About .00055 gm of n—hexane—l,l,l,6,6,6-d6 (from now on Qe
will use n-hexane—d6) were dissolved in .3 gm of p-octylphenyl-
2-chloro-4 (p-heptylbenzoyloxy) benzoate (Eastman 15320), a liquid
crystal with a wide nematic range (&OOC—76°C). The solution was
sealed in a 6 x 10 mm pyrex tubed under vacuun after several freeze-
pump~thaw-cycles.

All single quantuﬁ and multiple quantum nmr spectra were
obtained on a home-built spectrometer operating at a proton reso-
nance frequency of 185 Mhz. The spectrometer has been described in
detail elsewhere (56, 88).

The nmr coil was of the solenoidal type, and was doubly tuned
at the proton, and deuterium (28.4 Mhz) resonance frequencies using
a variation of the circuit suggested by Waugh et.al. (106) (see
figure 46). The nmr probe is identical to thé probe described by
Sterna (65). The proton ninety degree pulse time was 3 usec,
corresponding to a pulse power (in frequency units) of 83 khz.

Allspectra were obtained with deuterium decoupling. In order
to completely decouple deuterium from protons in an anisotropic
phase it is necessary that the deuterium decoupling power (in

frequency units), exceeds the decoupling splitting

w_¢ >> ZwQ . : (130)
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(a) SINGLE—TUNED PROBE

i Transmitter, W ,
. A1
Receiver Wﬁ_ﬁL

(b) DOUBLE-TUNED PROBE

I Transmitter, }]l/ R asal | 2-D Transmitter,
Receiver ‘ Receiver
X X
a 4
> >
=

74

XBL 812-8109

Figure 46. The doubly tuned coil design used to obtain
deuterium decoupled proton multiple quantum spectra of

oriented n-hexane—d6.
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Figure 47 shows a deuterium nmr spectrum of nfhexane—d6 oriented

in E-15230. We observe that the quadrupolar splitting is about
3.350 khz, and so the decoupling power requirement is very moderate.
It was found that complete decoupiing was possible with less than
10 watts of decoupling power. Decoupling power was applied con-
tinuoﬁsly for periods of up to .l seconds without detectable sample
heating.

All nmr spectra were obtained at a temperature qf 33.o°c;
where the solution was observed to be nematic. Temperature control
was to within +.1°C and was accomplished by streaming heated, dry
nitrogen over the sample. The gas was transferred into the probe-
head through a stainless steel triple-walled tube in which the
space between the outer two walls was evacuated. The nitrogen gas
was heated by a tungsten wire coil positioned at the mouth of the
transfer line about 1 cm from the sample and the temperature was
monitored by a copper-constantan thermocouple positioned about 1.5
cm from the sample. The probe head was enclosed by a double-walled

Pyrex dewar.

3.4.3 Single Quantum Spectrum

The single quanfum proton free induction decay of n—hexane—d6
oriented in E-15320 was obtained at 33°% using a standard Hahn
spin echo pulse sequence to eliminate the effects of static field
inhomogeneity. Deuterium decoupling was accomplished by continuous
irradiation. 4096 points were obtained at a timing increment of
50 usec, and stored in the memory of a Nova 820 minicomputer.

Subsequent Fourier transformation (4096 points) yielded a very
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Oriented n-He_xcme-d6
Deuterium NMR Spectrum

-
-

1 kHz

st

X8L 823-8631

Figure 47. The proton decoupled deuterium nmr spectrum
of}oriented néhexane—d6 using a Hahn spin echo pulse
sequence. The fine structure on the deuterium
quadrupolar satellites is due to intramethyl dipolar

couplings.
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Oriented n-Hexane-dg
Single Quantum Spectrum

{1 kHz

:.“IJ.ﬁ [4\

3&1
i
* ]?fL1'\m“ka

XBL B23-8634

Figure 48. The proton single quantum nmr spectrum of
n-hexane-—d6 obtained using a Hahn spin echo pulse

sequence with deuterium decoupling.
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complex spectrum (the power spectrum is shown in figure 48).
Linewidths (full width at half maximum) were about 10 - 15 hz.

No attempt was made to analyze the spectrum.

3.4.4. Multiple Qﬁantum Spectra
Multiple quantum free.induction decays of n—hexane-d6 briented

in E~15320 were obtained at 330C using the 4-pulse sequence described
in sectiqn 3.2.4. TPPI was used to separate the different multiple
quantum orders, with appropriate phase shifts being generated by
a Daico 100D0898 digitally-controlled analog phase shifter (see
section 4.7). All multiple quantum decays were obtained with deu-
terium decoupling during the preparation, evolution, and mixing
periods.

- Each multiple quantum experiment involved the accumulation
of 4096 points at a timing increment of 10 usec per point. The
multiple quantum signal was observed to decay for only about one
time constant, so signal truncation probably limits the resolution.
Fifteen multiple quantum experiments were performed for preparation
times ranging between 2 msec ;nd 15 msec. The fifteen decays
were Fourier transformed (8192 points) and the power spectra were
added together, with appropriate scaling.

Figure 49 shows the 5 and 6 quantum regions and figure 50

shows the 6, 7, and 8 quantum regions. Linewidths are observed
to be about 20 hz. The frequencies of the lines in the 6 and 7
quantum regions, measured relative to the center of each order,
appear in table 33. As expected, the 7 quantum spectrum consists

of two pairs of lines, and the central line is an artifact caused
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n—Hexane-d6
Ensemble Average
(50 kHz bandwidth)

- i e 8 =
e = - s

—
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X8L 823-8632

Figure 49.

(a) The multiple quantum proton nmr spectrum of

oriented n-hexane-d6 obtained using a TPPI

pulse sequence with deuterium decoupling.
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Oriented n_—hexone—d6
Multiple Quantum Spectra

1 kHz

n==06 n=7

XBL 823-8609

Figqure 50. The six and seven quantum ofder of the

proton multiple quantum spectrum of n-hexéne-dG.
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by modulation of the pulse amplitude by the Daico phase shifter.

' *
Table 3.3: -Experimental Six and Seven Quantum Transition Frequncies

Am = 6 : Am = 7

t+

+2298 hz 1044 hz

i+

+2046 252
+1698
+1554
*1254
*+1146
+1026
*+ 846
+ 798

+ 714

I+

414

1+

354

*
Frequencies are measured relative to the center of the multiple

quantum orders (6Aw and 7Aw).

‘The 6 quantum spectrum consists of 12 pairs and a central peak.
Although 14 pairs of lines are expected, we will show in the next
section that 2 pairs are expected to occur very close to the central

lines and so are unresolved in the power spectrum.
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3.4.5 Calculations and Discussion
In this section we present a preliminary analysis of the
data presented in section 3.4.4. In particular we will calculate

proton-proton coupling constants for n—hexane—d6~using the expression

dir .. -
ICEp ’

D(ij) = T20

= - EZ? (r,. ) P S (n)(3cosZB -1) '<l3l)
2 ij n zz n

ijn
4T n J
which is a simplification of equation 125. We will also assume
that Szz(n) does not vary much with the configuration, so equation

131 is simplified to

hy? -3 2
D(ij) v - Z;E.Szz E(rijn) P_(3cos™B -1) . (132)

Sets of average proton-proton dipole-coupling constants will
be calculated for each of the motional models described in section
3.3.2. From the spectrum of isotropic n—hexaneLd6 we find that the
scalar coupling between the protons of different methylene groups
is negligible as is the isotropig chemical shift difference. Though
the difference in anisotropic chemical shifts is also expected to be
small, no data is available in the literature for n-hexane. Admittiﬁg
ignorance, we will therefore neglect the anisotropic shift difference
and assume that fhe internal Hamiltonian is

= ¥ D, ,(3I_.I ,-1I,°1.) ' (133)
i<j 13 zi“zj i 7]

where Dij is given by equatiﬁn 132. Assuming that the internal
Hamiltonian is given by equation 133, the set of Dij’s calculated
for each motional model will be used to calculate theoretical six

and seven quantum spectra.
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In order to calculate the geometric.parameters (rijn)-3(3co$28n-l),
the coordinatesvof‘each proton nucleus were calculated for each
configuration assuming that the carbon-carbon bond distance is
1.54A, the carbon-carbon bond distance is 1.11A, all bond angles
are 109.450, and rotational isomers are related by 120° fotations
about the carbon-carbon bonds. A complete listing of the proton
nuclear coordinates for all configurations not involving adjacent
gauche rotations oflopposite sign (gig$t , gig;gi, gig;g;) is given
in appendix 3.2.

Using the nuclear coordinatés listed in appendix 3.2 the
internuclear dis;ance rijn was calqulated for each nuclear pair
in each configuration. Similarly the angle Bn between the inter-

nuclear vector and the molecular z axis was calculated for each

nuclear pair in each configuration using the identity

2 2.1/2
1 (xn ¥, )

Z - (134)
n

B = tan
n

Finally, the coupling constant of nuclei i and j for the

nth configuration was calculated by the program CPARAM using the

expression
..~ hy? -3 2 |
Dn(lJ) = - (ri.n) (3cos Bn~l) (135)
' 4t J
hy™ khz .
For two protons, - 5 = -240.14 = - A complete listing of the
4m A :

coupling constants (in units of kilohertz is given in appendix 3.3)
It remains to calculate a set of average coupling constants

for each model using equation 132. This requires that each confi-

gurational coupling constant, given by equation 135, be weighted

by an amount Pn’ the configurational probability. We define the
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configurational probability as the statistical weight of the
configurations incidence divided by the sum of the statistical
weights of all feasible configurations. The statistical weight
of the nth configuration for an m-bond alkyl chain, assuming

interdependent rotational potentials u
m=1

'Qn = iéluaBi

-(136)
where i labels the bond, a = t,gt, B = t,gi and'we excludgd any
configuration that involves adjacent gauche rotations of opposite
sign.

The term u is defined as

aBi

u = exP(-EaB/RT)i . (137)

aBi

Thus the sum over statistical weights is the partition function

Z = I , (138)
n
n
and the configurational probability is given by
-1 m-1
P =2 I u . (139)
n i=2 afi

To proceed we muct calculate sets of Pn's for each model.
As a first approximation we assume a simple weighting of the
configurational probability according to the number of bonds existing
in gauche.isomeric states, and we assume that for a given bond the
probability of a trans state occurring is twice that of a gauche
state. Furthermore, a probability of zero is assigned to any
configuration in which adjacent bonds exist in gauche states of

+ -
opposite rotation (e.g. tg gt). Given these assumptions, configu-
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rational probabilities for each of the models discussed in

section 3.3.2 were calculated and are listed in table 3.4.

Table 3.4: Calculated Configurational Probabilities for the

Motional Models of n—hexane-d6

Model P_ .- Pt Pttgt(=gitt) PoteT Ptgtgi(=gtgtt) JENER SR
1 «25 .125 .125 0 0 0 0
2 .16 .08 .08 .04 .04 .04 .02
3 .2 S S | .05 0 .05 0

We also note that the symmetry of a three bond chain requires

that the following identities exist

D, = Dg | (140a)
Dy4 = D,, = Dg; = Dy | : (140b)
D14 = D23 = D58 = D67 (140c¢)
D15 = Dyg = D37 = Dyg (140d)
Dig = Das = D3g = Dy (140e)
Dy; = Dyg ‘ (140f)
D;g = D,y ' (140g)
D,, = D¢ (140h)
Dyg = Dyg (1401)
Dyq =‘D45 o (1403)

and so there exist 10 independent coupling constants.

Using the probabilities given in table 3.4, the configurational
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coupling constants given in appendix 3.3, and the identities 140a-j,
sets of average coupling constants may be calculated for each of

the three models discussed in section 3.3.2 using equation)l32.

The results are taBulated in table 3.5. Using these average coupling
constants, 6 and 7 quantum spectra were calculated using the program
WIMP76, which is described in detail in reference 82. .Theoretical
spectra generated by WIMP76 are shown in figures 52a - e. Calculated
frequencies are listed in table 3.6. Figure 52a shows the 6 and 7
quantum spectra assuming the existence only the "all trans" rota-
tional isomer. Clearly the fit must be improved by the addition

of other rotational isomers.

Figures 51b-d show theoretical 6 and 7 quantum spectra for
the cases in which additional rotational isomers are included.
Figure 51b shows the case of inclusion of the 'single gauche"
isomers, gftt(=ttg*) and tg*t. 'Figure 51c shows the case in
which all feasible configurations are included and figure 51d shows
the case in which only the '"linear'" configurations are included.

In the latter case such configurations as gtg+t and gtg*g+ have
been omitted. It is clear that figure 51d shows the closest corre-
spondence to the experimental data.

The question remains, can the fit to experimental data be
improved for any of the three models by an adjustment of the
quantities Szan? One way to do this is to adjust the average
coupling constants D(ij) iteratively using a '"least squares"
algorithn with the object of minimizing the difference between the
theoretical and experimental line positions ( ). An improved‘

set of Dij's could then be obtained and refined values of Szz(n)Pn
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s .
IIIHHH_IHIIIIII || : | |

XBL 823-8605

Figure 51. Spectral simulations of the six and seven
quantum orders of n—hexane-ds. It is assumed that
P (trans)/P (gauche) = 2.

(a) All trans (ttt) only.
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Model 1: All-trans and Single-gauche

1kH2

N ) L

L zlﬂllllll\ L |

XBL 823-8608

Figure 51.
(b) All trans (ttt) and single gauche (gttt and

tgtt) only.
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Model 2: All Feasible Configurations
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i
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Figure 51.
b * . F + ¢t + + + + ¢t
(c) ttt, gtt, tg't, g°tg , g°tg", g°g°t, g°gg .
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Table 3.5: Calculated AVéraged Dipolar Coupling Constants

v *
for the Motional Models of n—hexane—d6

D(ij) Model 1" Model 2 Model 3
12 1642.20 847.10 1434.47
13 113.77 37.20 4.43
14 69.81 40.30 -23.20
15 -1018.56 -764.90 -915.11
16 561.49 -621.60 -639.74
17 ~301.54 -363.70 ~420.00
18 -160.26 -384.00 ~152.75
23 69.81 40.30 -23.20
24 113.77 37/20 4.43
25 -561.49 -621.60 -639.74
26 . -1018.56 -764.90 -915.11
27 -160.26 -384.00 -152.75
28 -301.54 -363.70 ~420.00
34 2080.48 2252.00 2161.37
35 67.70 5.60 89.97
36 14.75 ~30.60 29.79
37 -1018.56 ~764.90 ~915.11
38 -561.49 -621.60 -639.74
45 14.75 -30.60 29.79
46 67.70 5.60 89.97
47 -561.49 -621.60 ~639.74
48 -1018.56 -764.90 ~915.11
56 2080.48 2252.00 2161.37
57 113.77 37.20 4.43
58 69.81 40.30 ~23.20
67 69.81 40.30 ~23.20
68 113.77 37.20 4.43
78 1642.20 847.10 1434.47

206

*

In units of hertz.
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Table 3.6: Calculated Six and Seven Quantum Transition Frequencies

*
of the Motional Models of n—hexane—d6

Am = 6
Model 1 Model 2 Model 3
+2257 +2223 +2219
+2006 +2136 #2050
£1922 +1724 ‘ +1770
+1369 +1435 +1504
1253 +1435 | +1323
+1015 +1378 +1178
+997 +1268 +1051
+655 +720 +958
+477 +712 +881
+417 +609 +622
+314 +589 471
+257 +227 +414
+137 +191 | 218
- - 55
Am = 7
+1063 +1080 +1053
+40 +644 +270
*

In units of hertz, measured from the center of the multiple

‘quantum order.
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c;uld be calculated by the solution of a set of éimultaneous
equations of the form of equation 130.

Iterative improveﬁents of the'speqtral simulations shown in
figures 51b-d were attempted using the progfam MQITER. MQITER
has been thoroughly dgscribed in reference 88 so we only comment
that the parameters used were the 10 independent coubling constants
and these barameters were adjusted via a least squares algorithm to
minimize the differences bgtween the'gxperimental and calculated
six and seven quantum transition frequencies. Twenty-six five
quantum transitions were also included in the calculation. Of the
three models considered in this study only the model involving
"linear" configurations (figure 51d) converged after a small impro-
vement in rms error (48 to 45 hz). The other models (figures b and
c) diverged after a single iteration. However, the rms improvement
in the third model was mainly in the five quantuﬁ spectrum, while
the "refined" fit is actually poorer in the six and seven quantum
spectra (see table 3.7). This clearly indicates that the iteration
is converging to a local minimum, a situation that often occurs in
least-squares algorithms (104).

WIMP76 also generates transitions intensities for individual
preparation times and for "ultimate" ensemble averages. The spectrum
resulting from the coaddition of several multiple quantum power
spectra (corresponding to different preparation ti;es) is called
an enseﬁble average. If a very large number of power spectra are
added, convergence to an ultimate ensemble average is expected (82).

Figure 52 compares the experimental ensemble average of the six and
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Table 3.7: Calculated Six and Seven Quantum Transition Frequencies

*
for Model 3: MQITER

:1084
+250

in units of hertz
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seven quantum spectra with the calculated ultimate ensemble
average. There is no agreement, indicating that the experimental

average has not converged to the "ultimate value'.

3.4.6 Conclusions
In this chapter multiple quantum nmr spectroscopy has been

applied to the study of the configurational statistics of an
alkyl chain molecule, n—hexane—dé, dissolved in a nematic liquid
crystal. »Specifically, high resolution multiple quantum spectra
have been obtained by using a 180° pulse in the middle of the
~ evolution time (tl) to refocus magnetic field inhomogeneity together
with TPPI to separate the various multiple quantum orders. Theoretical .
six and seven quantum spectra have been calculated assuming various
configurational populations and assuming a rotational isomeric model
of chain motion. It has been found that the closest agreemeﬁt with

experiment results assuming the following probabilities

P = .2
ttt

P .+ =P+ =P + =.,1
ttg g tt tg t

Pt =P+ + = .05

g tg¥ g tg”

P+t + =P + + =P+ + + =20

gsgt tg g g8 g
A refinement of the above probabilities was attempted using

the dipolar couplings as parameters and iterating on several five

quantum lines and all the six and seven quantum lines. The result
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Figure 52. Comparison of the experimental six and seven
quantum spectra with the "ultimate ensemble average'

generated by WIMP76.
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was that the five quantum fit improved slightly at the expense
of the six and seven quantum fits. Therefore the calculation seem

to have converged to a nonglobal minimum.
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4D
Appendix 3.1: Matrix Form for exp(-lﬁyyr )

We define ﬂp as
yy

-i—I izl
PR
vy zz
-d4061 % - 1%
y
(1 0 -3 0]
3a | ° L0 -/3 3d
"5 | "5
-v3 0 1 0
0o -3 0 1] (1)
Now expand exp(-iﬂgyr ) in a Taylor series
2 ﬂD 3
..".-'(D = —'J(D - (J(D T) + l( T)
exp (~i ny ) 1-1i ny 2}!’ 3 + (2)
and use the identities
2k 3d 2k 2k
3@ = 4 = @k
( yy) (77/4) % " (3a)
2k+1 ‘
2k+1 . (d")
(;(D )2k+1 - 1/2(3d/4) M= > M (3b)
yy :
to obtain the final result
2k . ' 2k+1
D a k (d'7) i a k (d') '
-13¢ = - - e J
(G0 =l O T@mar - /M O Sy

cos(d't) - i/2 M sin(d'T) o 4)
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Appendix 3.2: Nuclear Coordinates for the Methylene Protonms of

n-hexane

In this appendix, the nuclear coordinates of the‘methylene
protons for all allowed configurations of n-hexane. If the molecular
coordinate system used does not coincide with the all trans coordinate
system (figure 42), the Cartesian rotation matrix R(a, B, Y) relating

the two coordinate systems will be specified. R(a, B, Y) is defined

as:

——y

rcosacosBcosy-sinasinY sinacosBcosy+tcosasiny -sinfcosy

R(a,B,y) = -cosocosfsiny-sincacosy -sinacosBsiny+cosacosy sinfsiny
»M =

cosasinf sinasinf cosB‘_

(1)

In the tabulation that follows, Pi referes to the point

coordinates of nuclei 1i. Pi = (xi, Yy zi). Coordinates are in

units of Angstroms.



a. All trans

(-1.09, .91, -1.89)
(-1.09, -.91, -1.89)
(1.09, .91, -.63)

(1.09, -.91, -.63)

b. single gauche

teg”

-+
g tt

(-1.09, .91, -1.89)
(-1.09, -.91, -1.89)
(1.09, .91, -.63)

(1.09, -.91, -.63)

(-1.09, .91, -1.89)
(-1.09, -.91, -1.89)
(1.09, .91, -.63)

(1.09, -.91, -.63)

(-1.09, -.91, -1.89)
(.198, 0, -2.8)
(1.09, .91, -.63)

(L.09, -.91, -.63)

(.198, 0, -2.8)
(-1.09, .91, -1.89)
(.09, .91, -.63)

(1.09, -.91, ~-.63)
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(-1.09, .91, .63)
(-1.09, -.91, .63)
(1.09; .91, 1.89)

(1.09, -.91, 1.89)

(-1.09, .91, .63)

- (-1.09, -.91, .63)

(1.09, -.91, 1.89)

(-.198, 0, 2.80)

(-1.09, .91, .63)
(-1.09, -.91, .63)
(1.09, -.91, 1.89)

(-.198, 0, 2.80)

(-1.09, .91, .63)
(-1.09, -.91, .63)
(1.09, .91, 1.89)

(1.09, -.91, 1.89)

(-1.09, .91, .63)
(-1.09, -.91, .63)
(1.09, .91, 1.89)

(1.09, .91, 1.89)
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+
tg t

The molecular coordinate system of this configuration is

related to that of ttt by the Euler angles Q = (180, 35.25, 60)

-.409  -.866  -.289
R (180,35.25,60) = | .707  -.500 .500
| -.577 0 .817
P, (204, -2.17, -.915) P, (1.05, 0, 1.14)
P, (L.78, -1.26, =.915) P, (-.524, .91, 1.14)
P, (-1.05, 0, -1.14) P, (-.204, -2.17, .915)
P, (524, .91, -1.14) Py (-1.78, -1.26, .915)

tg t

The molecular coordinate system is related to that of ttt

by the transformation:

.409 -.866 .289

k= .707 .5 .5
-.577 0 .817

c. Double Gauche
geg”

P, (.198, 0, -2.80) P5 (-1.09, .91, .63)
P, (-1.09, .91, -1.89) P6 (-1.09, -.91, .63)
P3 (1.09, .91, -.63) .P7 (1.09, -.91, 1.89)

P4 (1.09, -.91, -.63) P8 (-.198, 0, 2.80)



(-1.09, .91, -1.89)
(-1.09, -.91, -1.89)
(1.09, .91, ~-.63)

(1.09, -.91, -.63)

(-1.09, .91, -1.89)
(-1.09, -.91, -1.89)

(1.09, .91, -.63)

- (1.09, -.91, -.63)

(-1.09, -.91, -1.89)
(.198, 0, -2.80)
(1.09, .91, -.63)

(1.09, -.91, -.63)

(-1.09, -.91, -1.09)
(.198, 0, -2.8)
(1.09, .91, -.63)

(1.09, -.91, -.63)

(.198, 0, -2.8)
(-1.09, .91, -1.89)
(1.09, .91, -.63)

(1.09, -.91, -.63)
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(.2, 0, 1.54)

(-1.09, .91, .63)

©(-1.98, -1.26, -.28)

(-1.98, -1.26, 1.54)

(-1.09, -.91, .63)
(.2, 0, 1.54)
(-1.98, 1.26, 1.54)

(-1.98, 1.26, -.28)

(-1.09, .91, .63)
(-1.09, -.91, .63)
(-.198, 0, 2.80)

(1.09, .91, 1.89)

(-1.09, .91, .63)
(-1.09, -.91, .63)
(1.09, -.91, 1.89)

(-.198, 0, 2.80)

(-1.09, .91, .63)
(-1.09, -.91, .63)
(-.198, 0, 2.8)

(1.09, .91, 1.89)
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&'
P1 (1.98, 1.26, -1.54) P5 (-1.09, .91, .63)
P2 (1;98, 1.26, .28) P6 (-1.09, ~.91, .63)
P3 (1.09, -.91, -.63) P7 (1.09, .91, 1.89)
P4 (-.2, 0, ~1.54) P8 (1.09, -.91, 1.89)
Bgt
Pl (1.98, -1.26, .28) P5 (-1.09, .91, .63)
P2 (1.98, -1.26, -1.54) P6 (-1.09, -.91, .63)
P3 (-.2, 0, =1.54) P7 (1.09, .91, 1.89)
P (1.09, .91, ~-.63) P8 (1.09, -.91, 1.89)

d. Triple Gauche

A A
£8¢g

. + + . .
THe molecular coordinate system of the g g+g configuration
is related to the ttt coordinate system by the Euler angles

Q= (-60, 90, 0).

0 0 -1
R(-60,90,0) = .866 .5 0}

.5 -. 866 9_
Pl (1.89, -1.40, .243) P5 (-1.54, .173, .1)
P2 (2.80, .171, .099) P6 (-.63, -.489, -1.33)
P3 (.63, 1.40, -2.43) . P7 (.28, -2.34, .1)
P4 (.63, .489, 1.33) P8 (1.54, =2.34, .1)
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Y

The molecular coordinate system of the g+g+g+.configuration
is related to the ttt coordinate system by the Euler angles { =

(60, 90, 180).

0 0 -1
R (60,90,180) = .866  -.5 0

5 .866 0
P, (2.80, .171, .099) P, (-.63, -.489, -1.33)
P, (1.89, -1.40, .243) P, (-1.54, .173, .1)
P, (.63, .489, 1.33) P, (-1.54, -2.34, .1)
P, (.63, 1.40, =.243) Pg (.28, -2.34, .1)



Appendix 3.3:

In this appendix is tabulated the dipolar couplings between

the methylene protons for all allowed configurations of n-hexane.

Dipolar Couplings for n—hexane—d6

Dipolar couplings were calculated using the equation

Py ©

_hy

2
T

4

(r,

ijn

)—3 (3c0528 -1
n

. . . . th
where rijn is the distance between i and j in the n
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configuration,

and Bn'is the angle between the z axis of the principal axis system

. . ‘ th
and the z axis of the molecular axis system in the n

The internuclear distance rijn

coordinates given in appendix 3.2.

kilohertz. The symbol "ij)'" before each coupling signifies the

and Bn were calculated from the

All couplings are in units of

nuclei involved, numbered according to the convention given in

figure 42.

a. All trans

12)
13)
14)
15)
16)
17)

18)

19.

9169

.8711

.0282

.0059

.8839

. 8082

.0425

23) 2.0282
24) 1.8711
25)-3.9939
26)-15.0059
27) -1.0425
28) -1.8082

34) 19.9169

35)

36)

37)-

38)
45)
46)

47)

1.8711
2.0282
15.0059
-3.8839
2.0282
1.8711

-3.8839

48) -15.0059
56) 19.9169
57) 1.8711
58) 2.0282
67) 2.0282
68) 1.8711
78) 19.9169

configuration.



b.

Single Gauche

ttg

12) 19.
13) 1.

14) 2.

15) =5

16) -3.
17) -1.

18) -1.

ttg

12) 19.
13) 1.
14) 2.
15)-15.
16) -3.
17) -1.

18) -1.

+
g tt

o 12) 4.
13) 2.
14) 1.

15) -3.

16)-15

17) -1.

18) -1.

9169
8711

0282

.0059

8839
8762

8082

9169
8711
0282
0059
8839
0425

8702

9854
0282

8711

8839

.0059

0425

8082

23) 2

24) 1.
25) -3.
26)-15.
27) -1.

28) -1.

23) 2.
24) 1.

25) -9.

26)-15

27) ~-1.

28) -1.

23) -9.
24) -9.
25) -3.
26) -3.
27) -1.

28) -1.

.0282

8711

8839

0059

8762

0425

0282

8711

8839

.0059

8082

8762

2732
2732
2950
2950
8762

8762

34) 19.9169

35)
36)

37)

1.8711

2.0282

-3.2950

38)-15.0059

34)
35)
36)
37

38)

34)

35)

36)
37)-15.

38) -3.

19.

-3.

19.

9169

.8711

.0282

8839

.2950

9169

.8711

.0282

0059

8839

45) 2.

46) 1.

0282

8711

47) -3/2950

48) -3.

56) 19.

57) -9

58) 1.

45) 2.
46) 1.
47)-15.
48) -3.
56) 19.
57) 2.

58) -9.

45) 2.
46) 1.
47) -3.
48)-15.
56) 19.

57) 1.

58) 2

8839

9169

.2732

8711

0282

8711

0059

2950

9169

0282

2732

0282

8711

8839

0059 .

9169

8711

.0282
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67) -9.2732
68) 2.0282

78) 4.9854

67) 1.8711
68) -9.2732

78) 4.9854

67) 2.0282
68) 1.8711

69) 19.9169



stt
12)
13)
14)
15)
16)
17)

18)

4.9854
-9.2732
-9.2732
-3.2950
-3.2950
-1.8762

-1.8762

+
tg t

12)
13)
14)
15)

16)

17)-

18)

17)

18)

19.9215
7.3549
3.9488

-1.2549

L2464

33.8463

-1.2382

19.9215

- 7.3463

3.9441
. 2465
-7.4939
.6982

-1.2382

23)
24)
25)
26)
27)

28)

23)
24)
25)
26)
27)

28)

23)
24)
25)
26)
27)

28)

1.8711

2.0282

~15.0059

-3.8839

-1.8082

-1.0425

3.9441
7.3463
-7.4939
.2465
-1.2382

.6982

3.9488
7.3549
.2464
—1.2549
-1.2382

-33.8463

34)
35)
36)
37)

38)

34)
35)
36)
37)

38)

34)
35)
36)
37)

38)

19.

9169

.8711
.0282
.0059

.8839

.9785
.5119
.1853
.2549

.4939

.9785
.2218
.1853
. 2465

.2464

45)
46)
47)
48)
56)
57)

58)

45)
46)
47)
48)
56)
57)

58)

45)
46)
47)
48)
56)
57)

58)

2.0282

1.8711
-3.8839
-15.0059
19.9169
1.8711

2.0282

-11.1853
-11.2218
L2464
.2465
19.9785
7.3549

3.9441

-11.1853
-2.5119
-7.4939
-1.2549
19.9785

7.3463

3.9488
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67) 2.2082
68) 1.8711

78) 19.9169

67) 3.9488
68) 7.3463

78) 19.9215

67) 3.9441
68) 7.3549

75) 19.9215



C.

Double Gauche

+ +
g tg

12) 4.
13) 2.
14) 1.
15) -3.
16)-15.
17) -1.

18) -1.

9854

0282

8711

8839

0059

8082

8762

.9854

.2732

.2732

.2950

.2950

. 3471

.8762

.9854

.2732

.2732

.2950

.2950

.8962

.3471

23)
24)
25)
26)
27)

28)

23)
24)
25)
26)
27)

28)

23)
24)
25)
26)
27)

28)

-15.

.2732
.2732
.2950
.2950
.8702

.3471

.8711
.0282
.0059
.8839
.8762

.8082

.8711

.0282

.3839
.0425

.8762

0059

34)
35)
36)
37

38)

34)
35)

36)

37)

38)

34)
35)
36)
37)

38)

19.

19.

19.

9169

.8711

.0282

.8839

.2950

9169

.8711

.0282

.2950

.0059

9169

.8711

.0282

.8839

.2950

45)
46)
47)
48)
56)

57)

58) -

45)
46)
47)
48)
56)
57)

58)

45)
46)
47)
48)
56)
57)

58)

-15.

19.

1

-3

19

.0282

.8711

0059

.2950

9169

.0282

.2732

.0282

.8711

.2950

.8839

.9169

.2732

.8711

.0282

.8711

.0059

.2950

.9169

.0282

L2732

67)
68)

78)

67)
68)

78)

67)
68)

78)

223

1.8711
-9.2732

4.9854

-9.2732
2.0282

4.,9854

1.8711
-9.2732

4.9854



g tg
12) 4.9854
13) 2.0282
14) 1.8711
15) -3.8839
16)-15.0059
17) -1.8762

18) -1.0425

tg'g"

12) 19.9169
13) 1.8711
14) 2.0282
15) -3.2912
16)-15.0059
17) .2041
18) -1.7475
12) 19.9169
13) 1.8711
14) 2.0282
15) -3.8839
16) -3.2912
17) -4.7430

18)-22.2626

23)
24)
25)
26)
27)

28)

23)
24)
25)
26)
27)

28)

23)
24)
25)
26)
27)

28)

.2732
.2732
.2950
.2950
.3471

.8762

.0282
.8711
.2912
.8839
.2626

.7433

.0282
.8711
.0059
.2912
L7475

.2401

34)
35)
36)
37)

38)

34)
35)
36)
37)

38)

34)

35)

36)

37)

38)

19.

-15

19.

19.

9169

.8711
.0282
.2950

.0059

9169

.2905
.8711
.1731

.3674

9169

.0282

.2905

.0203

.8413

45)
46)
47)
48)
56)
57)

58)

45)
46)
47)
48)
56)

57)

58)

45)
46)
47)
48)
56)
57)

58)

.0282
.8711
.2950
.8839
.9169
2732

.8711

.2905
.0282
.8413
.0203
.9969
.1181

.5214

.8711
.2905
.3674
.1731
.9869
.5809

.5809
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67) -9.2732
68) 2.0282
78) 21.9854
67) 4.5809
68) 4.509
78) -39.8337
67) 7.5214
68) -1.1181
78) -39.8337



.8337
.5809
.5214
.0208
.3674
.7433

L7475

.8337
.1181
.5809
.1731
.8413
.2041

.2626

23) 4.
24) -
25) 3.
26) 2.
27) -22.
28)

23) 7.
24) 4
25)

26)

27) 1.
28) -4.

5809
1181
8413
1731

2626

.2041

5214

.5804
.3674

.0203

7475

7433

%) 4.
35) 2.
36) 1.
37) -3.
38) -15.
%) 4.
35) -9.
36) -9.
37) -3.
38) -3.

9969
0282
8711
8839

0059

9969
2905
2905
2912

2912

45)
46)
47)
48)
56)
57)

58)

45)
46)
47)
48)
56)
57)

58)

-9.2905

-9.2905

-3.2912

-3.2912

19.9169

1.8711

2.0282

1.8711
2.0282
-15.0059
-3.8839
19.9169
1.8711

2.0282
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67) 2.0282
68) 1.8711

78) 19.9169

67) 2.0282
68) 1.8711

1 78) 19.9169



d.

Triple Gauche

+ + +
12) 19.5037
13) 3.7037
14) 3.3165
15) 2.2202
16) .9252
17) 18.0452
18) 2.6498

19.5037

2.1231

7.1111

1.2730

1.4688

.9525

2.6669

23) 7
24) 2.
25) 1.
26) 1
27) 2.
28)
34)-24.
23) 3.
24) 3.
25)
26) 2.
27) 2.
28) 18.
34) =24.

L1111

1231

4688

.2730

6669

.9525

9182

3165

7037

. 9252

2202

6498

0452

9182

35)
36)
37)
38)
45)
46)

47)

35)
36)
37)
38)
45)
46)

47)

.1155
.3165
.1818
L4437
.1306
.8558

.1230

.8558
.1306
.5239
.1230
. 3165
.1155

L4437

48)
56)
57)
58)
67)
68)

78)

48)
56)
57)
58)
67)
68)

78)

19.

19.

.5239

.9917

.0194

.5658

.1983

.1983

9169

.1818
.9917
.1983
.1983
.5658

.0194

9169

226
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Appendix 3.4: Program CPARAM



STOF

OISCONNECT LINE FRINTER
ROFO =2 TFRFARAAMO.FR 7/ 7= 1

a0

Cy

O

11

1=

n(‘}f}‘\

41

)
o

)
fQ

4]
h

&0

FROGRAM CFARAM

THIS FROGRAM CALCULATES COUFLING PARAMETERS FOR A
MOLECULE WITH ANY CONFIGUATION. INFUT FARAMETERS
ARE COOROINATES OF NUCLET IN ANGETROME. MAXIMUM OF

EIGHT NUCLEI.
DIMENSION COCORD(S, &)

INFUT LQOP

WRITE(10.11)

FORMAT (1 X, “ENTER NUMEER OF NUCLEI: 7,Z)

READ (11) NNUC

O 20 I=1, NN

WRITE(1O.12) 1 .
FORMAT (1X, " INFUT X.Y,Z COORDINATES OF NUCLELUS
ACIZEFRT COORDC(L, 1), COORD(Z, 1), COORDCR, I)

CONT INUE :

LOOFP TO CALCULATE R(I.J). THETA. AND PHI
OO 20 I=1.NNUC

IF (I.EQ.NNUC) 50 TO 70

NEXT=1+1

0o 40 J=NEXT.NNUC

IF (COORDC(L, I).EQR.COORD(L,J)) GO TO 41
X2=(CAORD (1. ) -COORD(L, I) ==z

GO TO 42

X2=0.0

IF (COORD(Z, 1).ER.COORD(Z,J)) GO TO 43
Y2= (COCRD(2, ) -CACRD(2, 1)) =82

GJ TO 44 |

YZ=0.0

IF (COORD(E, I).ER.COORD(Z,d)) GO TO 45
Z2= (COORDCR, J)—COBRD(3, 1) )&

GO TO 46

72=0.0

DIST=SGRT (XZ+Y2+22)

IF (Z2.NE.0.0) GO TO SO

THETA=90. 00

GO TG S5

ARGL=XZ+YZ |

IF (ARG1.NE.0.0) GO T3 S2

THETA=0. 00

G TO SS

ARGZ=5GRT (ARG1)

ARGZ=S0ORT (Z2) |

THETA=ATAN (ARGZ/ARGZ)

THETA= (THETA®150.00)/3, 14159

IF (YZ.E(.0.0) GO TO &0

IF (XZ.EQ.0.0) GO TO 42

ARG1=SGRT (YZ)

ARGZ=SORT (X2)

ARGZ=ARG1/ARG2

PHI=ATAN (ARGX)

PHI= (FHI#120.00)/3.1415%

GO TG &S

FHI=0.00

“L I,

“.Z)
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GO TO &5

FRI=20.Q0

CUTRUT RCILL), THETA., FHI

WRITE(L1O.&4) I,Jd.DIST.THETA, PHI

FORMAT(IX."R(7, 12,7, ,12,")=",F7.4.1X."THETA=",F7.4,1X. "FHI=",.F7.4)
CONT INUE

CIONT INUE

STOR

EMND

229
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Chapter 4: A HIGH FIELD NMR SPECTROMETER

4.1 Introduction

The nmr spectrometer that will be described in this chapter
is the fourth spectrometer to be built in the laboratory of A.
Pines. It has therefore been designated '"delta".

This chapter is divided into nine sections and one appendix.
Sections th through five document the analog electronics of the delta.
In section 2 is described the manner in which low power r.f. pulses
are generated at the various nuclear resonance frequencies. In
section 3 are described the high power r.f. amplifieré thch are
used to produce r.f. pulses at power levels in excess of 300 watts
at the proton Larmor frequency and 2 kilowatts at the deuterium
Larmor frequency. Finally the broadband r.f. reéeiver is described
in section 4, and the phase sensitive detector is described in
section 5.

Sections 6, 7 and 8 document what may be called the digital
electronics of the delta. Section 6 covers the acquisition system.
Sectién 7 deals with the phase-shifter controller and in section 8
the pulse érogrammer is described.

Section 9 describes the genefal’features of a program that
is used by a Z-80 microprocessor to drive the pulse programmer.

The program is especially suited for executing multiple quantum
pulse sequences and other types of two dimensional experiments.
The source version of the program is listed in the appehdix to

this chapter.
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Before proceeding, brief mention should be made of the
superconducting magnef. The magnet consists of a main solenoid
of niobium-titanium alloy (Bruker BZH-01840070) housed in an Oxford
dewar system. Three superconducting x, y, and z shim coils are
also present. The persistent current of the main superconducting
solenoid is about 34 amps corresponding to a field of approximately
84 kiloGauss at the shim center. The proton Larmor frequency is
360 Mhz and the-deuterium Larmor frequency is 55 Mhz.

The superconducting solenoid is contained within a liquid
helium dewar which has a capacity of about 25 liters. The helium
dewar is in turn surrounded by a radiation shield and a liquid
nitrogen dewar, which has a capacity of about 30 liters. The
liquid nitrogen dewar requires refilling about once every four to
five days and the liquid helium dewar requires refilling about

once every 60 days.

4.2 Frequency and Phase Generation

In this section we describe the manner in which the various
nuclear magnetic resonance frequencies are generated. As we
found in chapters two and three, time domain nmr experiments often
require that pulses within a sequence be phase shifted relative to
one another. Therefore, the nmr spectrometer must be capable of
producing pulses at the same nuclear frequency but with va;ying
phases. In this section we also describe the manner in which phase
shifts are generated.

Since the phase shift of an r.f. wave iﬁ a coaxial transmission

cable is proportional to its frequency, phase generation networks
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rarely operate at high frequencies. Therefore, in most nmr spect-
rometers; phasé generation is uSuaily done at some low intermediate
frequency (IF) and the nmr frequency is generated by mixing the phase-
shifted IF with a second frequency, called the local oscillator (LO)
frequency. In the delta spectrometer, the IF is 30 Mhz. Accordingly
the proton LO is about 390 Mhz and the deuterium LO is about 85 Mhz.
The delta spectrometer is capable of producing pulsed irradiations
at two different r.f. frequencies simultaneously. This is a requirement
for any double resonance experiment. The frequency and phase generation
networks are therefore dual channel. One channel is designed to
produce pulsed.irradiations at the proton resonance frequency (%360.Mhz),
while the second channel can easily be adapted to produce irradiations
at virtually any frequency up to 350 Mhz. Since the second chénnel
is often ope:ated at the deuterium fréquency (55 Mhz) we will describe
it in thét configuration. A schematic of the frequency generation
network is shown in figure 53. The quadrature phase generation network

is shown in figure 55.

4.2.1 LO Generation (figure 53)

The proton LO frequency of 390 Mhz is generated as follows. A
signal at 130 Mhz at a level of .5 Vpp (volts peak-to-peak) is produced
by a PTS-160 frequency synthesizer (.1 hz resolution) equipped with
an internal reference crystal. The third harmonic is generated by
a step diode (HP 5082-0112, see figure 54). The funda-
mental and higher frequency responses are removed by an LC circuit

tuned to 390 Mc (figure 55). The 390 Mhz LO signal is then amplified
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Figure 53. Delta Spectrometer: Frequency Multiplier.
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to about 2.0 Vpp by two Merrimac GAM-10-150 10 dB amplifiers, and

split by a Minicircuits ZSG-2-1 hybrid ppWer divider (the two outputs
are in phase). After passing through a Texscan 390 Mhz bandpass
filter (20 Mhz pass band) one output channel goes ;o the r.f. receiver
(see section 4.4) if the obseryed nucleus is proton and the other
channel goes to the r.f. generation (section 4.2.4). Each output
should be approximately 1.2 Vpp.

The deuterium LO frequency of 85 Mhz is produced by a second
PTS-160 frequency synthesizer. This second synthesizer (.1 hz
resolution) has no internal frequency reference and so must be
"locked" to the first PTS-160. The 85 Mhz signal, at a level of .5-.6
Vpp, is split by a Minicircuits ZS5C-2-1 hybrid power divider. Each
output channel is amplified by a Merrimac GAM-10-150 ;o a level of
approximately 1.2 Vpp, and one channel goes to the r.f. generation
(section 4.2.4) while the other channel goes to the r.f. detector if
the observed nucleus is deuterium. If the observed nucleus is not
deuterium, the output is terminated.

fhe PTS-160 1is capéble of producing frequencies of up to 160 Mhz,
and so any LO frequency not exceeding 160 Mhz may be synthesized
directly. 1If a nuclear frequency exceeds 190 Mhz, the appropriate

LO frequency may be obtained by using an r.f. frequency doubler.

4.2.2 1IF Generation (figure 53)

As mentioned above, the intermediate frequency (IF) used in the
delta spectrometer is 30 Mhz. A reference frequency of 10 Mhz at a
level of about 1 Vpp is'ayailable at the rear of the proton PTS-160.

The 10 Mhz reference is only available if the synthesizer has an
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internal reference or if it is locked tb an external reference. The
10 Mhz referencg is split by a Minicircuits ZSC-2-1 hybrid power
divider (figure 54) and each output is amplified to appfoximately

2 Vpp by a Merrimac GAM-10-150. One output is again split by a hybrid
power divider, and the twé outputs are used to lock the second PTS-160
and to provide a reference frequency for the pulse programmer (see
section 4.8). The other 10 Mhi channel, at a level of about 2 Vpp,

is connected to crossed diodes (1N914) to ground. The 10 Mhz funda-
mental and the higher harmonics are separated from the third harmonic
by a homebuilt 30 Mhz bandpass filter. The 30 Mhz IF is amplified to
about 1.5 Vpp by a Merrimac GAM-10-150 and split by a Minicircuits
2SG-4-3 4-way hybrid power divider. Three of the outputs, each at
about .5-~.6 Vpp are connected'to the quadrature phase generation
network ( see section 4.2.3) and the fourth output is passed through

a Merrimac PS-3-30 continuously variable phase adjuster, which can
produce phase delays of up to 180°. The output of the PS-3-30 is

connected to the phase sensitive detector (section 4.5).

4.2.3 Quadrature Phase Generation (figure 55)

A basic feature of any nmr spectrometer is the ability to produce
pulsed irradiations with different phases, and a common requirement
is that the phases be in quadrature. Tﬁe delta spectrometer has
quadrature phase generation networks in both r.f. channels. 1In
addition there is an auxiliary IF channel which may be set to a
different amplitude relative to either of the quadrature networks. This
is a useful feature if one wishes to do double quantum experiments.

The auxiliary IF channels may also be used as the reference phase
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channél in TPPI experiments if the output of the proton quadrature
network is connected to the digitally-controlled analog phase shifter
described in section 4.7.3.

The quadrature generation networks of the proton and deuterium
channels are identical siﬁce the IF's are both 30 Mhz. The 30 Mhz
signal (.5-.6 Vpp) from the IF generation is amplified to about 1.4
Vpp by a GAM-10-150 (figure 56), and enters the quadrature generation
network which is composed of a set of three 2-way hybrid power dividers
mounted on a PC board. The first divider is a Miniéircuits PSCQ-2-50
whose outputs are about 90° out of phase (x and y). The x and y
signals are each divided by a Minicircuits PSCJ—Z—I, whose outputs
are 180° out of phase. Thus 4 phases in qgadrature ( x, ¥y, -x, and -y)
are produced. The phases may be fine—adjusted by varying leﬁgths'of
coaxial cable between the outputs of the quadrature network and the
inputs of the r.f. switch.

The four quadrature phase channels are connected to the inputs
of a DAICO 100C1284 single-pole~four throw (SP4T) balanced diode
switch. Each switch is digitally controlled ( 1 = closed, ¢ = 6pen)
and completely TTL-compatible. An open switch attenuates the input
by better than 60dB at 30 Mhz and the switching time, defined as the
time from O to one half the envelop maximum is about 100 nsec. The
diodes in the switches produce antisymmetric transients whose
intensities are a function of the d.c. power level (B+). These
transients are at low frequencies (<2 Mhz) and may be removed by
bandpass filtering.

The amplitude of the auxillary IF channel (figure 55) is adjusted



239

22 MRE ZAD-I-l  GAM-IC-1SC lecciast GLN-2C-I5C M ouT
M — .
i
= \ .
— | —— I NN e
c | i —_— L '
L | 36c 27
H LC FILTER
BOR!L
ACR!
30 Mhz X 2 ;
22 o -
IN FILTER ?
— Dt DD
@ ' L v

X LC ‘ ZAD-i-l GAM-IC-ISC roceiasi 2) GANM-I0-I50 X ouT

RE Gergrntoon

Figure 56. Delta Spectrometer: Radio Frequency Generation.



240

by a Merrimac AR-5 continuously variable, mechanicallf—cdntrolled
attenuator. Maximum attenuation is -20dB (1/10 in voltage). R.F.
switching is performed by a Daico 100C1281 single—pdle—single—throw
(SPST) balanced diode switch. |

If the auxillary channel is to be used as a proton IF channel,
the outputs of the Daico 100C1281 and the proton Daico 100C1284
should be combined using a ZSC-2-1. The output of the ZSC-2-1 is
passed through a 30 Mhz bandpass filter (3 Mhz pass band) in order
to remove the switching transients. The output level of the filter

should be about .2 Vpp.

4.2.4 R.F. Generation (figure 56)

It remains to combine the pulsed IF signal at 30 Mhz with the
LO frequency to produce the nuclear resonance frequency. This is
done in the r.f. generation section. The r.f. generation schemes
are identical fqr proton and deuterium, so we will only discuss the
proton frequency generation.

The pulsed IF signal at a level of about .2 Vpp is mixed with
the continuous proton LO signal which is at a level of about 1.2 Vpp.
The mixer is a Minicircuits ZAD-1-1 standard level double balanced -
mixer. Care should be taken to maintain the relative levels of the
LO and the IF signals at the mixer inputs since they have been
adjusted to minimize spurious responses (106). The output éf the
mixer should be predominantly two sidebands at 360 Mhz and 420 Mhz.
If the mixer has been properly balanced each sideband should not be

much less than .1 Vpp. After amplification by a GAM-10-150 the
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420 Mhz sideband is removed by filtering (Texscan 360 Mhz bandpass).
The 360AMhz signal is then gated by a second Daico 100C1281 SPST r.f.
switch, amplified by a Mérrimac GAM-20-150 (gain - 20 dB), and
filtered again to remove the switching transients. The signal at

the output of the second 360 Mhz filter should be about 3 Vpp.

4.3 YR.F. Power Amplifiers

4.3.1 360 Mhz Power Amplifiers

The low power proton pulse (V20 mw at 360 Mhz) is amplified
in two stages. The first stage is a 30 watt solid state power
amplifier with a 50 Mhz bandwidth (350-400 hz). The second stage
is a high power solid state amplifier capable of generating a pulsed
output of 350 watts at 360 Mhz. 'The amplifier is based on three
MRF-327's in a pargllel configuration (see figure 58) in which the
collectors are coupled together by A/A lines. To initialize
operation after powering up, a momentary switch is engaged that closes
a felay which applies power to the collectors of the three MRF-327's.
If any oﬁe of the MRF-327's should short out, causing the collector
voltage to drop, the output of the 7410 (three Qay NANDgate) will go
high, opening the relay and shutting down the amplifier. The A/4
lines which couple the collectors together prevent damage to the other
two MRF-327's if one MRF-327 should short out.

While the amplifier should operate into a 50 ohm load, it is
capable of withstanding extreme "mismatches' and will not be‘damaged
 even if it is disconnected from the load while pulsing (the practice

is not recommended, though).
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4.3.2 Other High Power Amplifiers

The deueterium channel uses an AR-200L high power, broadband
r.f. transmitter. The AR200-L is capable of delivgring 500 watts
into a 50 ohm load in pulsedvmode for frequencies up to 200 Mhz.
The input voltage to the AR-200L should not exceed 3 Vpp. If higher
power is desired the AR-200L may be used to drive a Drake L-7 amplifier
which has been altered to operate beﬁween 45 and 55 Mhz. Given an
input of about 200 watts, the Drake L-7 will deliver 2000 watts.into

a 50 ohm load in pulsed mode.

4.4 R.F. Receiver (figure 59)

In chapter 1 it was pointed out that the linear absorption spectrum
is. obtained by Fourier transforming the nuclear free induction decay.
However, the FID corresponds to a signal in a frame which rotates
around the laboratory z-axis (specified by the magnetic field direétion)
at the Larmor frequéncy or within a few 1000 hertz of the Larmor if
the r.f. field is off resonance. .Electronically this means that the
Larmor frequency is a carrier which is removed in the r.f. receiver,
and the resultant audio frequency signal corresponds to the rotating
frame FID. The nmr carrier is of the superheterodyning type since
it removes the carrier in two stages, and is in most respects similar

to a conventional radio receiver.

4.4.1 Preamplifier
The first stage of the r.f. receiver is the preamplifier. Since

the FID at the input is at very low power levels (less than -80 dB),

the thermal noise introduced by the preamplifier must be minimal.
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' The delta spectrometer utilizes a two stage preamplifier. The fifst
stage is an Avantek UTO 511 with a gain of 15 dB and has sufficient
bandwidth to cover all frequencies of interest (-- 400 Mhz).

The noise figure is 2.5 dB. The second stage is an Avantek UT0.512 with
20 dB of gain and a noise figure of about 4 dB. The preamplifier can
recover from saturation in about 15 usec.

After the preamplifier the signal is filtered. The filter
should have a center frequency at the nuclear resonance frequency
(proton = 360 Mhz, deuterium = 55 th etc.) and as low an insertion
loss as bossible (<3 dB). On the delta, the receiver filtersbare
attached externally to the receiver chassis to enable easy conversion
between nuclear frequencies. After filtering the signal is again
amplified by a Merrimac GAM-10-150.

The first heterodyning consists of taking the difference frequenc§
between the Larmor frequency and the local oscillator (see section
4.2.1). This is accomplished by mixing the local oscillator with
the nuclear FID using a Minicircuits ZAD-1-H high level double-
balanced mixer. High level mixers should always be used in nmr
receivers to avoid large conversion loss changes due to input signal
level fluctuations. The output of the ZAD-1-H consists of twovside
bands corresponding to the sum and difference frequencies. In the
case of protons the Larmor frequency is 360 Mhz and the LO is 390 Mhz,
so the sidebands are at 30 Mhz and 750 Mhz.

A .6 x 10-4 Vpp signal at 360 Mhz at the input of the preamplifier
should result in a signal level of .8 x 1072 Vpp for the 30 Mhz

sideband at the output of the ZAD-1-H.
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4.4.2 IF Amplifiers

The IF amplifiers serve to increase the power level of the
30 Mihz sideband. The upper sideband is suppressed since several
of the IF amplifiers are tuned.

There are three IF amplifiers (see figure 59). The first
amplifier is an RHG ICFV 3010 which is tuned to 30 Mhz with a
bandwidth of 5 Mhz. The gain of the amplifier is 25 dB which is
variable over a range of 20 dB. The gain is voltage-controlled and
is adjusted by a front panel potentiometer.

The second amplifier is an RHG ICFN 3010 with a fixed gain of,
25 dB. This amplifier is also tuned to 30 Mhz and has a 5 Mhz
bandwidth. For an input level of .8 x 10-2 Vpp to the ICFV 3010,
the output of the ICFN 3010 should be about 2.5 Vpp with the ICFV
3010 at full gain. |

The third amplifier is a Merrimac GAM-ZO—;SO which has 20 dB

of gain.

4.5 Phase Sensitive Detector (figure 60)

4.5.1 Dual Channel Detector

The phase sensitive detector operates as follows. The IF
signal from the receiver is split by a Merrimac PD 2-50 hybrid power
divider. Similarly, the IF reference signal from the frequency
generation (see section 4.2.2) system is split by a Minicircuits
QH-2-30 hybrid power divider, the outputs of which are 90° out of
phase. The second heterodyning is now accémplished by mixing the

IF signals using two Minicircuits ZAD-I-H high level double-balanced
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mixers. The outputs of the mixers are given by the equations

Sx, (Acos(wIF+ﬂ3t) (Bcos(wIFt+W))

%—5 (cos (2w HOt+)) + cos (3 ) W

w
il

(Acos(wIF+ﬂ);) (Bsin(wIFt+w)

AB , . .
7 (51n((2@IF+K)t+w) + 51n(ﬂ£+w) (2)

The phase term {y may be varied by changing the phase of the

reference IF which is done in the IF generation (see section 4.2.2)

4.5.2 Audio gain and D.C. level adjust

The outputs of the phase sensitive detector are gated by
analog r.f. switchesv(figure 61) which are controlled by the pulse
programmer. The switches are closed only during detection and are
otherwise open in order to prevent ringing of the audio filters by
pulse leak-through. Open switches attenuate input by -63 dB.

After the "blanking' switches is the first audio gain stage.
This consists of an LM-318 operational amplifier with a potentiometer
in the-feedback loop adjusted to provide a gain of 14 dB. After the
LM-318 is an LM-310 voltage follower.

The d.c. voltage level in each channel is adjusted by two front
panel potentiometers which change the d.c. levels at the summing
points of the LM-318's. The d.c. levels may be swept -about *.5 at

the output of the LM-310.
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4.5.3 Audio Filters
The audio filters are Rockland 452 dual channel Butterworth

filters. The filter mode is low pass and the unit has 20 dB of gain.

4.6 Data Acquisition (figure 62)

The purpose of the data acquisition system is to accurately
digitize the analog signals at the output of the audio filters. When
digitized data is available in the memory of the data acduisition
system, an '"'interrupt' is generated which signals the Nova 820 computer
that data is available at the data channel inputs. The Nova 820

will then initialize the data channel transfer.

4.6.1 Sample-and-Hold Amplifier
In order for the analog-to—digital éonverters‘(ADC) to accurately.

convert analog signals to sequences of binary words, the voltages
at the inputs of the ADC's must be very stable for the duration of
the conversion. This is accomplished by the sample-and-hold
amplifiers. After the audio filters each analog data channel gées
to a Datel SHM-2 Sample—and—hdld amplifier. The SHM-2 is composed
of an operational amplifier with a 200 pf capacitor to ground at the
input. %he input is gated by an electronic switch. When the central
voltage to the switch driver is légically low, the switch closes
and capacitor is charged to its peak value. Whenlthe control voltage
to the switch driver is logically high the switch opens and the input
voltage is "held'". The mode control is TTL compatible. The inputs

to SHM-2's should not exceed *10 volts.
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4.6.2 Analog-to-Digital Converters

The voltages at the outputs of the sample-and-hold amplifiers
are converted to 10 bit digital words by the analég—to—digital
converters (what else?). ADC's operate'in the following manner.
The capacitor thét was charged by the sampled voltage pulse, is
discharged by a constant current. The end of the discharge‘is detected
by a voltage comparator in the ADC, and the discharge time is measured
by a counter and a clock oscillator. The delta acquisition system
utilizes 2 Datel ADC-EH10B analog-to-digital converters. Initially,
the end-of-conversion flag (EOC) is low on each ADC, causing the SHM-2's
to go into "sample" mode. When the ADC's receive a start-convert
pulse, which is provided by the pulse programmer, the EOC flags go
high causing the $HM-2's to go into "hold'" mode (see figure 62). At
the end of the conversion, which requires 2 usec, the EOC flags go
low causing the SHM~2's to return to sample mode. The 10 bit outputs
of the ADC's are valid as soon as the EOC status goes low,

The ADC's are operated in bipolar mode, meaning that they will
accept analog voltages within the range #5 V. The start convert flag

is TTL compatible.

4.6.3 Fifo Buffer Memory and Data Channel Interface

At the end of a conversion, two 10 bit words are available,
one at the output of each ADC. The problem is how to get both
words which are in parallel at the ADC output, arranged in serial
for the data channel transfer into the Nova 820 memory. This is

accomplished in the following way (see figure 62). The EOC status
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flags are connected to the inputs of a 7402 NOR gate. When the
EOC's go high, the output of thé 7402 goes low. The rising edge
of the 7402 output pulse clocks a set of three 8551 tfi—state latches
which latch one of the 10 bit words. The outputs of the latches
are connected to the input registers of three 9403 (4 x 16 bit)
fifst-in—first—out (FIFO) memories. The rising edge of the same
pulse performs two other functions. Firstly, it triggers a 100 nsec
9602 monostable which, after propagating down a NAND date delay,
triggers the parallel load (PL) function of the three parallel 9403's,
causing the latched data word to be transferred to the memory stacké.
‘Secondly, another 100 nsec monostable is triggered. The rising edge-
of the positive (Q) output triggers the high impedance state in the
first set of 8551's and the rising edge of the negative (Q) output,
occurring 100 nsec later, triggers a second set of parallel 8551's
which latch the second 10 bit word. The rising edge of the same Q
output triggers yet another 100 nsec 9602 monostable which in turn
triggers the PL function of the 9403 FIFO memories, causing the
second 10 bitvdata wordvto be.transferred to the memory stacks. It
shéuld be mentioned that the 10 bits corresponding to the output
of the ADC, are arranged as the 10 most significant bits of a 12
bit word. The least significant two bits are grounded at the 8551
inputs.

What has been accomplished is that the two 10 bit data words
appearing in parallel at the outputs of the ADC's have been trans-
ferred serially to the stack of a memory buffer composed of three

parallel 9403 FIFO's. The first word to enter the FIFO stack is
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immediately transferred to the output register of the FIFO, which
causes the output register empty (ORE) status flag to go high. A
high condition at the ORE status ports of the 9403 memory buffer
causes a data'channel enable request (RQENB) to occur on the Nova
820 data acquisition interface. For details on the data channel
timing logic, the reader is referred to the Data General Corporation
documentation (107). We will only briefly outline the interaction
between the interface and the bﬁffer memory.

The advantage of a data channel transfer over a program transfer
is that the former transfer is only initiated by the CPU. When the
Nova 820 is ready to accept data through the data channel, the |
"busy-done" flag on the interface is initialized to busy. In
addition, two sets of 74177 synchronous counters are loaded with
the number of words to be transferred and the initial memory address.
The interface then generates a ''shift-out" pulse which causes the
data on the output registers of the buffer memory to be latched into
the input data register on the interface. The pulse also transfers
the next word from the buffer memory stack into the output registers
and updates the memory address and the word count. The interface
will continue to furnish '"shift out' pulses until the word count
reaches zero, at which time the "busy~done" flag will be reset to
"done" and the transfer is concluded. All of this occurs without the
necessity of a program-controlled transfer through the accumulator,

a process that would take much longer. The data acquisition system
can digitize accurately in dual channel mode at a maximum rate of

" 333 kHz.
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4.7 A Digitally Controlled Analog Phase Shifter
In chapter 3 we found that multiple quantum pulse sequences

© 180° or 270°, and

often require phase shifts of othér than 90
so some other method than the quadrature phase generation network
described in section 4.2.3 is required. Digitally controlled narrow
band analog phase shifters capable of generating phase shifts in
units of 27T/256 are commercially available. One example is the
Daico 100D0898 which produces a phase shift between the input and
output pbrts specified by an‘eight bit control word, at rates of

up to 500 khz. The delta spectrometer may be arranged for a TPPIL
experiment by placing the phase shifter between one of the outputs
of the IF generation (section 4.2.2) and an input to one of the
quadrature phasé generation networks (section 4.2.3). The auxiliary
phase IF channel may be used as the fixed phase channel.

Figure 63 shows a digital circuit designed to deliver a sequence
of control words to the phase shifter. By changing the select bits
on the 74153 multiplexers (A4, A5) a phase shift is specified by a
control word from a front panel toggle wheel switch or from the
outputs of two 7483 binary adders (A2 and A3). The 7483 sum tdgether
control words from two independent circuits.

TPPI requires a simple incrementation of the phése and so a
"wrap-around' adding circuit suffices. A unit phase inérement is
set from a front panel toggle wheel switch. The unit phase increment
is added to the previous sum by two 7483's (C4 and C5). The 74175
latches (B5, B6, C2 and C3) are clocked by pulsing the "INC" line,

and are cleared by pulsing the "RESET" line. Both the INC and
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RESET lines are under pulse programmer control.

More intricate sequences of control words may be obtained
from the random access memory (RAM). Up to 1024 control words may
be loadéd into 8 parallel 2102-1 x 1024 bit RAM memories (Fl-GZ).. The
memory address is specified by the 3 74161 asynchronous counters
(E1-E3) which may be updated by pulsing either the DOB line or the
RAC line. The RAC_line is under pulse programmer control, and the
DOB line is under minicomputer control. The counters may be initialized
either by pulsing the CLR line which is under minicomputer control,
or the INIT line which is under pulse programmer control. The
operation of the RAM memory is as follows. An eight bit control word
is specified by the outputs of the eight line receivers (Cl1-D2) is
loaded into the RAM memory by pulsing DOA. By pulsing DOB the RAM
address counter (RAC) is advanced and the process is repeated. Since
the RAM memory is write-enabled whenever DOA is high, the memory
may be output simply by pusling RAC. The memory address counter may
be reset by pulsing INIT.

By using the RAM memory in combination with the "wrap-around"
adder, all of the complex phase shifts required by multiple quantum

selective excitation pulse sequences may be performed.

4.8 Pulse Programmer

4.8.1 Introductory Remarks
The pulse programmer is the device that produces the complicated
sequences of logic pulses that operate the various r.f. switches in

the spectrometer and trigger the data acquisition system. It is



eventually the pulse programmer that defines the complexity of
the experiments that may be attempted on a spectrometer, and there-
fore it is desirable that it be as versatile as possible.

The design of the pulsé programmer to be described is due to
Dr. David Ruben, and the basic idea is as follows. The heart of
the programmer is a Zilog Z-80 microprocessor. The microprocessor
receives a series of commands that describe in terms of some type of
programmed code, a pulse sequence. This sequence of commands will
be called the pulse program. Now the microprocessor stores the

pulse program in its memory, determines the structure of the pulse
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sequence by decoding the program, and outputs the appropriate pattern

of logic pulses to its bus. The idea is very simple in principle
bﬁt the difficulty is that the microprocessor cannot possibly output
logic pulses at the rates required in nmr experiments. In fact,
execution times for even the simplest instructions, for example a
transfer between tﬁe primaryAaccumulator and one 6f the secondary
accumulators, may require 10 clock cycles, so it is clear that fhe
microprocessor cannot directly control the spectrometer.

A solution to the problem is to interface the Z-80 to a buffer
memory. The Z-80 will load the memory with a set of control words
that specify which r.f. switches will be opened and for how long,
and the memory contents will then be output to appropriate TTL
control logic. For example, that part of the control word that

specifies the r.f. switch to be opened (we will call it the gate

word) will be latched, and the part of the control word that specifies
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the length of time that the switch will remain opened (we will call
it the timing word) will be loaded into a set of synchronous counters.
The counters are, in turﬁ, clocked by a crystal oscillator, and
when the count is concluded, the next control word is output from
the memory buffer.

~ We see that now the microprocessor need only ou;put control
words at a rate fast enough to keep the buffer memory from "emptying".
The question remains, can the memory buffer perform writes rapidly
enough? The answer is that static RAM memory can perform writes at

rates sufficient for nmr applicationmns.

4.8.2 General Structure

We will now describe in a general way, the structure of the
pulse programmer. The pulse programmer is divided into two sectioms.
The first section consists of the 2Z-80 CPU board,the IO (input-output)
contfoller board, and a 16K RAM memory board. It is not our
intention to describe the architecture of the CPU, but we will mention
some of its salient features so that its interaction with the buffer
memory can be easily‘understood. The reader is referred to volume
2 of the 3 volume series by Osborne and Associates for details on
the Z-80 archtitecture (108).

The heart of the CPU board is the Z-80 microproceséor. The
Z-80 is an enhancement of the Intel 8080. It is a '"single chip"
40 pin microprocessor, which utilizes a single system clock signal
and requires only a single power supply of 5 V. The data word

length is eight bits and there are 16 memory address bits. The CPU



also contains a 2702 (8 x 1024) EPROM which is used to store
the operating system "HDT", and IK (8 x 1024) of static RAM memory.
An additional 16K of static RAM memory is located on é separate
board which consists of a matrix of 32 2114L's.

A The CPU, IO controller, and 16K RAM memory are designed
to utilize the Chem ﬁ80 bus which is standard in the :U.C. Berkeley
Department of Chemistry. The bus signals ofAinterest to us are:

a) DBP - DB7: these 8 bits compose the basic data word.

b) AP - Al5: the;e bits specify the memory location or IO
device with which the CPU will interact.

c) WRITE: when the CPU executes a write-to-memory, this
bqs line will be pulled low and the memory address will
be specified by AP - Al5. The data word stored at the
specified memory address will appear on the bus lines
D@ - DB7.

d) IN: when the CPU executeé a read from an I0 port, this
bus line goes low. The IO port number éppears on AP - Al5
and the input from the port will appear on DB@ - DB7.

e) RESET: when this line is pulled low, the Z-80 program
pointer will be relogatéd to the first page (1 page =
256 words) of memory.

The second section of the pulse programmer consists of the
buffer memory and the TTL control logic which the Z-80 uses to
control the r.f. switcheé and the data acquisition system. A
control word is composed of a 16 bit gate word and a 16 bit time

word. Therefore, in order for the Z-80 to output a single control

261



262

word, four writes to memory must be executed. The pulse programmer
buffer‘memory is composedvof two parts, a FIFO memory and a RAM
memory. The FIFO memory consists of 8 parallel 9403's, which can
hold up to 16 control words, and the RAM memory consists of 8
parallel 2101-1's which can hoid up to 256 control words.

The 9403 FIFO memory caﬁ be clocked out at a maximum rate of
12 Mhz, which is certainly fast enough for nmr applications. The
FIFO memory can be used to output any pulse sequence that does not
require long (>16) trains of short pulse (<200 usec) separated by
short delays (<200 usec). This limitation is due to the fact that
the microprocessor cannot load the FIFO any faster than once every
200 usec, and so if more than 16 pulses and delays of durations less
than 200 usec are required, the FIFO will be unloaded faster than
the Z-80 can load it, and timing errors will result.

"The 2101 RAM meﬁory is normally used to output trains of
short pulses and delays. The Z;80 simply preloads the RAM with the
appropriate control words, and the RAM memory contents is output by
an address counter during the experiment. The 2101 memory can

perform writes at a maximum rate of 2 Mhz.

4.8.3 Pulse Programmer Operétion: Buffer Memory Input

Before the Z-80 can execute a write to tﬁe FIFO memory the
input registers of the 8 parallel fifos must be clear. Therefore,
before attempting a data transfer to the FIFO, the Z-80 examines the
status of the input register ports (IRF) (see figure 64). The IRF

ports of four of the 8 9403's are AND'ed together and input to an
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8T95 Tristate buffer. When the Z-80 wishes to check the IRF

status ports, the IN bus line is pulled low an& the A7 address

line gdes high, causing the 8T95 to switch out of its high impedence
state. As a result the IRF status.is transferred to DB7. if the
input registers are empty, IRF is high, causing DB7 to go high, and
the Z2-80 will then proceed with a transfer. if DB7 is low, indicéting
thét the input registeré are full, the Z-80 will not proceed with

the transfer but will continue to examine the IRF status until the
input registers are cleared.

In order to transfer a single 32 bit control word, the Z-80
must execute a write to each of the 4 FIFO pairs. The beginning
memory address of the FIFO memory in hexidecimal is FF8@. The
eight most significant bits are decoded. The two leést significant
address bits AP and Al specify which FIFO pair will receive input.
Therefore, when the Z-SO.executes a write to the FIFO, the ﬁﬁfffv
bus line goes low and bits A5 through Al5 go high causihg the output
of a 7430 to go low which enables a 74139 binary decoder. The 74139
inputs are the FIFO pair code specified by AP and Al. The decoder
output, NOR'ed with WRITE, causes the parallel load port (PL) on the
appropriate FIFO pair to go high, which loads the 8 bit word specified
by DB@-DB7 into the inpuf.register, éausing IRF to go low. Since
IRF is connected to the stack transfer control (ng), as soon as
data appears in the input register, it is transferred to the stack.:
If the stack is not occupied, the data will appear at the output
register, causing the output register—-status port (ORE) to go high.

Data transfer ﬁo the RAM memory is done in a similar manner

(see figure 65). The beginning address of the RAM memory is FP@9.
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Memory address bits AQ and Al specify which RAM pair will receive
data and address bits A2 to A9 specify the memory location. When
the CPU executes a write to the RAM memory the WRITE line goes.

low causing the write enable (WE) lines té go low on all the RAM's.
But'data transfer will only occur to that RAM pair whose chip enébie
(EEI) lines are pulled 1low as a result of the decbding of A and
Al. Wheq the RAM memory is not.being addressed by the Z-80, WE is-
higﬁ and all CEl lines are low, which causes all RAM's to be output

enabled.

4.8.4 Puise Programmer Operation: Buffer Memory Output

We will now discuss the manner in which the buffer memory
outputs control words. It has already been mentioned that the
control word is 32 bits in length, consisting of a 16 bit gate
word and a 16 bit time word. The 2 most significant bits of the
time word are used to enable the next memory device to be the output

source. The 2 bit code '"'source'" code is:

@@ = FIFO
1 = RAM 1
g2 = RaM 2
“¢3=RAM3

Initially, the FIFO is enabled.

Suppose the Z-80 wripes a 32 bit control word to the FIFO
memory (see figure 64). If the stack is empty the data "fall through"
to the output régister,.causing the output register status port (Bﬁﬁ)

to go high, which in turn causes the OR (output register) line to go-
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low. This signals the timing logic (see figure 66) that data is
available in the buffer memory output register and the timing logic
responds by pulling the LOAD line low for ome clock cycle (100 nsec),
which causes the gate control word to be transferred to the outputs
of a set of latches (see figure 67), the timing word (14 bits) to

be loaded into a set of synchronOus binary counters, and the 2 bit
source code to be latched. The timing word is the two's complement
of the length of the logic pulse, and since the pulse prégrammer
uses a 10 Mhz clock, the maximum puise length per control word is
1638.3 usec.

When the count has been concluded the timers generate a
"carry out'" pulse which again céﬁses the LOAD line to go low for
one clock cycle. 1If the FIFO is enabled by a source code of 9,
thé "transfer out parallel' line (TOP) will be pulled low causing
the next control word in the stack to be transferred to the output
register and the process repeats itself. If the RAM is enabled
by a sourcé‘code of 1, 2, or 3, the LOAD pulse will cause the control
word on the 6utputs of the RAM to be processed and the RAM address
counter will be advanced. In addition a monostable will be triggered
that causes the OR line to go high for 500 nsec.

An error condition, indicated by the front panel "ERROR'" diode,
occurs if the iaxﬁ'line goes low while the Bi line is high. This
will occur if an attempt is made to obtain a control word from the
FIFO when the outpuﬁ register is empty of if an attempﬁ is made to
clock out the RAM at a rate in excess of 2 Mhz. An error condition

results in the clearing of the gate word latches.
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4.8.5 Front Panel Controls

In this section, we describe the front panel controls of the

pulse programmer:

Reset:

Enable/

Disable:

Start/

Stop:

When this button is pushed, the program memory pointer
of the Z-80 is initialized to the first memory page
causing program execution to halt. The output ports
of the pulse programmer are disabled (see figure 67).
In addition, the master reset (MR) port on the 9403's
goes low, initializing all FIFO memory functions, ﬁhe
source word latch is cleared, and the gate word latches

are cleared as are the counters.

When the disable button is pushed, the output ports are
disabled but pulse program execution is not interrupted.
The disable button may be used as a ''panic button" if,
for instance, a programming error causes an output port
to "hang'" in a ﬁigh state. The output ports are reopened

by pushing the enable Button.

These buttons are not active on the Delta pulse
programmer. They are intended to be used to interrupt

pulse program execution without executing a reset.
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4.9 Pulse Programmer: Software

4.9.1 General Program Structure

We will now discuss the general structure of the program that
is used to operate the pulse programmer.

The program may be imagined as consisting of two principal
sections. _The first section includes those subroutines that allow
the operator to input and edit pulse programs, input pulse program
parameters such gate cbdes and delay times, and execute pulse programs.
The commands that the operator used to accomplish such tasks are
called console commands. When the operator wishes to execute a task,
he/she enters the appropriate command on the console, and a subroutine
called the command processor obtains the command string, interprets
the string, and transfers control to the appropriate subroutine
which then executes the task. When the task execution is completed,
program control is feturned to the command processor subroutine.

The second section is composed of those subroutines that drive
the pulse programmer. Pulse sequences to be output to the spectrometer
r.f. switches and data acquisition system are specified by entering
pulse programs into the memory of the microprocessor. Pulse programs
are composed of sequences of commands and parameters that specify
such tasks as outputting control words to the pulse program buffer
memories (FIfO memory or RAM memory), executing software loops, and
setting or changihg pulse program parameters such as delay times and
pulse lengths.

Before describing each section of the program, some general

features of the program should be mentioned.
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The éource version of-the program, listed in appendix 1, is
stored in the five RDOS files called UPCODEL.SR, UPCODEZiSR etc.
The source files are backed up on floppy disk. In order to obtain
an executable version of the program, the five source files are
appended togethef into a single file that must be called PROG.SR.
This source file is assembled by the program UPASM which resides
in the directory UP on the removablevdisks of the Nova 2 and both
Nova 820's. UPASM also exists on floppy disk and may be executed
on the MP-200. A typical assembly requires about 20 minutes. Two
files are output by UPASM. PROG.LS is a memory map of the program
and PROG.AB is the executable binary version.

The program is loaded into the Z-30 memory by the program
UPLOAD which also resides in the directory UP. But before UPLOAD
can be executed, two things must be done. First, the binary version
PROG.AB must be reorganized into a format that can be stored in the
Z-80 memory. This is accomplished by e#ecuting the program ABIM
which resides in UP. The output file is PROG.IM. Second PROG.IM
must be renamed UP.IM, which is the file whose contents UPLOAD sends
to the Z-80 memory.

The ehtry point of the program is on page 1610(1016) of the
Z-80 memory. In order to execute the program, input 10.G to the
console. The entire program occupies about 5.5 K of memory. The
first 16 page"s‘(lO16 to 2016) are the system routines. The next
page is the register page which is used to store the various pulse
program parameters. Since gate words and time words are 16 bits:

(= 2 bytes = 1 word) long, the page is divided into 128 evenly-
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ﬂumbered registers. A valid register name is ény even hexidecimal
number and including 00 and FE. Following the register page is
the line table page. The line table indicates which line numbers
are in use by storing'a FF at any unused number. Following the
line table page are four pages that are used to store the pulse

program.

4.9.2 Console Commands

"10.G" causes execution of the program. The program first
initializes Qarious system buffers and outputs a starting message:

UPCODE VERSION X.Y.

X is the version number and is characterized by the command set.
Y is the number of pulse programline permitted. Currently X = 3
and T = 255.

Program control is then dispatched to the command processor
Subroutine (CMDPRS) which outputs a symbol CMD> to the terminal.
The appearance of CMD> mean; that CMDPRS is waiting for a command
line to be input. The command line format is:

COM OPl OP2
where COM is the command and OPl and OP2 are operands used in
executing the command task.

Once the command line has been received, CMDPRS éalls the
subroutine SCOM which searches the command text table for a match
with COM. 1If no match is found an error ﬁessage is output by
SCOM and control is feturned to CMDPRS. If a match is found
control is dispatched to the appropriate "handler'" subroutine

by a jump table.
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Version 3 has eight console commands:

1)

2)

3)

4)

-CL

This command clears the pulse program by setting all line
number flags to FF.

EC VAL

If VAL is zero, the echo flag (ECHO) is cleafed wnich

blocks echéing of input. If the echo is off, all command

- lines must begin with control-B and must be terminated by

cohtrol-E. The echo should always be turned off if the
program is to interact with SPEC. If VAL is nonzero, the
eého flag is set to 1 and input is echoed.

VA REG

REG is a valid register name. This command is used to
obtain the contents of the register specified by REé. Three
numbers are output. The first number is the contents of
the register in hexadecimal. The second number is the
positive decimal version and the third number is the
negative decimal version. The number may be interpreted

as a positive or negative decimal number depending upon its
application. If the contents of the register is to be used
as a timing word, then the negative decimal version is of
interest. If the contents of the register is to be used

as a program counter, the positive decimal version is of
interest.

LO REG VAL

Execution of LO causes a register, designated by REG, to

be set to the value specified by VAL. VAL must be a hexi-



5)

6)

7)

number. For example
LO EQ FPFQ

causes the register E@ to be set to the value F¢F¢l6.

DF REG VAL
Execution of DF causes a register, designated by REG,'to
be sét to a value specified by VAL. VAL must be a positive
or negative decimal number. REG must be a wvalid register
naﬁe in hexidecimal. Forvexample

DF E¢ 199

causes Ef to be set to 10¢10 = 6416.

LI LNI LN2
Execution of LI causes the current pulse program to be
listed. The first line to be listed is specified LN1. The

last line to be listed is LN2. LNl and LN2 must be valid

~hexidecimal line numbers. For example:

L1 00 19

cause all program lines between and including @@ and l¢l6

.to be listed.

ED
Execution of ED causes entry into the pulse program editor
indicated by the appearance of ED> on the terminal screen.
ED> indicates that the editor is waiting for input. Pulse
program command lines have the format

LN COM OP1 OP2

where LN is a valid line number, COM is a pulse program
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command (see éection 4.9.3), and OP1l and OP2 are
operands used by the command subroutine.v A valid line
number is any hexidecimal number between @@ and FE.

When a command line is input, the editor checks to see
if the line number is valid. If the line number is valid
the editor checks to see if the line number is not in use.
If it is not in use, it sets the flag to LN.

Next the editor calls SCOM which searches the pulse
program text table for a match with COM. If no match is
found an error message is output and control is returned to
the editor. If a match is found the command number, specified
by the command's position in the text table, is stored in
the public pulse program. The operand numbers OPl and OP2
are also stored in ‘the pulse program area.

A pulse program line may be removed by typing LN¥. For
examplé

194

will cause the line 1§ to be deleted.

The editor may be exited by typing Q.
GO LN
GO initiates pulse program execution at the line number
specified by LN. If LN is unused an error will be returned.
GO calls the subroutine PP which examines the line table for
line numbers in use. When a line numbér is encountered
that is in use, PP obtains the command number and the

operands OPl and OP2 from the pulse program area and
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dispatchés‘control to the appropriate subroutine with a
jump table. When the command has been executed, control
is returned to PP. PP will continue to search the line
table until line FF is encountered, indicating the end

of the table, or a halt command is encountered in the
pulse program. In either case control is returned to the

command processor.

4.9.3 Pulse Program Commands

Version 3 has 22 pulse program commands. What follows is a

description of each command.

1)

2)

CO REGL REG2
This instruction causes the contents of register 1 (C(REG1)
to be compared to the contents of register 2 (C(REG2).

The comparison code COMP is set as follows:

(i) 1I1f C(REGl).EQ.C(REG2), COMP = @1
(ii) If C(REGL).LT.C(REG2), COMP = @2
(iii) If C(REGL).GT.C(REG2), COMP = @4

BR LN CODE

This instruction causesba branch to be performed to the

line number specified by LN if (CODE.AND.COMP).NE.@. Suppose
the contents of REGl and REG2 were compared and COMP was

set accordingly. Then the branch condition code may be

defined as follows:



3)

4)

5)
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CODE = @, a branch to LN never occurs

CODE = 1, a branch to LN occurs if C(REGL).EG.C(REG2)
CODE = 2, a branch to LN occurs if C(REG1).LT.C(REG2)
CODE = 3, a branch to LN occurs if C(REGL).LE.C(REG2)
CODE = 4, a branch to LN occurs if C(REG1).GT.C(REG2)
CODE = 5, a branch to LN occurs if C(REG1).GE.C(REG2)
CODE = 6, a branch to LN occurs if C(REG1) .NE.C(REG2)

"CODE = 7, a branch always occurs to LN

DE REGl REG2
The contents of register 1 is decremented by the contents
of register 2. The result is left in register 1.
HA
When the subroutine PP encounters this command, pulse
program execution ceases and program control is returned to
the command processor. A HA command musﬁ be used to separate
the portion of the pulse program that loads the FIFO memory
from the portion of the pulse program that loads the RAM
memory.
HN REGL
This instruction causes a delay in units of .1 nsec to be
output to the FIFO memory.

C(REGL) is the length of the delay in units of .l nsec and
may not exceed 16383. C(REG2) is the gate word (see section

4.9.4).



6)

7)

8)

9)

IN REG1 REG2

This instruction causes the contents of register 1 to be

incremented by the contents of register 2. The result is

left in register 1.

01(02,03) REGl REG2
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This instruction causes a delay to be output to the RAM 1 (2,3)

memory. Currently, only RAM 1 exists in the pulse programmer.

C(REGl) is the two's complement of the delay in units of .1

C(REG2) is the gate word.

OD REGl REG2

This instruction causes a delay to be output to the FIFO
memory. The length of the delay is defined by C(FE)*C(REG1
C(REGl) is the unit time delay in units of .l usec. C(REG1)
may not exceed 819210.C(FE) is a multiplier. For example,
if C(REG1) = 500010 and C(FE) = 1010, a delay of 5msec is
output to the FIFO.

If a single OD command occurs within a pulse program,

'C(REG1) may be any time less than 819.2 usec. If, however,

two OD commands occur within a pulse program C(REGl) should
not be less than about 150 usec, otherwise timing errors
may occur.

C(REG2) is the gate word.
OF REG1 REG2
This instruction causes a delay to be output to the FIFO.
C(REGl) is the two's complement of the delay in units of

.1 usec C(REG2) is the gate word.

‘usec.

).



10)

11)

12)

13)
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PA NIS

This instruction causes the 'mext instruction source' code
SOURCE to be set to NIS. The two most significant bits of
all timing wofds éutput to the pulse program memory following

execution of a PA command are defined by SOURCE. The source

code is
00 = FIFO 02 = RAM 2
0l =RAM 1 03 = RAM 3
R1 (R2,R3)

This instruction causes initialization of the RAM 1 (R2,R3)
addresé counter to FQQQIO (F4¢¢l6, F8¢¢16).

RE

This instruction only works on a pulse programmer with a
functioﬂing start/stop button. When this command is
encountered, program execution ceases and control is
despatched to the command processor if the stop button

has been pushed. Control will remain with the command
processor until the start button is pushed, and the program
execution will continue at the line following the RE
command.

SB REG1l REG2

When an SB command is encountered, C(REGl) is decremented

by one and the result is left in REGL. 1If the result is

‘nonzero, a program branch occurs to the line number specified

by C(REG2).



14)

15)

16)

17)

18)
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SC REGL REG2

Ihis instruction causes a delay to be output to the FIFO
in units of seconds. C(REGL) is the delay in units of
seconds gnd may not exceed 25510.C(REG2) is the gate word.
MS REGL REG2

This instruction causes a delay to be output to the FIFO
in units of milliseconds. C(REGl) is the delay in units
of milliseconds. C(REG2) is the gate word.

US REG1 REG2

This instruction causes a delay to be output to the FIFO
in units of microseconds. C(REGL) is the delay in units
of usec and may not exceed 8192. C(REG2) is the gate word.
SE REGl REG2

When this instruction is encountered, the contents of
register 1 is set to the contents of register 2.

TI REGl REG2

This instruction causes a train of delays to be output to
RAM 1. C(REGl) is the number of delays in the train and
may not exceed 25510. C(REG2) is the gate word. The two's
comﬁlement of the delay in units of .1 usec must.be stored

in register D2.

4.9.4 Construction of Gate Words

From figure 67 it may be seen that there are twenty output

ports available at the rear panel of the pulse programmer. Control

of the voltage level at each port is effected by delivering an

appropriate 16 bit hexidecimal-coded gate word to the buffer memory.
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The four bits composing the most significant nibble cont:ol
the "triggering pulse" pérts. A high bit within the most significant
nibble will cause one of the trigger ports to go high for one clock
"cycle (100 nsec). TPl corresponds to the most significant bit (23),
TP2 to the next lower bit (22) and so on. If one wished to open
TP1 and TP4 simulténeously, the value of the nibble would be 9.

- The next nibble controls the auxiliary ports. A high bit within
this nibble will cause the voltage at the appropriaﬁe port to go
high for a time specified by the time word. If one wishes to open
aukxiliary port 2 (AUX 2) and AUX3, the value of the nibble word would
be 6. | |

The next nibble controls the A gates which in turn control
the r.f. switches of the deuterium channel of the spectrometer. The
qﬁadrature phase channels are controlled by the decoding of the two
least significant bits of the nibble by a 74LS139. The code is
AX = 99 A-X = 10

AY = 01 A-Yy = 11

The two most significant bits correspond to the AOR2 and AOR2 gates.
The complements of the OR bits are logically NOR'ed with the
complements of the A bits so to open one of the A gates, one of the
" OR gates must be opened. To cause the A-X gate to open the valves
of the nibble would be A.

The next nibble controls the states of the B gates which in
turn control ﬁhe r.f. switches of the proton channel. Cont;ol of
the B gates is identical to control of the A gates. Thus to open

the BY gate the value of the nibble is 9.
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A gate word is constructed by a concantenation of the four
nibbles. Therefore to open the gates TP1l, TP2, AUX2, AUX3, A-X,

and BY the gate word is C6A9.
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Appendix 4.1 : Source Listing of Microprocessor Code




RUIIF=FROG.=SR 7/7.=21 = _ 285

RIS 1000
FIRSY EQi '
/
MAIN
/
JENTRY FQINT FOR UP OFPERATING SYSTEM
y A
MAIN Call INIT JINITIALIZE SYSTEM FARAMETERS
oAl CRLF JIUTPUT CR AND LF
caLl SMEG . /OUTPUT START MESSAGE
JMP CMOFR= /GET COMMANLD
/
JINIT
JINITIALIZEZ SYSTEM PARAMETERS
INIT '
YFRA & JZERCQ A
=ZTA ROYCLE JINIT RECYCLE STATUS TO QFF
STA SOURCE ZINIT INSTRUCTION FIELD TO FIFG
=2TA COMP ' ZINIT ZOMP TGO NEVER
=TaA OCHAR JINIT QUTPUT CHARACTER INDEX
STA ICHAR /INIT INFUT CHARACTER INDEX
MVI A.01L /GET ONE INTCO A
ZTA ECHO . /TURN ON ECHO
MVI L.OOQ /JGET O INTO L
MVI H, SFRaM1 /2RAMY O INTO M, L
SHLI RAC1 ’ /INIT RAC1
MVI H, SRAMZ /ERAMZ O INTO H, L
SHLD RACZ /INIT RACZ
MVI H. =RAMZ /SRAMZ INTCO H, L
SHLD RACS /JINIT RACZ
RET /RETLIRN
/
JEME0S
JROUTINE TCO QUTRUT START MESSAGE
SMZG LXI H, 1% JRPOINT T START MEZSAGE
CALIL FSTR JGET STRING INTCO QUTFUT EBELUFFER
CALL FLINE JAUTRFUT MESZAGE
RET /RETURN
/MIG
1% TXT /UPCODE VERSION 3,255/
D& 0
JPETR
/

JRCTINE TO GET CHAR STRING INTO QUTPUT BUFFER
/H. L CONTAINS POINTER TO STRING. STRING TERMINATED EY NULL RYTE
/ALL REGISTERS EXCEFT A PREZERVED

/

PZTR FLIZH H /3AVE H,L

1% MOV A.M /GET NEXT CHaAR
JRA A JCHECE FOR NULL RYTE
4 s /YEZ. DONE.
ALl FZHAR JOUTRUT CHAR
INX H /UFDATE STRING POINTER
JME i% : /BACK FOR MORE

2% FoP H /GET H.L AGAIN
RET : /RETURN



TECHAR
’

ARCQUT INE

/AL REGISTERE

/

PCHAR

FLISH o]
Ptz T
FIAZH H
MOV E.A
MV I E. NQELIF
LA CiCHAR
CMF E
NS 1%
MOV L.A
MYl H, 00
INF A
=TA QCHAR
LXI 0. QEUF
- DAD I

MY M.E

1% MOV A.B
FF H
FP O
FOF E
RET

/

/FIINE

/

JROUOTIME 7o QUTHFUT LINE WITH CR

TO FUT NEXT CHAR INTO QUTFUT BUFFER
/BUFFER IS NOBUF BYTES IN SIZE

FREZERVED

JLENGTH OF LINE IS OCHAR

/ALL REGISTERS EXCEFT A RESTORED

’

PL INE

/
/FLINEL

call
Al
FRET

FLINEL
CRLF

JROUTIME TO QUTFUT LINE
ZLENGTH OF LINE IS QCHAR CHARALCTERS

FLINE1

[N
0

2%

FLIZH
FiisH
MVI
ZALL
LA
IRA
A7
MOV
LX1I
MOy
ALl
INX
LCR
JANZ
MVI
ALkl
XRA
ZTA
FF
FoP

&

H

A, 02
QuUTPUT
OCHAR
A

=%

E. A

H., OEF
A.M
CTPUT
H

E

is

P & bl
CTRUT
A
CZHAR
H

L

/ZAVE E.C
/ZAVE L[, E
/SAVE H,L
/ZAVE CHAR

/GET BUFFER ZIZE

/GET CHAR INOEX

/CHECK FOR .LT. MaX

/NC. DONE.

/MOVE CHAR INDEX INTO H,L

/UPDATE CHAR INDEX
/SAVE CHAR INDEX

/FQINT TO QUTFUT RBUFFER
JRFOINT TO NEXT CHAR

/SAVE NEXT CHAR
/GET CHAR AGAIN
/GET H,L AGAIN

/GET LILE AGAIN

/GET RB.C AGAIN

/RETURN

/CUTRUT LINE

/JOUTRFUT CR OAND LF

/RETURN

/SAVE E,C
/SAVE H,L

C/GET CNTRL-E

JOUTPUT CNTRL-~E

JGET LINE LENGTH

/CHECK FOR ZERD
/YES

/INIT LOOP COUNTER
/JPCGINT TO QUTPUT EUFFER

/GET NEXT CHAR -

JOUTRFUT NEXT CHAR
/UFDATE CHAR CGUFFER
/UPDIATE LOOF COUNTER

/BACK FOR MORE
/GET CNTRL-E
/QUTPUT CNTRL~E
/ZERO A

/INIT LINE LENGTH

/GET H,L AGAIN

/GET E,C AGAIN

286



JEASIC CONZOLE OUTPUT ROUTINE

RET

/

JQUTRUT

CLITRUT  <TA

1% IN
ANI
JdZ
LLTIA
QT
RET

/

JURLF

JQUTHEUT CR,LF TG CONZOLE

/

CRILF
MV1
CAlL
MYI
cALL
RET

/

JCMOERS

CHAR
TTS
KRMTTO
1%
CHAR
TTCO

A,0D
CTRUT
A, QA

CUTPUT

JCIMMAND PROCEZZOR

/

CMOFRE

JGIET COMMAND

1% CaALl.
CRI
JZ
CALL
LDA
ANA
JdZ
LYl
(=Y
calu

2% caLL
—ALL
ANA
JdZ
LXI
LXI
Ceall
CRI
JZ
AMP

/MG

3% TAT
j4)c

/

/2201

DEFTCH
CFF

FP
FRMPT
ECHC

A

2%

H, %%
FSTR
FLINEL
GLINE
GCHAR

A

1%

0. TOPSO
H. IBUF
SCOM
CFF

1%
TIMFO

/CMn 7
0

/RETURN . 287

/ZAVE CHARACTER

/GET RMTTO

/CHECK, FOR COMPLETION
/NG

/GET CHARACTER AGAIN
/OUTFUT CHAR

/RETLUIRN

/GET CR
JOUTPLUT R
/GET LF
/OUTPUT LF
/RETURN

/OISPATCH CONTROL :

/CHECK FOR DISPATCH TO FP
/OISFATCH CONTROL TaQ FP
/OUTRUT CNTRL-F

/CHECKE ECHO STATUS

/CHECE, FOR ECHO OFF :

/ECHO OFF. SKIF CMDFRZ FPROMFT.
/FOINT TO FROMPT

/QUTRUT STRING

/QUTPUT CMOPRS PROMIPT

/GET INFUT

/GET FIRST CHAR

/CHECK FOR NULL

/TRY AGAIN

/GET START QF OPCODE STRING TAELE
/JFPOINT TCO INPUT BUFFER

/2EARCH FOR MATCH

/CHECK, FOR ERROR

/YES. TRY AGAIN

/CALL HANDLER

/ROUTINE TO ZEARCH OPCODE TAEBLE FOR MATCH WITH STRING

/H,L CONTAINS POSITION FOINTER
/0L E CONTAINS TABLE FOINTER.
/INDEX OF MATCH RETURNED

oM FiisH
PlisH
FL=H
MVl

B
ju
H

i, 00

NULL TERMINATES TARLE
-1 RETURNED IF NO MATCH

/SAVE EB,C
/ZAVE L E
/ZAVE H, L

/INIT TABLE INDEX



1% FILIZH H /SAVE STRING FOINTER 288

MVI B, 02 /SAVE LQOP CONTER

2% LixaX o ' /GET NEXT CHAR OF ENTRY
CMF M JCOMPARE WITH NEXT CHaAR OF STRING
NZ i3 /NCOT ECIAL
INYX o /UFDATE TABLE FOINTER
INX H - JUPDATE ZTRING FOINTER
OCR B JUFDATE LR CIOUNTER
JNZ 2% /TRY AGAIN
FoF H JGET STRING FOINTER
MV A,C /GET TARBLE IMDEX
AMP 4% _ /TONE

=% INX D JUFDATE TAELE FPOINTER
OCR E /UFPOATE LOOPF COUNTER
JINZ % /BACE, FOR MORE
INF C /UFDATE TARBLE INMDEX :
FLF H /GET STRING POINTER AGAIN
L.0AaX ju /GET FIRST CHAR
IR A /CHECK FOR ZEROC
ANZ 1% v /N TRY FOR MATCH AGAIN
LXI H.S% /POINT TO MSG
TALL FITR /GET STRING
cCALL FLINE : JOUTRFUT MESSAGE
MVI A.OFF /SIGNAL ERROR

44 - FLOF H /GET H,L
FPOP &) /GET LI, E
FOF E /GET EB,C
RET /RETURN

/MEG

5% TXT /(3COM ) INVALID COMMANILDY/
OE 0

/

JEFRMET

JQUTEUTS FPROMFT TO CONSOLE

/

FRMET :

1% IN 1 JIHECKE, FOR RMTTO
ANT 01 /WAIT FOR COMPLETION
o 1% /NG
MVI A. 06 /YES., GET CNTRL-F
QT TTOQ /UTRPUT CNTRL-F
RET /RETURN

/

JGILINE

/

}INFUTS LINE. MAX LENGTH OF LINE IS NIRBUF EBYTES
/ALL REGIZTERS EXCEPT A FRESERVED

GL INE FLZH E /5AVE E.,C
FLEEH H /SAVE H, L
1% LOA ECHO : /GET ECHO STATL=Z
ANA A /CHECE ECHID ZTATUS
JNZ et JECHD CN
2% CALL  INFUT /GET INFUT
CFI )l /CHECK FOR CNTRL-B
INZ 2% /NG, TRY AGAIN
% LXI H. IGUF - /POINT TO INFUT BUFFER
' MV1 I, 00 ' ZINIT INPUT LINE LENGTH
4% caLL INFUT /GET INFUT
CPI ST - /CHECK FOR LF

INZ TP /NG



LA ECHCO
ANA A
JNZ S 10%
JdZ 4%
btk CRI 7F
JNZ Ed
cAaLL EE
AME 4%
“E CP1 05
JNZ 7%
L.T0iA ECHD
AbA A
A2 10%
AME 49
7% MOV . M. A
' INX H
CINR B
Moy A.E
= NIEUF
ST 4%
ci% catL INFUT
CFI 7F
Az 1%
CPI O
JINZ g
LOA ECHD
ANAG A
JdZ 10%
AME =%
TH crl 04
JINZ =%
LOA ECHO
AMA A
JZ %
10% MOV A&
INR &
=TA NICHAR
XRaA A
Moy M. A
STA ICHAR
PCF H
FOE B
RET

/

ST
g St

JRUUT IME T OUTEUT EACK SPACE

| e Mz Nk
Al &
2 1¢
MVI A, 0%
CALL COTRUT
MVI , 20
catlL 0 OUTRUT
MVI A, O
cAaLL QUTPUT
DX H
DCR |5

1% FET

/

/INFLUT

JGET ECHO STATUS AGAIN . 289
/CHECK. ECHO STATUS AGAIN
JECHD ON. DCONE

/TRY AGAIN

/CHECK FOR RLIEBCOUIT

/N

ZOUTRILT B3

/TRY AGAIN

/CHECK FOR CNTRL-E

/NG

/GET ECHO STATUS AGAIN
JCHECK, ECHO STATUS AGAIN
JECHO COFF. [WINE.

JECHO ON. DISREGARD.
/SAVE CHAR

/UPDATE BUF POINTER
JUFDATE LINE LENGTH
/MOVE TO A

/CHECK FOR .LT. MAX
/BACK, FOR MORE

/GET NEXT CHAR

/CHECK, FOR RIJEOUIT

/TRY AGAIN

/CHECK, FOR CNTRL-E

/NG

/GEET ECHO STATUS AGAIN
/CHECE ECHO STATUS
JECHO COFF. DONE.

/ECHO ON. DISREGARD.
/JCHECK FOR LF

/TRY AGAIN

/GET ECHO STATUS
/CHECK ECHO STATLE
/ECHO OFF. TRY AGAIN.
/GET LLINE LENGTH
JUFDATE LINE LENGTH
/SAVE LINE LLENGTH
/CLEAR A

/NULL LAST BYTE

ZINIT CHAR INDEX

/GET H.L AGAIN

/GET E,C AGAIN

/RETURN

/GET LINE LENGTH INTCQ A
/CHECK FOR ZERO
/EXIT

/GET BS CHARACTER
/OUTFUT CHAR

/GET <SP CHAR
/OUTPUT SPACE

/GET BS CHAR
/QUTRPUT BACK ZPACE
JUPDATE FOINTER
/UPDATE LINE LENGTH
/RETURN



JESETC CONSOLE INPUT ROUTINE ) : 290

INFUT LDA ECHD /GET ECHO FL.AG
ANA& = , JCHECK, FOR ECHO
MZ 2% "/ECHO CHAR
is IN TT= /GET INPUT STATUS
ANI - RMTTI /CHECK FOR INFUT REALDY STATLS
JZ 1% NO. TRY AGAINM
IN TTI /GET INPUT
ANI 7F /MAZK T 7 BITS
IMP 4% /JODNE, EXIT : ~
¢ InN TTS /GET INFUT
ANI RMTTI /CHECKE, FOR READY STATLS
JZ pug: /NO. TRY AGAIN
IN TTI /GET INFUT
ANI 7F /MASK TO 7 BITS
CFI 7F /CHECK, FOR RUEBCOUT
JZ 4% : JEXIT
CF1 oo /CHECK FOR (ZR
JNZ i /N
cAaLL CRLF /OUTPUT CRIF
JME 4% JEXIT
3 caLLu CUTPUT /ECHCO CHAR
4% RET JRETLRN
/
/GIHAR

JECUTIMNE TO GET NMEXT CHAR FROM INPUT BLUFFER
/JEBIFFFER IS NICHAR BYTES IN LENGTH
/ALL REGISTERS EXCEFRT A PRESERVED

GUHAR FUSH - D . /SAVE LLE
FLISH H SAVE H.L '
1.0A NICZHAR ' /GET NUMEER OF CHAR IN INFUT BUFFER
MOV E.A /ZAVE IM E
Loa ICHAR C /CHECKE CHAR INDEX
CHMF E JUHECKE FOR .LT. MAX
AC 1% /YES
XRA ) /CLEAR A
JAMP 2% / DINE
1% MoV L.A ’ /MOVE CHAR IMDEX TO A
MYV1 H, 00 /
INF 1) /UFDATE CHAR INDEX
- 5TA ICTHAKR /SAVE CHAR INDEX
LXI 0. IBUF : /JFOINT TQ INFUT BUFFER
DAl O , /RCOINT TO NEXT CHAR
MOV A.M JGET NEXT CHAR
FOF bl ’ /GET H.L AGAIN
FOF jup /GET OLE AGAIN
a% RET /RETURN
P :
JHEN '
JROUTINE T CONVERT HEX STRING TO 1é EIT WORD

/RESLLT STORED IN E,C
JERROR -ZODE RETURNETD IN A

HZW FLIZH o /SAVE O, E
FlisH H JSAVE H, L
FINIT '
XRA A /CLEAR A
MoV E.A /E WILL HILD LS NIBELE
MV O,E /
MOV c.n /
MOV B, o /B WILL HOLDY M3 NIEELE



/GET NEXT CHAR : 291
1% Call. GIZHAR /GET CHAR
CPI S /CHECE FOR SP
JZ 4% /YES. DONE
CRA A /CHECEKE, FOR NULL
JdZ 49 /YEZ. DONE
ATONVERT
CrPI g i /CHECK FOR .GE. 0O~
e 5% , /N, ERRCR
CFI 41 /CHECK FOR .LE. 797 -
NG 2% /N
Sl 0T /JCONVERT T NIEBLE
JIME Z% /
2% CFPI A7 /CHECE FOR .GE. A7
Ji =% /NC. ERROR
PRI TFT+1 /CHECK FOR .LE. “F”
NG 5% /NC, ERROR
Sul “ A ' JIZONVERT TQ NIEELE
Al Of /A00 10
/SAVE NIEBELE
3% MV Lo /EHIFT
MOV c.n /
MOV D.E -/
Moy E.A ‘ /ZAYE LS NIBELE
JMP 1% /BACK FOR MORE
/AZSEMELE WORD
4% MY AR ~/GET MORE SIGNIFICANT NIBEBLE
RLC /EHIFT
RLC
RLC
RLC
CIRA i /a0n0D L3R
MCY B.A /2AVE HIGH ORIDER RESULT
MOV AT /GET MORE =IGNIFICAMNT NIRBEBLE
TRLC
RLC
RILC
R
ORA E /AD0O LEZZ SIGNIFICANT NIRBELE
MOV C,A /SAVE LOW CORLOER RESULT
/NO ERROR
XRA A /SIGNAL NO ERROR
JMP 5% / OONE
JERRUOR
5% LXI H,7% JROINT T MESSAGE
CALL PETR /OUTPUT STRING
(Y FLINE /OUTPUT ERRCOR
MVI A, OFF - /%ET A TO ERROR
/RETURN
4% T POP H , /GET H,L REZULT
FPOF O /GET 0LE RESULT
- RET /RETURN
/MEG
7% TXT / (HZW ) ILLEGAL CHAR/
LE 0
/
LIRG 1400
/
/EL

/ROUTINE Ta EDIT PULSE PROGRAM



ED
1%

2%

44

puit:

/_:l $

cALl.
LA
ANA
JZ
LXI
CALL
caLu
calL
=Y
CP1
JdZ
ANA

-
[y S

XRA
STA
CALL
CPI
JZ
MOV
GRA
JZ
LXI
JMF
Mo
STA
MV1
STA
cALL
CPI
17

ANA
A2
LXI
AMP
cAaLL
JAMP
LXI
LXI
INX
INX
INX
oAbl
CF1
JdZ
=ZTA
MV
ZTA
caLl
CF1
JZ
LX1I
JMP
CALL
CPI
Az
MoV
3TA
MV I

FRMPT
ECHD
A
=%
H,10%
FZTR
FLINEL
GLINE
GCHAR
=1

vé

A

14

A
ICHAR
HzW
CFF
is
AR

C>PHRHILT WD
2 & @
D .
-
&

A. 02
ICHAR
GCHAR

=%

A

4%

H. 1253
=%
IDEL
i1s

D. TOP=11
H. IBUF
H

H

H

SCoM
OFF

1%
CFCOnE
A, 0D
ICHAR
GCHAR

é%
H,.12%
£33
CFEVAL
CFF

1%

A.C
Pt

AL, 0O

292

/OUTPLUT CNTRL-F

/GET ECHCO STATLS

/CHECK FOR ECHCO QFF
/ECHO OFF. SKIP EDITOR FROMPT
JROINT TO ERITOR FROMFT
/OUTPUT STRING

JOUTRUT LINE

/GET NEXT LINE ' =
/GET FIREST CHARACTER
/CHECK FOR G CHAR (CUITE)
/YEZ. EXIT ERITOR

JCHECK FOR NLLL CHAR
/TRY AGAIN

/CLEAR A

/INIT CHAR FOINTER
/ZONVERT LINE NUMBER
/CHECE., FOR ERROR ¢

/TRY AGAIN

/JGET B INTO A ‘
/CHECK FOR QVERFLOW
/CONT INUE

/FOINT TO ERROR M6
/QUTFUT ERRCOR

/GET LINE NUMBER IMTC A
/STORE AT LN

/GET 02 INTO A

/5AVE AT ICHAR
/GET NEXT CHARALCTER
/CHELCKE, FOR SFACE

" /YES, CONTINUE.

JCHECK, FOR NULL

/YES. DELETE LINE

/POINT TO ERROR MSG

/OUTRFUT ERROR

/JOELETE LINE

/BACK FOR MURE

/GET START OF OPCODE STRING TAELE
/JFOINT TO  INPUT EBUFFER ’
JPOINT TO OPCODOE STRING

/SEARCH FOR MATCH
/THECK, FOR ERRIDR
/TRY AGAIN

/SAVE AT COPCOLE
/GET OZ. INTO A
/ZAVE AT ICHAR

/GET NEXT CHARACTER
/CHECK FOR SFACE
/CONTINUE

/POINT T ERROR MG
/OUTFUT ERROR
/EVALIJATE FIRST CQPERAND
/CHECK FOR ERRCR
/TRY AGAIN

/GET CQPERAND

SAVE AT OFi

/GET 03 INTCQ A



STA 1CHAR /SAVE AT ICHAR 293

caLl GCHAR /GET NEXT CHARACTER
CPI T /CHECK FOR SPACE
JdZ 7% JOONT INUE '
LXI H,12%$ /POINT TO ERROR MG
JMF =t JOUTFUT ERROR
7% cALL IFEVAL JEVALUATE SECOND OPERAND
CFI OFF /CHECKE FOR ERRCR
Iz 1s /TRY AGAIN
MOV A,C /GET SECOND CGFERAND -
=TA oFz /SAVE AT OF2
CaLl IALD /ADD INSTRUCTION TO FF AREA
JME 1% : /BACK FOUR MORE
= ALL FZTR /OUTRPUT STRING
catl FLINE JOUTFUT LINE
AME 14 /TRY AGAIN
S JMP CMDFRS /EXIT EDITOR
/MG ’
10% TXT JEDS /
DE Q
119 - TXT / (ED ) INVALID LINE NUMEBER/
juic 0
124 TXT / (ED Y INFUT FORMAT ERROR/
DE O '
/WS

/RDUTIME TO CONVERT WORDN TQ DECIMAL ZTRING
JALL REGISTERS EXCEPT A FREIERVED

Whs PUSH B ZAVE E,C
FLISH L /SAVE [, E
FIIZH H /SAVE H.L
LXI H,2710 /GET 10000 INTO H.L
MVI 0,04 . JINIT PLACE COUNTER
/MAIN LOOP
1s (MAV S E. Q0 JINIT LOOP COUNTER
=% MOV A, /GET LS BYTE INTO A
LB L /SUBTRACT LS BYTE
MOV C.A /GET RESLULT INTG C
Mz AR /JGET M3 EBYTE INTCQ A
SER H /ZUBTRACT MS BYTE
MOV E.A /GET RESLULT INTO E
JAC 2% /REZULT .LT. ©
INR E JURPDATE LOQOP COUNTER
<MP 2% /BACK FIR MORE
2% - DICR O JUFDATE PLACE COUNTER
MOV A, E JGET LOOP CIOLUNTER INTO A
Al =0 /JCONVERT TO CHAR
CALL PCHAR _ /JOUTRUT CHAR
/REZTORE EB,C TO LAZT RESULT .
MOV A, L _ /GET LS BYTE INTO A
Ann L /ALD LS BYTE
MOV C.A JGET RESULT INTCO C
- MOV A, B : JGET MZ BYTE INTO A
ADIC H : /A00 MZ BYTE
MOV E.A : /GET RESULT INTO B
/DETERMINE CURRENT DECIMAL FLACE
MY A, D . /GET PLACE COUNTER INTO A
CP1 03 R /CHECK FOR 1000 FLACE
JINZ 4% o /TRY AGAIN
LXI H. QZEZ JGET 1000 INTO H,L

JMP 1% /BACK FOR MORE



4% ZF1 oz /CHECK FOR 100 FLACE : 294

INZ 5% /TRY AGAIN
LXI H, 00s4 /GET 100 INTC H,L
ME 1% /TRY AGAIN

% e 01 /CHECE., FOR 10 FLALCE
JNZ &% /TRY AGAIN
LXI H, 000A /GET 10 INTQ H,L

: JMP 1% /BACK FOR MORE

ey Moy A.C /GET NUMBER INTO A
AD1 20 /CONVERT TO CHAR
ALl FCHAR /OLTRFUT CHAR
POF H /GET H.L AGAIN
FOP O /GET D.E AGAIN
FaF E /GET EBE.C AGAIN

RET - /RETLIRN
/
/O REG VAL
JRCUTIME TO LOAD A REGISTER WITH A VALLE
/REG IS THE NAME OF THE REGISTER
/VAL IS THE VALUE TO BE LOADED (DECIMAL)

/
OF MVI AL OZ /GET 02 INTO A

STA ICHAR /INIT CHAR INDEX

CAaLL GCHAR /GET CHAR

CrPI . /CHECK FIOR 5P

JZ 1% /YES

LXI H, 7% /PCGINT TO MS6

JMF 7% ZOUTEUT ERROR ANDD EXIT
1% CAl_L HISW /EVALIIATE REG OPERAND

CFI OFF /CHECKE FOR ERROR

AZ S /ERRCR. EXIT

MOV A.E /CHECK FOR CQVERFLOW

CORA E '

Jz 2% /N0 OVERFLOW

LX1I H.10% /POINT TO MEG

JMF 7% ' /OUTFUT ERROR ANDN EXIT
2% MOV A, C /GET LOW CORODER OPERAND INTO A

RAR /CHECK FOR VALID REGISTER

NG as /YES

LXI H, 10% /JPQINT TO MSG

JAMP 7% /OATRUT ERROR AND EXIT
et LXI H, REGS /GET START OF REG AREA INTO H,L

DAD B JROINT TO REG

MVI A, 0S /GET S OINTO A

ST A ICHAR /INIT CHAR INDEX

CALIL GCHAR /GET CHAR

CFI T /CHECE, FOR 5P

JZ 4% /YES

LX1I H. 7% /POINT TO MSG

JIMF 7% /OUTFUT ERROR ANDN EXIT
4% MVI A, 06 /GET & INTO A

STA ICHAR /INIT CHAR INDEX

CALL | GCHAR /GET CHAR

CPI o0 /CHECK FOR <=~

MV1 A, OFF ZINIT TO NEGATIVE

aTA SIGN /SAVE SIGN FLAG

MVI A.O7 ' /GET 7 INTO A

ZTA ICHAR /INIT CHAR INLEX

JZ =% /NEGATIVE

MVI A, 00



STA SIGN /SAVE SIGN FLAG - 295

MVI A, Q8 _ /GET & INTO A
STA ICHAR /INIT CHAR INDEX
b3 CALL OEW ‘ /EVALUATE
CFI OFF /CHECKE FOR ERRCOR
A2 3% JEXIT
LA SIGN /GET SIGN FLAG
ANA A JCHECK FOR FOSITIVE
JZ A% /FOSITIVE
ZALL TCOMPF /NEGATIVE
5% MOV M. C AL0AD LOW ORDER REGISTER
INX H /UPDATE POINTER
MoV M. B : ' /LOAD HIGH ORLOER REGSISTER
JIME =% /EXIT :
7% CALL FSTR JOUTFRUT STRING
[-Y FLINE JOUTRFUT LINE
34 JIMF CMOFRS /EXIT TO CMLOFRS
/M=
“d : TXT / (DF Y INFUT FORMAT ERROR/
: jajcs 0
10% TXT /(OF ) INVALID REGIZTER/
oE 0
/
el

/RCUTINE TO CONVERT DECIMAL STRING TO 14 EBIT WIRD
/JREZULT RETURNEDR IN E,C
/JERROR RETURNED IN A

W FiisH H /3AVE H.L

/INIT
YRA A /CLEAR A
MV C.A JINIT E.C
MV B.C

/GET NEXT CHAR v

1% CaALL SCHAR /GET CHAR
ORA é JCHECK FOR NULL RBYTE
A2 2% : /YEZ. DIONE.
CPI T /CHECK, FOR SP
NV 2% /YES. LIONE.
CFRI 07 : /CHECK FOR JGE. 70O
C ict /NC. ERROR.
CPI A | /UHECK FOR JLE. — 2
NG % /NO, ERROR.
AR 0 /TONVERT TO NIBEILE
CALL MFY10 /MPY CURRENT RESULT BY 10
Al | JADD LS RBYTE
MOy C,A JGET RESULT INTO C
MVI A, 00 /CLEAR A
Al E /A0 MZ EBYTE
MOV E. A _ /GET RESULT INTO B
JMPF 1% ' /BACK FOR MORE

2% JIMF 4% , /TICONE

2% LXI H, 5% JPOINT T WS
CALL - PSTR JOUTRUT STRING
cALlL. FLINE - JOUTRUT LINE
MVI A, OFF /GET ERROR FLAG

4% FOF H /GET H,L BACK
RET ‘ /RETLIRN

/MG

3% TXT /(DU ) ILLEGAL CHAR/
R 0 -



/

C - 296
/ROUTINE TO CLEAR FULZE PROGRAM AREA :
L MVI E.OFF JINIT LOOP COUNTER

MV1 & OFF /GET EMPTY FLAG.

ILX1I - H. TLINE : JRPOINT TO BEGINMING OF LINE TAELE
1% Moy M.A /CLEAR LOCATION

INX H /UPDATE TARLE FOINTER

OCR E JUFDATE LR COUNTER

JNZ 1¢ /EBACE, FIOR MORE

MiZiv M. A _ /CLEAR LAST LOCATION

=ZTA PGMET /SIGNAL EMPTY FPROGRAM AREA

JAMF CMOFRS /RETURN
/
/1DEL

JRCUTINE TCO DELETE INSTRUCTION FROM PULZE FROGRAM
JINSTRUCTION LINE NUMEER IS IN LN,

/
D=L FIazH E /SAVE E.C
FLIZH o ' /ZAVE L, E
FLIZH H /SAVE H.L
LDA LN : /GET LINE NUMEER INTO A
Moy L,A /GET LINE NUMEER INTO H, L
MVI H. 00
LXI O, TLINE JGET STORT OF LINE TAELE
nan o JPOINT TO LINE NUMREER
MVI A, OFF /GET EMFTY FLAG
MOV M. A /SIGNAL EMPTY
FOF H /GET H,L AGAIN
FOF o /GET O.E AGAIN
FOF B /GET B.C AGAIN
RET /RETLIREN
/1Al
JEICUTINE TCO ADDY INSTRUCTION TO FULSE PROGRAM
IALL FLUISH E ' /SAVE B, C
PUSH jul /EaVE TLE
PLISH H /ZAVE H, L
XRA A /CLEAR A
=TA FGMZT SIGNAL PROGRAM AREA NOT EMFTY
LoA LN /GET LINE NUMEER
MY L,A /SAVE IN H,L
MV1I H. 00
LAI O TLINE JGET START OF LIMNE TAELE
OAD O /POINT TO LINE NUMEER
MoV M, A /SET INSTR INDEX
CALL INZERT /ZINSERT NEW INSTRWITION
FOF H JGET H,L AGAIN
FoF g : /GET O,E AGAIN
FOF E /GET E.C AGAIN
RET - /RETLIRN
/
/
/
JINSEIRT

JECIOTIME TO INSERT INSTRUCTION INTO FULSE PROGRAM
ZINSTRUCTION LINE IS IN LN
/
CIMEERT O PIISH ja /ZAVE OLE
FPLSH H /ZAVE H. L



/
/OFEVAL

JEUBROUTINE TO EVALUATE CGFERAND

/
GFEVAL

1%

2%
/MEG
4%

/

L&
Moy
MVI
X1
oAl
P
MVI
DAD
oan
LX1
['I'Ai U
LoA
Moy
INX
MV1
LA
INX
Mz
INX
LA
Moy
FOF
g
RET

JEZ FLAG

JRECUT INE
/1F FLAG
/1F FLAG

/
eC

cCAaLL HaW
PRI CFF
JdZ 2%
LA CPCODE
AMA P
JdZ %
CPI QC
JZ 3%
MOV AR
ORA A
INZ 2¢
MV A, C
RAR
i 2%
XEaA A
dMP 2%
LXI H, 4%
CALL FETR
CaLl. FLINE
MV1I A.DFF
RET
TXT
icd 0

T TURN ECHO ON AND OFF
I3 NINZERD,

S ZERG, ECHO
MVI A, Q2
STA ICHAR

LM
L.A
H, 00
L. TLINE
]

L.M
H, 00
H

H

o, FGM
jal
CFCODE
M, 4

H

M. 00
Q1

H

M.A

H

oFz
M. A

H

ju

JGET LINE NUMEER COF INSTR
/ZAVE IN H,L

/GET START OF LINE TARILE
/ROINT TO INDEX
/GET INDEX

\

/MY BY 4 TO GIVE CFFZET

GET ZTART OF FROGRAM AREA
/POINT TO INSTRUCTION

/GET QFCODE

/ZAVE IN INET

/UFDATE INSTR FOINTER
/INZERT NULL BYTE

JGET FIRST CQOFERAND

/JURPTIATE INSTR FOINTER
/ZAVE IN INST

JUFDATE INSTRUCTION FOINTER
/GET SECOND CGFERAND

/ZAVE IN INST '

JGET H.L AGAIN

/GET LI, E AGAIN

/RETUIRN

/EVALUATE COFERANL

/ZHECE, FOR ERRCOR

/EXIT

/GET COPERATION CODE
/CHECE, FOR ERANCH COFCODE
JEXIT

/CHECK FOR FA OFCODE
/EXIT

/GET HIGH ORDER REGISTER
/CHECE, FOR QVERFLCW
/ERRCR

/GET LOW ORDER REGISTER
/CHECK FOR VALID REGISTER
/INVALID REGISTER

/CLEAR A

JEXIT

/FPOINT TQ ERRCOR M3G
JOUTRUT STRING

/OUTRUT LINE

/GET ERROR FLAG INTO A
/RETURN

/ (OFEVAL) INVALID REGISTER/

ECHO

S TURNED ©ON
I3 TURNED OFF

/GET TWO INTO A

/INIT CHARACTER INDEX
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1%

~~
)

4%

%
/MEG
4%

/
JUEPTCH

catL
PRI

Wz

ANA
JINZ
XRA
=TA
JMP
caLL
CRI
Jz
MOV
ORA
A2
MVI
STA
JMF
MY
CRA
J2Z
MVI
STA
JMP
XRA
5TA
JMP
LXI
CALL
CaLl
JAMP

TXT
OE

GCHAR

1%
A
4%
A
ECHUO
. S$
HzW
oFF
b
A, B
A
2%
A,.01L
ECHO
o$
A, C
A
it
A.01L
ECHO
b
A
ECHO
%
H, &%
*STR
FLINE
CMDPR=

/ (EC

Q)

298
/GET NEXT CHARALTER
/CHECK, FOR SFACE
JCONT INUE
JCHECK, FIIR NUILL
/OUTPUT ERROR MEG
/CLEAR A
JSET ECHO TO OFF
/RETURN
JEVALUATE FLAG
/CHECKE FOR ERROR
/EXIT
/GET HIGH ORDER FLAG
/CHECK FUOR ZEROC
JCONTINUE
/GET ONE INTO A
/SET ECHI TO ON
JEXIT
JGET LW ORDER FLAG
/CHECE, FOR ZERD
/ZERQ
/JGET ONE INTO A
/SET ECHOD TO ON
/EXIT
/CLEAR A
SET ECHO TO COFF
/EXIT
/JFOINT TO ERROR MS3G
/OUTPUT STRING
JOUTPUT LINE
/RETURN

) INFUT FORMAT ERROR/

JSUBROUTINE TO COMFARE RECYCLE 3TATUS AND
/PP START STATUS, CONTROL IS DISPATCHED AS
JFOLL O '
/IF FREET=0,

/IF FPZ5T=1 AND RECYCLE=1,

CONTROL IS SENT TG CMOFRS

CONTROL IS SENT TO FP

/1F FFSZT=1 AND RECYCLE=0, CONTROL IS SENT TO CMOFRS

/
DSPTCH

1%

3%

/

/RIZ
/CHECKS

IN

ANI
JZ

LOoA
ANA
JZ

XRA
STA
MVI
RET

FF START STATUS

/1F FPE3T=1,
/1F FRSET=0,

/
RE

IN
ANI

FPS
SMPP
3%
RCYCLE

k-

> Dd

RCYCLE
A, OFF

. /CHECK START STATUS

/CHECK FOR START CONDITION

/FF STOFFED. EXIT TO CMDFRES
/GET RECYCLE STATWS

/CHECK FOR NO RECYCLE

/NOT RECYCLING., EXIT TO CMDFRS
/CLEAR A

/TURN OFF RECYCLE

/SIGNAL TO PF

/RETURN

CONTROL DISPATCHED TO PP

CONTROL DISPATCHED

FFS
SMPP

TO CMDFRS

/GET START STATUS

/CHECK FOR START



299

JNZ FF /DISFATCH TQ FF
MVI A, 0L /GET ONE INTCO A
5TA RCYCLE /TURN ON RECYCLE

AMP CMDPRE /OISFATCH TO CMDPRS
/ .
/LT LNL LNZ

JRIUTINE TO LIST SECTION OF FULSE PROGRAM
/LN1 I35 LOWER LLINE NUMEER

/LNZ 12 UFPFER LINE NUMEER

/

LI MVI A, 02 | /GET TWO INTC A
ZTA ICHAR /INIT CHAR INDEX
caLL GCHAR /GET CHARACTER
CPI . /CHECK FOR ERROR
Az 1% /YES
LXI H, 7% /FOINT TO M36
CALL FETR | /QUTFUT STRING
CALL FILINE /OUTFUT LINE
JMF S | JEXIT
1% CALL HEW /EVALUATE FIRST OPLZRAND
CPI QFF /CHECE, FOR ERRCR
42 &% JEXIT |
MOV E.C SAVE FIRST OFERAND IN DL E
MY o, B
MVI A0S /GET 5 INTO A
ZTA ICHAR /SAVE AT ICHAR
caLL GCHAR /GET NEXT CHAR
CP1 e /CHECK FOR 3P
JNZ LI+S /YES
cALL HZW /EVALUATE SECOND OPERAND
CFl1 OFF /CHECE FOR ERROR
JZ a% /YEZ. EXIT
MOV A,C /SWAF OPERANDS
MOV C,E
MOV E.A
MW A, B /GET HIGH ORDER QFERAND
IRA A /CHECK FOR CVERFLOW
JINZ % /ERROR
MY A, T /GET HIGH ORDER IPERAND
ORA A /CHECK FOR OVERFLOW
, 4z 3% /NO
2% LXI H. 10% JPCINT TO MSG
ALl PSTR /OUTFUT STRING
caLL FLINE /QUTPUT LINE
JMF a% /ERROR EXIT
2% MOV A,C /GET FIRST QOFERAND
CMF E /CHECK FOR JLE. SECOND CPERAND
Jo 4% /YES | :
JzZ 4% /YES
LX1I H.11% /POINT TO M3G
CALL PSTR /OUTPUT STRING
ALl FLINE /OUTPUT LINE
JME 3% /ERROR EXIT
4% LXI H, TLINE /GET START OF LINE TAELE
 DAD B /EOINT TO FIRST INSTR INDEX
SE MW A.M | /GET NEXT INDEX
. CPI QFF /CHECK FOR EMFTY
A2 7% /YES
FLISH B SAVE LOWER L.IMIT

FzH o /SAVE UFPFER LIMIT



7%

S%
/MEG
9%
10%
114

/

/EHE

FLZH
MOV
MV1
Dan
A=Y
LXI
DAL
CALL
MV
ALl
mMay
FUSH
MOV
MVI
oan
LX1I
DAD
MVI
mav
cAaLL
INX
LR
JINZ
MVI
CALL.
FoP
INX
INX
MoV
MOV
MVI
cAaLL
MV1
ALt
INX
MoV
MOV
MVI
CalL
catu
FoF
FOF
POP
INX
INR
JZ
MoV
ZMP
JC
Iz
JAMP

TXT
DE
TXT
e
TXT
O

-
oD

-

-
|
o
o
w
-
-

Irxo
(L)

|:"_|1 -
g
P

@

‘u)
I
>
pL

2o

-

GROPIIXITT>P>P0RITVIPEBOOTICOI

I
o3I

>

dmMmPrPonOoIrIT@moOo X

*#

%
CMOFRS

/SAVE LLINE TAEBLE FOINTER - 300
/MOVE INSTR INDEX TQ H,L

/MFY BY 4 TO GIVE OFFSET

/GET BEGINNING OF FROGRAM AREA
JRCINT TO INSTRUCTION

/CONVERT LINE NUMEER AND QUTPUT
/GET SPACE CHARACTER

JOUTFRUT

/GET OFCODE INDEX

/ZAVE INSTR FOINTER

/MOVE COPCODE INDEX TO H.L

/MFY EBY 2 TOQ GIVE OFFZET

/GET START OF OPPCODE STRING TABRLE
ARPOINT TO OPCODE STRING

ZINIT LoOF COUNTER

/GET NEXT CHAR OF OPCODE STRING
/OUTRFUT STRING

/UFDATE OPCODE STRING FOINTER
/UFDATE LOOF COUNTER

/BACK FOR MORE

/GET SPACE CHAK

JUTRUT SPACES

/GET INETR POINTER EBACK

/UPDATE INSTR POINTER

/3KIP NULL BYTE

/GET OP1

/MOVE QPL TO B, C

/CONVERT OF1 AND QUTPUT
/GET =FACE CHAR

/OUTRUT SFPACE

/UFDATE INSTR FOINTER
/GET OPZ

/MOVE P2 TO B, C

/CONVERT QF2 AND  OUTPUT
/O0UTPUT LINE

/GET H,L AGAIN

/GET O.E AGAIN

/GET B,C AGAIN

/UFDATE TABLE FOINTVER
/UPDATE LOWER LIMIT

ZEND OF TAERLE. DIONE

/GET LOWER LIMIT

/CHECK FOR .LE. UFPER LIMIT
/YES, BACK FOR MORE

/YES. BACK FOR MORE

/JRETURN TO COMMAND PROCESZOR

/(LT ) INPUT FORMAT ERROR/

O
/(LT )
0

0

INVALID LINE NUMBER/

/(LT ) LOW LIMIT .GT. HIGH LIMIT/



JCUNVERTS BYTE TO HEX STRING
/C CONTAINS EYTE
/4L REGIZSTERS

EHZ MY
ANI
RRIZ
RRL
RRC
RRC
CPI
NG
ADI
JMF
1% IR
Anil
call
MOV
ANI
CFT
JNC
Al
P
3% R ¢
ADI
4% - caLL
RET

D
H

/
N KREG

A, C
OFO

OA
1%
o
2%
OA
-V
FiZHAR
a,c
OF

OA

ic: )
‘e

4%

OA

” A.r
FPCHAR

AND CUTFUTS

EXCEFT A FRESERVED

/GET BYTE
/MASE. HIGH ORDER NIEELE
/JRPOSITION NIRBELE TO LS BITS

JCHECE FOR .GE. 10

/YES

/CONVERT

/

/SUBTRALCT 10

/CONVERT NIBELLE TO CHAR

/OUTFUT CHAR

/GET EYTE AGAIN

/MASE LOWER CQROER EIT
/CHECE, FOR JGE. 10

/YES

/CONVERT NIBBLE TO CHAR

/SUBTRACT 10

/CONVERT NIBBLE TO CHAR
/OUTRUT CHAR

/RETURN

/JROUTINE TO QUTPUT CONTENTS OF REGISTER
/REG IS THE NAME OF THE REGISTER TO BE CQUTFLT

/

VA MVI
STA
cALlL
CPI
JdZ
LXI
-V
Call.
JME

1s CALL
CFI
A2
MOV
CRA
JZ
LXI
cAaLl.
-ALL
JMF

% MV
RAR
JNC
LXI
cAaLL
(ar-YI N
JMF

2% LXI
DAL
mMay

A, 02
ICHAK
GCHAR

1%

H, %
PSTR
FLINE
4%
HzW
OFF
4%
A,DB

A

2%

H, 4%
FSTR
FLLINE
4%
A.C

@$
H. 6%
PSTR
FLINE
4%
H.REGS
B

UyM

/GET 2 INTC A

/INIT CHAR INDEX
/GET CHAR

/CHECK FOR SPACE
/YES

/POINT TO MEZSAGE
JOUTRUT STRING
ZOUTFUT LINE

/EXIT

/EVALLIATE QPERAND
/CHECK FOR ERROR
/NUO

/GET M5 RYTE INTO A
JCTHECK, FOR OVERFLOW
/NG

/YES. POINT TO M6
/JOUTEFUT STRING
/OUTPUT LINE

/EXIT

/GET COFERAND INTC A
/CHECK IF VALID REGISTER
/YES

/NG. POINT TO MSG
/OUTPUT ZTRING
/OUTFUT LINE

/EXIT

/GET START OF REGISTER AREA
/POUINT TO REGISTER

/GET LOW ORDER REGISTER
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INY H /UFDIATE REG POINTER 302

Moy 5. M /JGET HIGH GRDOER REG
caLl WHS /CONVERT NUMBER AND QLITRUT
MVI 20 /GET SP CHAR INTC A
ALl FICHAR /OUTPUT CHAKR
MVI A, 2B /GET 7+ CHAR
cAaLL FCHAR /OUTFUT THAR
call wos JCONVERT TO DECIMAL AND OULTPUT
MVI A, 20 /GET SP CHAAR AGAIN
ALl FZHAR /QUTPUT CHAR
MVI A, 2D /GET <= CHAR
Cabll FCHAR /JIUTRUT CHAR
cAaLL TCOMF /NEGATE
CaLL. (N)uk JCUONVERT TQ DECIMAL ANDO QUTFUT
cCALL FLINE JOUTRUT LINE
4% JMF CMOFRS /JRETURN TO COMMAND FROCEZSOR
ZMEG
] TXT / (VA Y INFUT FORMAT ERRLOIR/
: OE 0 :
=f TXT /7 (VA Y INVALID REGISTER/
jjcs 0 -
/
JeliHE

JUIONVERTS WORD TO HEX STRING AND QUTRUTE
/B.C CONTAINS WORD
/&Ll REGIZSTERS EXCEPT A PREZERVEDR

WiH= MOV A, B /ZWITCH B AND C

Moy E,C

Moy C,A '

CALL EHE - /CONVERT AaND QUTPUT HIGH ORDER HALF
MY A, E /SWITCH B AND C AGAIN

M E.C

May C,A

CAaLL EHS /CONVERT AND OUTPUT LOW ORDER HALF

RET ' /RETURN
/
/L REG VAL '
/RIUTINE TO LOAD A REGISTER WITH A VALLUE
/REG I3 THE NAME OF THE REGIZTER TO EE LOADED
/VAL I3 THE VALLE TO EE LOADED

LG MVI A,0Z JGET 2 INTO A&

STA IZHAR /INIT CHaR INDEX
CALL GCHAR /GET CHARACTER
CPI R /CHECK FOR SPACE
JZ 1% /YEES
LX1 H. &% /FOINT TO M36
cAaLL FSTR /QUTRUT STRING
YR FLINE /JOUTPUT  LLINE
JMP bt : JEXIT
1% AL HZW /EVALUATE REG COPERAND
CPI - OFF /CHECK FOR ERROR
JZ % /YEZ, EXIT
MOV - Y /GET HIGH CORDOER QOPERAND INTCO A
URA A /CHECEK FOR CQVERFLOW
JdZ <% ' /NC
LXI H.7%. /PCINT TO MSG
caLl. FETR . JOUTFUT STRING

catl  FPLINE /OUTPUT LINE



%

4

Ss
JMEG
4%
7%

/
/G LN

/S TARTS
/LM 1% THE NUMEBER OF THE

7
/

Gl

1%

o
#

JMF
Moy
Fak
NG
LXI
CALL
call
JMP
LXI
oAD
MVI
STA
CAalL
CFI
JdZ
LXI
Call.
ALl
JIME
cALL
K1
42
MOV
INX
Moy
<MP

TXT
OE
TXT
DE

bl 3
A;C’

k3
H.7%.
FSTR
FLINE
=) S
H.REGS
E

A,QS
ICHAR
GCHAR

4%

H, &%
FETR
FLLINE
%
HZW
QOFF
bt
M.C

H

M,E

CMOFRS

/(Lo
Q
/ (L0
0

JEXIT

/JGET LOW ORIER CQFPERAND INTCOQ
/CHECHK IF VALID REGISTER
/YES- ‘

JRPOINT TO MSG

JOUTRUT STRING

JOUTRUT LINE

JEXIT

/GET START OF REGISTER AREA
/POINT TO REGISTER

/JGET S INTQ A

/SAVE AT ICHAR

/GET CHAR

/CHECK FOR ZPACE

/YES

JPOINT TO MG

JOUTRUT STRING

/JOUTFUT LINE

JEXIT

/EVALLIATE VALLE

/CHECH, FOR ERROR

/EXIT

/LCAD LOoW CORDER REGISTER
/UPOATE REGISTER POINTER
/LAl HIGH ORDER REGISTER
/JRETURN TO COMMAND PROCESZCOR

) INPUT FORMAT ERROR/

) INVALID REGISTER/

PULZE FROGRAM EXECUTION AT A SPECIFIED LINE

LXI
IN
ANI
JZ
LA
CFrI
JNZ
LXI
JMF
MVI
ZTA
CALL
CPI
J2Z
LXI
iy
calLl
CFI
JZ
MO
ORA
JZ
LXI
JAMP

H,12%
FP3
SMPP
A%
FPGMZT
OFF
1%

H, =%
a%

A, 02
ICHAR
GCHAR
-

H, 9%
&
HZW
QFF
7%
AR

A

it

H, 10%
e

SPECIFIED LINE

/POINT TO MESSAGE

/GET START STATUS ‘
/CHECK FOR START STATUS
/QUITFUT MEZZAGE

/GET FROGRAM AREA STATUS
/CHECK, FOR ZERO

/N

/FOINT T MG

/ERROR EXIT

/GET 2 INTO A

/INIT CHAR INDEX

/GET CHAR

/CHECE, FOR SFACE

/YES

/POINT TO MZG

/ERROR EXIT

/EVALUATE LINE NUMEER
/CHECK FOR  ERRCOR

/YES, EXIT

/CHECK FOR QVERFLOW

/ NU
JFOINT TO MSG
/ERRCOR EXIT

A
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a4

S%

ok

7%

IMEG

3%
Y%
10%
11%

12%

IFF

Moy

MVI
LXI
DAD

S MOV

CPI
JINZ
LXI
JMF
=TA
AMP
—ALL
cALL
JMF

TXT
e
TXT
O
TXT
DR
TXT
OB
TXT
oe

L.C
H, 00
DL TLINE
o

AL M

OFF

Si%
H.11%
&%

LC

FP

FETR
FLINE
CMOPRS

/(G0 )
O
7/ (G0 )
O
/ (GO )
0
7 Us0 )
¢
/(G0 )
0

JOETAINS INSTRUCTIONS AND

/CALLS

/
PF:

14

HANDI_ER

LA
CFI
JZ

MOy
MoV
MV1
LXI
jar-yal
Moy
~F1
JANZ
INX
INK
MV1I
CMF
JZ

JMF
ZTA
MOV
MVI
DAL
DAL
LXI
D&l
MOV
ZTA
INX
INX
Moy
MV1I

LC
OFF
%
E. A
L.A
H, 00
O. TLINE
jul
A.M
OFF
2%

H

=
A.CFF
E

%
1%
LC
L.A
H, 00
H

H

. DLPGM

£}

A.M
OPCODE
H

H

=oM

E, QO

/GET LINE NUMEBER INTO H.L

/GET START OF LINE TALLE
JPCINT TO INDEX

/GET LINE INDEX

/CHECK FOR EMFTY

/NCO

/POINT TO M6

/JERROR EXIT

/ZAVE INDEX AT LC
/START FULZE PROGRAMMER
/OUTPUT STRING

JOUTRUT LINE

/RETURN TO COMMAND FPROCESSOR
FPROGRAM AREA EMFTY/ |
INFUT FORMAT ERROR/
INVALID LINE NUMEBER/
LINE NUMEER OUT OF PROGRAM BOUNDS/

START FULSE PROGRAMMER/

OFERANDS FROM PROGRAM

/GET LOCATION COUNTER

/CHECE, FOR LAST INSTRUCTION

JEXIT :
/ZINIT LOOP COUINTER

SAVE LOCATION COUNTER IN H,L

JZET START OF LINE TAELE
/JPOINT T NEXT LINE
/CHECE, INDEX FOR EMFTY

/NGO, CONTINUE.
/UFDATE LINE FOINTER
/UPDATE LOOF COLUINTER
/GET OFF INTC A
JCHECE, FOR LAST LINE

/EXIT
/TRY AGAIN
/SAVE LOCATION COUNTER

/SAVE INDEX IN H,L

/MPY BY 4 TO GIVE CFFSET

/GET START OF FROGRAM AREA

/FOINT TO INSTR ADDRESS
/GET GPCODE
SAVE COFCOLDE

JUFDIATE FOINTER AND SHIP NULL EYTE

/GET FIRET OPERAND INTC B.C
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INX H JUPOATE POINTER
MOV E.M /GET SECOND QOPERANDE INTO I, E
MVI A
LA LC /GET LOCATION COUNTER
INR A JUFDATE LOCATION COUNTER
ZTA LC /SAVE LOCATION COUNTER
LOA OFPCOnDeE /GET OPCODE AGAIN
JME TJMF11 /ALl HANDLER
2% JMP CMODFRZ . /RETURN
/
/HA :
/HALTS PULSE FPROGRAMMER. RETURNS CONTROL TO COMMAND FROCEZSOR
HA MVI . A,0FF /GET NUMBER OF INSTRUCTIONZ
=TA LC : /SAVE AT LC
JME FF /RETURN
/
/R
JINITIALIZES ANDREZZ COUNTER OF RAM 1
R1 MVI H.SRAM1 /JGET START ALDDRESS INTO H,L
MY1 L., 00
SHLLD RAC1 /SAVE START ADDRESS
MP FP /RETLURN
/ .
IR _
JINITIALIZES ADDREZS COUMTER OF RAM 2
/
Rz MVI H, SRAMZ /GET START ADDRESZ INTO H, L
’ MV1I L, 00 :
SHLD RAaC2 /SAVE START ALDRESS -
JMP FP /RETURN
/
IR
JINITIALIZES ADDRESS COINTER OF RAM 2
/
R MVI H, SRAMZ /GET 3TART ADDRESS INTCO H,L
MV I L, Q0
SHLD RACZ /SAVE SZTART ADLDREZS
IME FP /RETURN
/

JSIE REG1 REGZ
/REGISTER 1 IS SET TO THE YALLE STORED AT
/REGISTER 2

/
SE LY H.REGS /GET START OF REGISTER AREA
DAl o /POINT TO REG2
MoV E.M /GET LOW DROER REGZ2
INX H /UPDATE REGZ FOINTER
Mavy O.M /GET HIGH COROER REGZ
X1 H. REGS /GET START OF REGISTER AREZA
nDal E /FOINT TQ REGH
MQy . M E /SAVE LOW ORDER RESULT
INX H /UPDATE REG1 FOINTER
MoV M. T SAVE HIGH ORDER RESULT
JAMF FF /RETURN
y _

/IM REGL REGZ
JCONTENTS OF REGL INCREMENTED EBY CONTENTS OF REGZ.
/REZINT LEFT IN REGL.



/
IN LXI H, REGS /GET START OF REGISTER AREA
DAD D ' /FOINT TO REGZ
MY E,M /GET LOW ORDER REGZ
INX H /UFPDATE REGZ POINTER
MoV o, M /GET HIGH CRODER REGZ
LXI H, REGS /GET START 0OF REGISTER AREA
DAD B JEQINT TO REGL
MOV A, M /GET LOW COROER REGL
ADD E /400 LOW ORDER REGZ
MOV M. A SAVE LOW CORDER RESWLT
INX H - /UPDATE REGL FOINTER
MOV A.M /GET HIGH ORDER REGH
ATIC o /ADD HIGH CORDER REGZ
MOV M, A /SAVE HIGH ORDER RESULT
JMF FF /RETURN

’
4

/0E REG1 REGZ

JUEZCREMENT CONTENTS OF REGISTER 1 EBY THE CONTENTS
/0F REGISTER Z. RESULTS STORED IN REGISTER 1.

7

DE LXI H, RESS /GET START OF REGISTER AREA
DAD D /FPOINT TO REGZ
MOV E.M /GET LOW ORDER REGISTER 2
INX H : /UFDATE REGZ
MoV o,m /GET HIGH CORIER REGZ
X1 H, REGS /GET START OF REG AREA
niAaD & , /FOINT TO REGI1
MoV A M /GET LOW ORDER REGL
SUER E. /SUBTRACT LOW ORDER REGE
May M, A /SAVE LoW ORDER REZLLTY
INX H /UFDATE REG1 FOINTER
MoV A, M /GET HIGH CORDER REGL
SEB i ' /SURTRACT HIGH ORDER REGY
MOV M. A /SAVE HIGH ORDER RESILT

JMF PF v ' /RETURN

/5B REG1 REGZ :

JOIZCREMENT CONTENTS OF REGISTER 1. IF RESULT IS NONZERQ
/JEBRANCH TO SFECIFIED LINE NUMEER.

/LN I3 ZTURED IN REGISTER Z.

/ .

Sk LX1I H.REGS /JGET START OF REGISTER AREA
AT 1] /FPOINT TQ REGZ
My E.M JGET LINE NUMEER
X1 H, REGS /GET START OF REGISTER AREA
oan ] /JROINT TO REGL
M c.M /GET LOW CORDER REGL
INX H JUFDATE REGISTER FOINTER
MoV E.M /GET HIGH CORIDER REG1
X E /OECREMENT L, C
MOV M, L /ZAVE HIGH CORDER REG!
DX - H , /UFDATE REGISTER FOINTER
MQV M,C /ZAVE LOW ORDOER REGL
MoV A.C /CHECK FOR ZERO
CRA B 4
JdZ 2% /YES. DWINE
LXI H, TLINE /GET START OF LLINE TAELE
DA O /PCGINT TO INZTR INDEX

MV A.M , /GET INSTR INDEX
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CPI OFF
JZ 14
STA LC
MP 2%

1% cAaLL ELINE
LX1 H.Z
cAaLlL FSTR
cALL FLINE
JMF HA

2% M FF

/MZG

3% , TXT /(2R
OR Q

/

/

/C0 REGL REGZ

JTIMFARES CONTENTE OF REGL WITH
/0F REGZ. SETS COMPARISON CORE.

/

cQ LXI. H,REGD
pan D
MOV E.M
INX H
MOy oLmM
LXI H. REGS
DAaD B
MOV A M
SUE E
MOV c,A
INMX H
MV A, M
SER o
My E. A
URA C
JINZ 1%
MVI A.OL
STA come
ME kS

1% MOV A. B
ORA A
I 2%
MVI A, 02
STA COoMP
JAME 2%

2% MVI A.04
ZTA COMF

3% JMP FF

/

/ER LN CCOODE

/CHECK, FOR EMPTY
/ERROR

/SET LOCATION COUNTER
/DCNE

/O0UTRPUT LINE NUMEER
/ROINT TO MZG

/OUTRUT STRING

/CUTPUT LINE

/HALT PULZE PROGRAMMER
/RETLRN

} UNLINKEED BERANCH/

CONTENTS

/GET START OF REGISTER AREA

/FPOINT TO REGZ

/RCINT TO LOW ORIDER REGZ

/UPDATE REGE POINTER
/GET HIGH CORLER REGZ

/GET START OF REGIZSTER ARIZA

/FUINT TO REG!
/GET LOW CORDER REGL

/SUETRACT LOW ORDER REGZ2

/SAVE LOW COROER RESULT
/UPDATE REGY! POINTER
/GET HIGH CORDER REGH

/SURTRACT HIGH ORIER REGZ
/SAVE HIGH ORDER RESULT

/CHECK FOR ZERCQ
/NIM |

/C(REGL) .E@. C(REGZ)
/SAVE COLDE

/TIONE

/CHECK FOR NEGATIVE RESULT

/NQ

JC(REGL)Y JLT. C(REGZ)
/SAVE CODE

/OONE

/T(REGL)Y JGT. C(REGZ2)
/3AVE CLODE

/ERETURN

JERAMCH T SPECIFIED LINE NUMEER IF

/(CODE.AND.COMP) .NE., O
/ ,

BR - LA . COMFE

: ANA E
Iz 2%
LXI H., TLINE
oA B '
MW A.M
CPI OFF
JdZ 1%

/GET COMPARISON CODE
/ « AND,  CODE
/NO BRANCH. DONE

/GET START OF LINE TAELE

/POINT TO INSTR INDEX
/GET INDEX
/CHECH FOR EMPTY

/ERROR
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STA L /SET LOCATION COUNTER 308

JMP % / DONE
1% cAaLL ELINE ' /OUTFUT LINE NUMEER
LXI H, =% /FOINT TO MESSAGE
caLL FSTR /OUTFUT STRING
CALL FLINE /OUTPUT LINE
JMP HA /HALT FULSE FROGRAMMER
2% AMP FF /RETURN
/MEG :
3% TXT / (BR ) UNLINKED EBRANCH/
o o
/ .

JEd NS
/PULSE PROGRAM SOURCE SET TO NIS
/QO=FIFCQ, Ol=RAM 1, 02Z=RAM 2. OZ=RAM =

/
PA M2V b, 12 /GET NEXT INSTRUCTION SOURCE
RRC /GET SOURCE EBITS INTO MSBR POSITIONS
RRC '
ANT oco : /MAZK OUT OTHER BITS
5TA SIRCE /SAVE SOURCE RITS
JMF PP /RETURN
/

/U REGL REGZ

JOUTFUT TIME, GATE TO FIFO
/Z2=COMPLEMENT OF TIME IS STURED AT REG1L
/RFUILZE MAZE I3 STORED AT REGZ

/
oF | .
CaLL FETCH /GET REG CONTENTS INTO E,C AND DL,E
MY A.E /CHECK FOR ZERO |
ORA C
a2 2% | JEXIT
MU T L. 20 JGET FIFO ADDRESS INTO H,L
MVI H, OFF
1% IN FES : /CHECK PP STATUS
ANI RMPP JCHECHK, FOR READY
4z 1% . /NOT READY
CaLL WEP /OUTPUT CONTROL WORD TQ FIFG
o% AMP PP /RETIURN
/

/01 REG1 REGZ

JOUTFUT TIME GATE TO RAMI
/2=COMFPLEMENT OF TIME STORED AT REGL
/FULSE MAZE STORED AT REGZ

/
01 CALL. FETCH /GET REG CONTENT:Z INTO E,C O,E
LHLD RACY /GET RAM ADDREZS
MVI A.OF4 /GET HIGH CORDER MEMORY LIMIT
CMP H /CHECHK FOR OVERFLOW
JZ 1% /YES
CALL WFF /WRITE TO RAMI
LHLDT  RAC1 /GET RAM ALDREZZ AGAIN
INX H /UPDATE RAM ADDREZS
INX H
INX H
INX H '
SHLD RAC1 STORE RAM ADDREZS
AMP <% / LICNE

1% CaLLl ELINE /OUTRUT LINE NUMEER



ety
/MIG
3%

/

/a2 REG1 REGZ
JQUTHFUT TIME,GATE TO RAM

LXI
CALL
CALL
JMP
IMF

TXT
OE

H, 3%
PSTR
FLINE
HA
PF

/(01
0O

/PUINT TGO MZG
/OUTRUT STRING
JOUTPUT LINE

/HALT PULSE FROGRAM
/RETURN

) RAM ADDRESS QOVERFLOW/

b
=

/2-COMFLEMENT OF TIME STORED AT RESH

/GATE MASK STORELD

/
o]
o

1%

%
/MEG
3%

/

/03 REGL REGZ

CALL
LHLD
MVI
CME
JdZ
ALl
LHLI
INX
INX
INX
INX
SHLE
JME
CALL.

LXI

(=Y
cALL
JME
<MP

TXT
OB

309

AT REGZ
FETCH /GET REG CONTENTS INTO B,C AND DLE
RACZ /GET RAM ADDRESS
A.OFS /GET HIGH ORDER MEMORY LIMIT
H /CHECZK FOR CVERFLOW
1% /YES ’
WFF /WRITE TO RAM 2
RACZ /GET RAM ALDRESS AGAIN
H /UFDATE RAM ADDRESZS
H
H
H
RACZ2 /STOURE RAM ADDRESS
2% /DONE
ELINE JOUTFUT LINE NUMEER
y 3% /POINT TO M=3G
STR /OUTPUT STRING
FLINE /OUTRFUT LINE
HA /HALT PULSE PROGRAMMER
FF /RETURN
/(a2 ) RAM ADDRESS OVERFLOW/
O ’

JOUTFUT TIME.GATE TO RAM 3

/2-COMPLEMENT OF TIME IS
/RFULSE MASE I's STORED AT

/
oz

1%

ALl

LHLD

MV1
CMF
JZ
cALL
LHLID
INX
INX
INX

INX

SHLT
IMP
CALL
LXI
CALL.
cAaLL
JME

FETCH
RACE
A, OF
H

1%
WFP
RACE

STORED AT REGH
REGZ

/GET REG CONTENTEZ INTO
/GET RAM ADDORESS

/GET HIGH ORDER MEMORY
/CHECK., FOR QVERFLOW

/YES

/JWRITE TO RAM 3

/GET RAM ADDRESS AGAIN
/UFDATE RAM ADDRESZS

/ZTORE RAM ADDRESS
/DONE

/OUTAFUT LINE NUMEER
/POINT T MG

/OUTPUT STRING

/OUTPUT LINE

/HALT PULZSE FROGRAMMER

o
‘e

I

AND 0L, E
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Z% JMPF FF /RETURN

/MG

3% TXT yaquic ) RAM ADDRESZ QVERFLOW/
L 0

y :

JWF

/WIRITES TIME,.GATE SETTINGS TGO PP MEMORY
/H.L CONTAINS FF ADDREZSS
/B.C CONTAINS Z-COMPLEMENT OF TIME

/0.E CONTAINS FLLZE MASK .

/ .

WE = MV M, C /WRITE LOW CORDER TIME
INX H /UFDATE PP ALDDREZS
MOV ALE /GET HIGH ORDER TIME
ANI =F /MASED QUT SCUIRCE BITS
MQv E,A /TEMF ZAVE
LTA SOURCE /GET SUOURCE CODE
CRA E /600 IN HIGH ORDER TIME
MV M, A /WRITE HIGH ORDER TIME
INX H /UFPDATE FF ADDREST
MOV M.E /WRITE LOW CORDER GATE
INX H /UPDATE PP ADDRESS
MOV M., O /WRITE HIGH CORDER GATE
RET /RETURN

/

/

Mz REGT REGZ

/JUNTFUTS & TIME IN UNITS OF 1 MTEC TO THE FIFO
/REGL CONTAINS THE TIME IN LINITS OF 1 MSEC
/REGZ CONTAINS THE FPULSE MASE

HASH catu FETCH /GET REG CONTENTS INTO B,.C AND D.E
MOV A.C /JGET NUMEER OF 1 MSEC LUNITS
URA & /CHECK, FOR ZERO
Jz C /YES. EXIT
1% Fil=H B : /TEMF STORAGE
MV B, Ol /GET 1 M=EC
MVI C,0F0Q
MRV H, OFF /GET FIFQ ADDRESS
MVI L. 20
Z% IN FF< ' /GET FF STATUS
ANI RMFP /UHECE FOR READY
A2 2% /TRY AGAIN
CAlLL WFF JOUTRPUT TIME. GATE TO FIFGQ
FioE & /GET COUNTER AGAIN
Lz X G /UPDATE COUNTER AGAIN
Mo A.C /JGET REG C INTO A
JRA B /CHECK FOR ZERO
JdNZ 1% /EBA&CHE. FOR MORE
=% P FFE - /RETURN
/
/FIZTICH

/QIETAING FEGISTERS FROM INDICES IN E,C AND O,E
JERROR CODE RETURNED IN A :

; .
FETCH LAI H, REGS /GET START OF REGISTER AREA
DAL o ' : /FOINT TO REG2
MOV E,M /GET LOW ORDER REGZ
INX H /UFDATE REGZ

MOV D.M /GET HIGH ORLDER REGZ



LXI H. REGE /GET START OF REGISTER AREA
nal E /JPOINT TO REGL

MOV C,M /GET LOW DRIER REGL

INX H /JUFDATE REIGL

My BE.M /GET HIGH CORDER REG]

RET /RETILIRN

/
/0 REGL REGZ

JOUTFUT A TIME IN UNITE OF 1 SECOND TGO THE FIFOD
/REG1 CONTAINT TIME IN SECOMDE. 255 SECONDS MAXIMUM.
JREGZ CONTAINS PULSE MASHK

Iz CaLl FETCH /GET TIME,GATE MAZES

N

MO A.C /CHECK FOR ZERQ
CiRA E
JZ k3 /YEZ. DONE
MW A.E JUHECE, FOR OVERFLIDW
ORA E
JZ 1% /N
Ccall ELINE JQUTPUT LINE NUMEER
LXI H. &% /JFRFOINT TQ MSG
Call FITR JOUTRFUT STRING
(Y FLINE JOUTPUT LLINE
JMF HA /HALT PLILLSE PROGRAMMER
1% MO A.C /GET NUMBER OF SECONDE
2% STA ISEC /ZAVE NUMEER OF SECONDEZ
LXI R.OZEZ JGET 1000 INTO B.C
3% FLIZH k& /ZAVE EB.C
’ MVI E, oD /GET 1 MSEC
"MVI ,OF0
MVI H, OFF /GET FIFQ ADDRESS
MVI L.20
4% IN FFs JGET PP STATUS
ANT RMFF /CHECE, FOR REALDY
JZ 4% /TRY AGAIN
CAalLL WFP . JOUTRPUT TO FIFQ
FoF = ’ /GET E,C AGAIN
Lz X E /UFTDATE COUNTER
MY A,C /JGET C INTO A
CORA E _ JUHECE FOR ZERD
ANZ % /BACE FOR MORE
LLTA NZEC /GET NUMBER COF SECIONDS
DCR A JUFDATE NUMEER OF SECONDE
ANZ 2% /EBACE, FOR MORE
=% JAMF FF /RETURN
/MEG
2% 3 TXT /s Y TIME GT. 255 SECONDE/
Lk O
/

/T1 REG1 REGZ

JOLTHFUT SAMPLING TRAIN TO RAM 1

/REGL CONTAINS NUMBER OF SAMPLING FLLZES
/REGZ CONTAINS PULSE MASK

/REG D2 CONTAINS SAMPLING PERIODH

7
11 Cabi. FETCH /GET REGISTER CONTENTS
MOV A.E ' /CHECE FOR QVERFLCW
CIRA E
JZ 1% /NC

CALL ELINE /OUTRUT LINE NUMBER

AGAIN -
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1%

o

=%
/MG
6%

7%

/
/00 REGY REGZ

LXI

JAMP
MOV
ANA
A7

=TA
LXI
LX1
DAL
Moy
INX
MV
MOV
CRA

|~.
/
‘el

LHLD
MVI
cMP
JZ
call
LHLD
INX
INX
INX

INX

SHL
LoA
DCR
=TA
JNZ
JIMP
caLL
LXI
CaLlL
cAall
JMP
JMP

TXT
jhic
TXT
OR

MIPINM@DPRTOR

H, &%
4%

AL

&

bk
NZAMFL
H.REGS
E. OOLIZ

=

O3

« Do
0
T »
H

z
)
-

RAC1L

312
/POINT TO MSG

© /OUTPUT ERROR
JGET NUMEER OF FULSES
/CTHECK FOR ZERG
JEXIT
/SAVE COUNT
/GET START OF REGISTER AREA
/GET [z INTO B, C
JEOINT TO 02
/GET LOW ORDER SAMFPLING TIME
JUFDATE REGISTER FOINTER
JGET HIGH ORDER SAMFLING TIME
/JCHECE FOR ZERO

/EXIT

/GET RAM ADDREZS CCOLINTER
JGET HIGH CORODER MEMORY LIMIT
/CHECE, FOR QVERFLOW

/YES. ERROR

/WRITE ToO RAM 1

/GET RéM ADDRESS AGAIN
/UFDATE RAM ADDRESS

/STORE NEW RAM ADDRESS
/GET NUMEER OF SAMFLE PLLZES
/UPLDATE

/SAVE COUNT

/BACK. FOR MORE

/OONE

/0UTFUT LINE NUMEER
/FOINT TO MSG

JOUTRUT STRING

/OUTRUT LINE

/HALT PULSE PROGRAMMER
/RETURN

) NUMEER OF ZAMFLE PULSES .GT. 253/

) RAM ADDRESZ OVERFLCOW/

/QUTHUT DELAY TO THE FIFCO. LENGTH OF DELAY

/13 C(FE)I=Z(REGL)

/REGL CONTAINE

/FE CONTAINS
/REG2 CONTAINS THE FULSE MASH.

/

oD

CAaLL
MOV
MY
SHLD
MY
ORA
Jdz
MVI
=idE
MV1

FETCH
L,E
H, D
MASE
AR

C

&%

A. Q0
C

A, 20

IN UMITS OF 100 NIEC.
UNIT TIME WHICH MAY NOT EXCEED 21%.2 USELC.
THE NUMBER OF UNITS TO BE QUTPUT.

/GET TIME,GATE MASKS
/GET PULZE MAZK INTO H,L

/SAVE MASBK
/CHECK FOR ZERO

/EXIT

/CHECK FOR LT, 81%2
/JSUBTRACT LS BYTE
/GET 20 INTO A



JES
3%

43

SER
NI
LXI
ALl
call
—ALL
Nivis
Moy
MoV
SHLD
LXI
LXI
oal
MOV
INX
MOV
MOV
CIFRA
J7
MoV
Moy
SHLT
LXI
oAl
Mz
Moy
LHLD
noX
M
CIRA
SHLD
Mo
MOV
JAZ
MVI
TR
MV]
SER
JNC
MoV
MOy
~ALL
LHLD
MOV
MOV
MVI
MVI
IN
ANI
JdZ
ZALL
LHLI
MOV
Moy
LHLI
MOV
My
MoV
CiRA
JdZ

B

1%
H,74%
ELINE
FITR
FPLINE
HA
L.C
H, &
TIME
H, REGZ
D, OOFE
o]

E.M

H

o,M
A.D

E

&3
L.E
H,D
COUNT
H, 0000
o

E.L

ja
COUNT
H

ALl

H
COUNT
L,E
H. T
4%

A, QOFF
L

A, LF
H

2%
c.L
E.H
TCOMP
MAZE
E.L
OLH
L, 20
H. OFF
FF3
EMPP
S¢ -
WFF
TIME
c.L
EB.H

/SUBTRACT MS RBYTE

/NONZEROG,

/POINT
/OUTEL
/0OUTRL
/TR

TO M3G

T LINE NUMEER
T STRING

T LINE

/HALT PULSE PROGRAMMER
/GET UNIT TIME INTO H,L

/SAVE UNIT TIME

/GET =TART OF REG AREA INTCO H,L

/GET F

E INTO I.E

/FOINT TO REGISTER FE

/GET L
/UPDAT
/GET H
/CHECK

/EXIT

/GET C

/=AVE
/INIT

W CORDER RYTE

E POINTER

IGH ORDER BYTE
FOR ZERD

QUNT INTO H, L

COUNT
H’L

/INCREMENT BY UNIT TIME

/GET T
/GET C
/UFDAT
/CHECHE

/3AVE

IME INTO O, E
CINT INTC H, L
E COUNT

FOR ZERO

COUNT

/GET TIME BACKE INTO H,L

/ TOINE

/CHECK
/SUBTR
/GET 1
/SUETR
/EBACK

/GET T

/NEGAT
/GET P
/GET M

FOR .LT. 8191
ACT LT EYTE

F INTCO A

ACT M3 RYTE
FOR MORE

IME INTO B,C

E TIME
ULSE MAZE INTO
AZE. INTO 0O, E

H.L

/GET FIFO ADDRESS INTO H,L

/GET F
/CHECE!
/TRY A
/aUTPU
/GET U
/GET U

/GET C
/GET C

/CHECHK

/EXIT

F STATUS

FOR FP READY
GAIN
T TO PP
NIT TIME BACK
NIT TIME INTO

QUNT INTO H,L
COUNT INTO O, E

FOR ZERC

INTO H, L
| C

AGAIN
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AMFE 2% /BACEKE. FOR MUOIRE

4% JMF FF /EXIT

/MG

7% TXT / (20 ) UNIT TIME .GT. &1%.2 USEC/
O 0

/ELINE

JRCUTINE TO QUTFUT LINE NUMEER OF
/PLILZE FROGRAM ERROR.

/
EL TNE LA L C/GET LOCATION COUNTER
LR A /FOINT TO LINE NUMRER
MCV C,A - /GET LINE NUMEBER INTO C
CALL BH= /CONVERT AND OUTPUT TO BLIFFER
MVI AL 20 /GET TP CHAR INTO A
ALl FCHAR /OUTRUT ZP CHAR TO BLFFER
cAalL FLINEL /QUTRPUT LINE
RET : /RETURN
/Us=

/RIUTINE TO CQUTPUT DELAY INM LUNITS OF USEC TO FIFO
/REG1 CONTAINS TIME IN UNITS OF USEC. 1000 LUSEC MAX.
/REGZ CONTAINS FULSE MAZSK

/
RS CALL FETCH /GET REG CONTENTS INTO E,C AND D.E
MOV A.C /CHECK FOR ZERO
aRA E
JdZ 4% JEXIT
1% MVI A, GE ’ - /JCHECE, FOR .LT. 1000
S C
MVI A. O3
SER B
JNC 2% /.LT. 1000
catl ELINE /CUTRFUT LINE NLMEER
LXI H, 2% /FPOINT TO MEG
cAaLl FITR /QUTPUT STRING
caLl. FLINE /OUTRUT LINE
JMP HA : /HALT PULSE FROGRAMMER
2% call MFYL1O /MPY BY 10
ZALL TCOMPE /CONVERT TO TWO-CIOMFLEMENT
MVI - L,20 /GET FIFO ADDRZS INTO H,L
MVI H. OFF
3 IN FPFS /GET FP STATUS
ANI RMFF /THECK FOR FP REALDY
JAZ <k : /TRY AGAIN
CALL WFP /OUTPUT TO FIFC
4% AMF FF /RETURN
/MEG
5% TXT /(s ) TIME .GT. 1000 UZEC/
K15 O
/
/HN

/ROUTINE TO OUTFUT TIME IN UNITS OF 100 NZEC TO FIFC
/UEGT CONTAINS TIME IN UNITS OF 100 N3EC
/REGZ CONTAINS FULSE MAZK

HM CaLlL.  FETCH /GET REG CONTENTS INTC E.C AND 0OL,E
MOy A, C /CHECK, FOR ZERUQ
CRA E
JZ FF ' JEXIT
AL TCOME /CONVERT TIME TG TWO-COMPLEMENT
MVI L, 20 /GET FIFO ARDDRESS INTO H,L

MV1 H. OFF



1% IN FPS /GET PP STATUS | . 315

ANI RMFF /CHECK FOR PP REALY
JZ 1% /TRY AGAIN

CALL WPF /O0UTPUT TO FIFOQ
JHMF FF /EXIT

/ TCOMP _ :
/PERFUORMS TWO-COMPLEMENT OF DATA IN E,C
/JRESULT RETURNED IN E,C

TCOMF XRaA A /CLEAR A
B C /SUBTRACT LOW ORDER BYTE
My C.A /ZAVE LOW ORDER RESULT
MVI A, Q0 /CLEAR A AGAIN
SEER E /SUEBTRACT HIGH ORDER EYTE
MoV B, A /SAVE HIGH ORDER RESULT
RET /RETIURN

/

/MFY10

JMIALTIFLIES CONTENTS OF B.C EBY 10
/RESULT RETURNED IN E,C -
/5AVE H,L -

MFEY L0 FUSH H
MQyV L.C /GET MULTIPLICAND INTC H,L
MOy H,E
LAD H /MULTIPLY BY 10
DAL H
DiaD H
AL E
oAl E
MoV ., L JGET RESULT INTO B,C
MOy E.H
FOF H /GET H,L AGAIN
RET /RETURN
/
/SYSTEM TAEBLES
/
TAPSO TXT /CL./
TXT /ED/
TXT /L1/
TXT /EC/
TXT /\VA/
TXT FAmuys
TXT /GO/
TXT JOF/
o) CH O
TMFO PRI 00
A2 cu
N = ¢ o1
JZ ED
CPI 0z
4 LI
ZFI 03
Iz EC
CRI 04
JZ Y
cPl QS
AZ Lo
CPI 0&
JdZ GO
[ 2 § 07
JZ LiF

JMP CMOFRS



/
TOES1L Y

TdMFL1

TXT
TXT
TXT

TXT

TXT
TXT
TXT
TXT
TXT
TXT
TXT
TXT
TXT
TXT
TXT

TXT

TXT
TXT
TXT
TXT
TXT

CTXT

oE

CPI

JZ
CFRI
JZ
CFI
JZ
CPI
JZ
CrI
JdZ
CPI
JdZ
CPI
JZ
PRI
JdZ
CF1
AZ
CPI
JZ
cPI

.‘!
ot e

CPI

JZ
Cr1
JZ
CF1
JdZ
Cr1
JZ
cPl
Az
CPI
JZ
CF1
JZ

/BR/
/CF/
/017
/327
/Qz/
/R1/
/RZ/
/IR3/
/IN/
/0E/
/SE/
/T
/PA/
/M=/
/5C/
/HA/
/HN/
/ERY
/TL/
/0n/
/RE/
/uUs/
O

Q0
BR
01
OF
oz
o1
Oz
0z
04
03
OS
R1
06
RZ
07
R3
08
IN
(:)',?/

LE

- 0OA

SE
OB
o
oC
FA
QL
M3
QE

T

OF
HA
10
HN
11

B
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JZ T1
CF1 1z
JZ i
CF1 14
JZ RE
CPI 1%
JZ us
JMP ZMOFRS
/
JEYSTEM DEVICE REGISTERS
/
PFS EG S0
RMFPP Ecnd 20
SHMFF Eril 40
TTC EGL 00
TT1 Eit Q0
TTS EQU 01
RMTTI. zeul 02
RMTTO EGL! 01
SRAML EQ OFQ
ZRAMZ ECIL OF4
SRAMZ EGJ OF3
/
/THE FOLLOWING MUST BE IN RAM
/
/SYSTEM PARAMETERSZ AND BUFFERS
/
CHAR s 1
ZIGN 0= 1
NICHAR D3 1
ICHAR ns 1
NIEUF Ecil S0
IBLIF 03 v NIBILIF
OCHAR ns 1
NOBUF EGIL) S0
OGUF Ds NCEUF
/
COMF 0s 1
RCYCLE 0z 1
ECHO 0s 1
SOURCE [z 1
LN 0s 1
OrPCODE DS 1
OF1 0= 1
CGF2 ns 1
OFF EQu OFF
LC D3 1
PGMEST 03 1
NSEC D3 1
SAaMPL D3 1
MAZK LS 2
CIONT DS 2
TIME  §1 2
RAC b3 2
RAC2 s 2
RACS3 Ds 2
NIMAX Ecid OFF
REISS 03 100

TLINE ns 100



22)
23)
24)

N NN N
o O N
N R N

32)
33)
34)
35)
36)
37)

38)
39)

40)
41)
42)
43)
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