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ABSTRACT

Deformable isosurfaces, implemented with level-set methods, have demonstrated a

great potential in visualization and computer graphics for applications such as segmen-

tation, surface processing, and surface reconstruction. Their usefulness has been limited,

however, by two problems. First, three-dimensional level sets are relatively slow to

compute. Second, their formulation usually entails free parameters that can be difficult

to tune correctly for specific applications. The second problem is compounded by the

first. This thesis presents a solution to these challenges by describing graphics processor

unit (GPU) based algorithms for solving and visualizing level-set solutions at interactive

rates for volumes as large as 2563.

Level-set techniques deform isosurfaces by solving partial differential equations (PDEs)

on a voxel grid. Efficient solvers for the equations compute a solution only at those voxels

on or near the isosurface. The active elements in this narrow-band of computation change

as the level-set solution evolves. This thesis demonstrates that such dynamic sparse-grid

computations can be efficiently solved using a streaming architecture platform–a modern

graphics processor. The solution uses a multidimensional virtual memory mapping to

pack the active, three-dimensional voxel data into two-dimensional texture memory on

the GPU. A novel GPU-to-CPU message passing scheme quickly updates this sparse data

structure as the isosurface moves.

The integration of the level-set solver with a real-time volume renderer allows a user to

visualize and steer the deformable level-set surface as it evolves. The resulting isosurface

can also serve as a region-of-interest specifier for the volume renderer. This thesis

demonstrates the capabilities of this technology for interactive volume segmentation and

visualization. This thesis also presents an evaluation of the method with a brain tumor

segmentation user study.
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CHAPTER 1

INTRODUCTION

1.1 Problem Statement

Surfaces define the objects in the world around us—the rough surface of a granite rock

cliff, the smooth plastic of a child’s toy, the complex surface of a kitchen sponge, and the

dynamic water surface of a stormy sea. Scientific exploration often includes the search for

surfaces that denote important boundaries. Examples include a geologist searching for oil

deposits in the earth’s strata, a neurosurgeon finding the exact extent of a brain tumor,

and a snow avalanche forecaster discovering a dangerously weak layer in a mountain snow

pack.

Just as in the physical world, surfaces are a critical component of computational

science and computer graphics. There are many techniques for representing computa-

tional surface models including vertex meshes, b-spline patches, implicit surfaces, and

others. The deformation of these surface representations, however, presents a number of

challenges. Example applications of deformable surfaces include surface tracking in fluid

simulations, image and volume segmentation, and surface processing (e.g., smoothing,

sharpening, blending).

The deformation of an explicit surface representation (e.g., vertex mesh) involves

updating connectivity and parameterization information. This can be difficult as well

as limit the range of possible deformations to those which do not change topological

genus. Implicit surfaces, on the other hand, can easily change topological genus, split

into multiple entities, and merge multiple surfaces together. The deformation technique

discussed in this thesis, the level-set method, is a promising technique for modeling

deformable implicit surfaces.

Level-set methods model deformable isosurfaces with a set of partial differential equa-

tions (PDEs) that act on an implicit surface voxel grid. The specific PDEs, and thus the

surface deformations, are determined by the level-set application. For physically-based

simulation applications, the simulation results determine the surface movement. For many
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nonsimulation applications (e.g., surface processing and segmentation), level-set surface

deformation is controlled by a set of free parameters.

While the level-set approach is flexible and powerful, its use can be problematic.

First, level sets are relatively slow to compute. Second, the free parameters used by some

applications to control surface deformation are often difficult to set. The latter problem

is compounded by the first because, in many scenarios, a user must wait minutes or hours

to observe the results of a parameter change.

In response to the need to accelerate level-set computations, researchers have created

a number of optimization strategies. The most successful of these are the sparse-grid and

narrow-band strategies which solve the level-set PDE only on the voxels near the isosurface

(rather than on the entire voxel grid). Although these optimized solvers achieve significant

speedups, they are still far from interactive for all but the smallest three-dimensional

computations. The work in this thesis builds on these optimizations by presenting a

narrow-band algorithm that runs on a modern graphics processor.

The streaming architecture of modern graphics processors provides an attractive

alternate computing platform for computationally demanding problems. These spe-

cialized processors accelerate three-dimensional computer graphics computations with a

combination of dedicated hardware, data-parallel computation, and high-speed memory.

Although level-set algorithms exhibit the required data-parallelism to run on GPUs, the

sparse and dynamic nature of the computation makes mapping them to graphics hardware

difficult.

This thesis presents a solution to the above problems by presenting an efficient map-

ping of the level-set partial differential equations to a commodity graphics processor.

This GPU-based solver runs up to 15 times faster than a highly-optimized sparse-field

implementation running on a modern central processing unit (CPU). By combining the

fast solver with a real-time volume renderer, a user is able to both visualize and easily

control the evolving computation. This thesis presents an interactive volume segmenta-

tion application built with this new solver. The thesis also presents an evaluation user

study in which brain tumors are segmented from MRI data using this new segmentation

tool.
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1.2 Contributions and Results

This thesis makes contributions in the fields of deformable surface processing, GPU-

based streaming computation, volume visualization, and medical segmentation. The main

contributions are:

• An integrated system demonstrating that level-set computations can be intuitively

controlled by coupling a real-time volume renderer with an interactive solver

• An interactive volume segmentation application built with the new solver, and a

user study that quantifies the effectiveness of the new tool for quickly and accurately

segmenting tumors from MRI data sets

• A GPU-based three-dimensional level-set solver that is approximately 15 times

faster than previous optimized solutions

• A multidimensional virtual memory scheme for GPU texture memory that supports

computation on time-dependent, sparse data domains

• A message passing scheme between the GPU and CPU that uses automatic mipmap

generation to create compact encoded bitcode messages

• Real-time volume rendering directly from a two-dimensional packed, sparse texture

format

• Region of interest specification for the volume renderer

• Efficient computation of a volumetric distance transform on the GPU

1.3 Overview

The following chapter discusses previous work and background for level sets, GPUs and

hardware-accelerated volume rendering. Chapter 3 describes the details of the streaming

narrow-band solver. The first section (Section 3.2) introduces a multidimensional virtual

memory system used to pack the active three-dimensional data into two-dimensional

texture memory. Section 3.3 then describes the details of the streaming level-set solver in

terms of the virtual memory system. That section also explains a new distance transform

computation that runs efficiently on the GPU. Section 3.4 explains how the packed,

two-dimensional data format is volume rendered at interactive rates. Chapter 4 describes

the interactive, three-dimensional segmentation application built using the streaming
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level-set solver. Section 4.3 discusses the performance of the application, and Section 4.4

presents a brain tumor segmentation an evaluation user study performed with the new

tool. The conclusions in Chapter 5 summarize the work and propose future research

directions in both streaming level-set solvers and graphics hardware.



CHAPTER 2

TECHNICAL BACKGROUND AND

RELATED WORK

2.1 The Level-Set Method

The level-set surface deformation technique is based on an implicit surface representa-

tion. In the level-set approach, an n-dimensional manifold is embedded in a R
n+1 space

(i.e., a manifold with codimension one). A scalar function, φ(x, t), defines the surface

embedding, where x ∈ R
n+1 and t is time. The set of points on the surface at time t, St,

are mapped by φ(x, t) such that

St = {x|φ(x, t) = k}, (2.1)

where k is an arbitrary scalar value (often zero). It can also be said that St is the k level

set of φ(x, t). The discrete representation of φ(x, t) is referred to as the embedding of the

level set k. For instance, the embedding for the kth level set can be created by setting

each point on a uniform grid in S0 to k, all points inside the surface to φ(x, 0) > k and

all grid points outside to φ(x, 0) < k. The signed distance from the k isosurface is often

used for the embedding, φ(x, t), but it is not a requirement of the technique.

The embedding, φ(x, t), evolves with the surface, and the relationship is given by the

first-order, partial differential equation

∂φ(x, t)

∂t
= −∇φ(x, t) · v(x, t), (2.2)

where v(x, t) describes the velocity of the surface at point x at time t. Within this

framework one can implement a wide range of deformations by defining an appropriate

v(x, t). This velocity term is often a combination of several other terms, including data-

dependent terms, geometric terms (e.g., curvature), and others. In many applications,

these velocities introduce free parameters, and the proper tuning of those parameters is

critical to making the level-set model behave in a desirable manner. Equation 2.2 is the
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general form of the level-set equation, which can be tuned for wide variety of problems

and which motivates the architecture of the new solver.

Although the proposed solver addresses the solution to Equation 2.2, this thesis

restricts the discussion to a special form of Equation 2.2 that is suitable for the seg-

mentation application described in Chapter 4. This special case of Equation 2.2 occurs

when v(x, t) = G(x, t)n(x, t), where n(x, t) is the surface normal and G(x, t) is a scalar

field, which is refereed to as the speed of the level set. In this case Equation 2.2 becomes

∂φ(x, t)

∂t
= −|∇φ(x, t)|G(x, t). (2.3)

Equation 2.3 describes a surface motion in the direction of the surface normal, and

thus the volume enclosed by the surface expands or contracts, depending on the sign

and magnitude of G(x, t). The remainder of this thesis uses an abbreviated notation

by assuming the spatial and temporal variability of φ(x, t), G(x, t), and n(x, t) are

understood. These quantities are thus referred to as φ, G, and n respectively.

The mean curvature of the level sets of φ, H, (hereafter referred simply as curvature)

is commonly used as a level-set speed function (i.e., G). Because applying curvature flow

to a surface minimizes surface area, curvature is often combined with data-based speed

terms to smooth out an otherwise rough or noisy surface solution. A convex surface

under pure curvature flow will converge to the n-sphere and finally a single point [14].

The mean curvature of φ is defined as

H = cn∇ ·
∇φ

|∇φ|
, (2.4)

where, if n is the dimensionality of the surface, cn = 1/(n− 1).

There is a special case of Equation 2.2 in which the surface motion is strictly inward

or outward. In such cases the PDE can be solved somewhat efficiently using the fast

marching method [44] and variations thereof [11]. However, this case covers only a very

small subset of interesting speed functions. In general, this work in this thesis is concerned

with solutions that allow the model to expand and contract as well as include a curvature

term.

The initial estimation of φ is propagated forward in time using finite forward dif-

ferences. The gradient magnitudes are computed with the up-wind scheme [34]. To

guarantee a stable solution, the upwind scheme approximates ∇φ using one-sided deriva-

tives that are always in the up-wind direction of the propagating surface. The largest
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allowable time step, 4t, is inversely proportional to the maximum speed at a given time,

t. about max value for 4t is used. Given that ∂φ
∂t

is defined by Equation 2.3 and the

general update equation is

φ(x, t +4t) = φ(x, t) +4t
∂φ

∂t
, (2.5)

the level set update equation is

φ(x, t +4t) = φ(x, t) +4tF |∇φ|. (2.6)

The details of estimating ∇φ and H are presented in Appendix A.

2.2 Narrow-Band Level-Set Solvers

Efficient algorithms for solving the more general equation rely on the observation that

at any one time step the only parts of the solution that are important are those adjacent

to the moving surface (near points where φ = 0). This observation places level-set solvers

as part of a larger class of solvers that efficiently operate on time-dependent, sparse

computational domains—i.e., a subset of the original problem domain. However, in order

to take advantage of the sparse nature of level-set solutions, algorithms must maintain a

somewhat consistent level-set density (i.e., ∇φ), which is defined as the number of level

sets per unit volume. If the level-set density becomes too low (spread out) it can become

difficult to efficiently isolate the computation to the desired interface. Alternatively, a

level-set density that becomes too high (close together) can cause aliasing and numerical

problems. To address this, level-set solvers must manage the motion of the level sets, their

density, and the position of the model relative to the desired computational domain.

In general time-dependent, sparse algorithms maintain proper motion and density by

iterating on the three steps shown in Figure 2.1.

Two of the most common CPU-based level-set solver techniques are the narrow-

band [1] and sparse-field [57] methods. Both approaches limit the computation to a nar-

row region near the isosurface yet store the complete computational domain in memory.

The narrow-band approach implements the initialization and update steps in Figure 2.1

(Steps 1 and 3) by updating the embedding, φ, on a band of 10-20 pixels around the model,

using a signed distance transform implemented with the fast marching method [44]. The

band is reinitialized whenever the model (defined as a particular level set) approaches

the edge. In contrast, the sparse-field method traverses the complete domain only during
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Figure 2.1. The three fundamental steps in a sparse-grid solver. Step 1 initializes the
sparse computational domain. Step 2 executes the computational kernel on each element
in the domain. Step 3 updates the domain if necessary. Steps 2 and 3 are repeated for
each solver iteration.

the initialization step of the algorithm in Figure 2.1. The sparse-field approach keeps

a linked list of active data elements. The list is incrementally updated via a distance

transform after each iteration. A similar strategy is described in Peng et al. [36]. Even

with this very narrow band of computation, update rates using conventional processors

on typical resolutions (e.g., 2563 voxels) are not interactive. This is the motivation behind

the GPU-based, streaming narrow-band solver presented in this thesis.

2.3 Scientific Computation on Graphics Processors

Graphics processing units have been developed primarily for the computer gaming

industry, but over the last several years researchers have come to recognize them as a low

cost, high performance computing platform. Two important trends in GPU development,

increased programmability and higher precision arithmetic processing, have helped to

foster new nongaming applications.

For many data-parallel computations, graphics processors outperform central pro-

cessing units (CPUs) by more than an order of magnitude because of their parallel

streaming architecture [35] and dedicated high-speed memory. In the streaming model

of computation, arrays of input data are processed identically by the same computation

kernel to produce output data streams. The GPU takes advantage of the data-level

parallelism inherent in the streaming model by having identical processing units execute

the computation in parallel.

Although streaming architectures such as GPUs share a data-parallel design with
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Cray-like vector computers [41] and massively parallel SIMD computers such as the

Connection Machine system [16], they have several important differences. In contrast

to vector architectures, which compute a single instruction on many data elements; the

computation kernel in a streaming architecture may consist of many (possibly thousands)

of instructions and use temporary registers to hold intermediate values. In contrast to

Connection-Machine-like computers that contain thousands of small processing elements,

each with their own small memory; GPUs use a relatively small number of processing

elements (e.g., 8) that each have access to global memory as well as a small number of local

registers (e.g., 32). Lastly, in addition to these architectural differences, the ubiquity and

low price of GPUs (e.g., less than $500 U.S. dollars for a GPU in contrast to millions of

dollars for a vector super-computer) means that millions of users and programmers have

access to the platform. This large number of users makes the development of GPU-based

algorithms especially warranted at this time.

Currently GPUs must be programmed via graphics APIs such as OpenGL [43] or

DirectX [33]. Therefore all computations must be cast in terms of computer graphics

primitives such as vertices, textures, texture coordinates, etc. Figure 2.2 depicts the

computation pipeline of a typical GPU. Vertices and texture coordinates are first pro-

cessed by the vertex processor. The rasterizer then interpolates across the primitives

defined by the vertices and generates fragments (i.e., pixels). The fragment processor

applies textures and/or performs computations that determine the final pixel value. A

render pass is a set of data passing completely through this pipeline. It can also be

thought of as the complete processing of a stream by a given kernel.

Grid-based computations are solved by first transferring the initial data into texture

memory. The GPU performs the computation by rendering graphics primitives that

access this texture. In the simplest case, a computation is performed on all elements of

a two-dimensional texture by drawing a quadrilateral that covers the same number of

grid points (pixels) as the texture. Memory addresses that identify each fragment’s data

value as well as the location of its neighbors are given as texture coordinates. A fragment

program (the kernel) then uses these addresses to read data from texture memory, perform

the computation, and write the result back to texture memory. A three-dimensional grid

is processed as a sequence of two-dimensional slices. This computation model has been

used by a number of researchers to map a wide variety of computationally demanding

problems to GPUs. Examples include matrix multiplication, finite element methods, and
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multi-grid solvers [13, 26, 50]. All of these examples demonstrate a homogeneous sequence

of operations over a densely populated grid structure.

Strzodka et al. [40] were the first to show that the level-set equations could be solved

using a graphics processor. Their solver implements the two-dimensional level-set method

using a time-invariant speed function for flood-fill-like image segmentation, without the

associated curvature. Their solver did not take advantage of the sparse nature of the

level-set PDEs and therefore performs only marginally better than a highly-optimized

sparse-field CPU implementation. The work in this thesis extends their work to three

dimensions, adds in the second-order curvature computation, and significantly optimizes

the solver by implementing a narrow-band solver on the GPU.

This thesis presents a GPU computational model that supports time-dependent, sparse

grid problems. These problems are difficult to solve efficiently with GPUs for two reasons.

The first is that in order to take advantage of the GPU’s parallelism, the streams being

processed must be large, contiguous blocks of data, and thus grid points near the level-set

surface model must be packed into a small number of textures. The second difficulty is

that the level set moves with each time step, and thus the packed representation must

readily adapt to the changing position of the model. This requirement is in contrast to

the recent sparse matrix solvers [4, 25] and previous work on rendering with compressed

data [3, 24]. In the two sparse-matrix solvers[4, 25], a packed texture scheme is used

to efficiently compute sparse matrix-vector multiplications as well as compute values of

Vertex & Texture
Coordinate data

Vertex Program

Rasterize

Fragment

Program

Texture data

Frame/Pixel Buffer

Figure 2.2. The modern graphics processor pipeline.



11

the sparse matrix elements on the GPU. The scheme is static, however, in the sense

that the nonzero matrix elements must be identified before the computation begins.

Recent work by Sherbondy et al. [47] describes an alternative time-dependent, sparse

GPU computation model which is discussed in Chapter 4.3.



CHAPTER 3

STREAMING NARROW-BAND

ALGORITHM

3.1 Introduction

This chapter describes GPU-based streaming algorithms for computing and visualizing

the solution of the three-dimensional level-set partial differential equations. This new

solver is 10 to 15 times faster than a highly-optimized CPU-based sparse-field implemen-

tation.

The first step toward creating a highly optimized GPU-based level-set solver was to

create a brute force solution [30]. The details of this solver are given in Appendix B.

This solver computes the level-set PDE at all voxels in the volume and is a direct

extension of the two-dimensional work of Strzodka et al. [40]. This basic GPU-based,

three-dimensional level-set solver runs one to two times faster than a highly optimized

sparse-field CPU-based solver [52]. While this is not an impressive speedup, it is worth

nothing that the GPU-based solver performs approximately 10 times more calculations

than the optimized CPU-based one. As such, a narrow-band/sparse-field GPU-based

solver should theoretically be able to achieve a 10–20 times speedup.

The proposed streaming, narrow-band level-set solver realizes these speedups by effi-

ciently leveraging the capabilities of modern GPUs. The algorithm packs the active com-

putational domain into two-dimensional texture memory, solves the three-dimensional,

level-set PDE directly on this packed format, and quickly updates the packed data after

each solver iteration.

The design of the streaming narrow-band algorithm takes into account several com-

putational limitations of modern GPUs as well as the goal of interactive performance.

First, the data-parallel computation model requires homogeneous operations on the entire

computational domain. Second, memory constraints require an efficient algorithm to

process and store only the active domain on the computational processor (i.e., the GPU).

Third, GPUs do not support scatter write operations [38], and lastly, the communica-
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tion bandwidth between the CPU and GPU is insufficient to allow transmission of any

significant portion of the computational domain.

Section 3.2 describes a multidimensional virtual address scheme that efficiently maps

the time-varying three-dimensional data into a two-dimensional texture. Section 3.3 then

explains the details of the GPU-based level-set solver. In addition to explaining how the

multidimensional virtual memory scheme is used in the solver, the section also introduces

a new distance transform computation that can be efficiently performed on the GPU.

The direct volume rendering of the deforming level-set surface is explained in Section 3.4.

3.2 A Virtual Memory Address Scheme
for Sparse Computation

Remapping the computational domain (a subset of a volume) to take advantage of

the GPU’s capabilities has the unfortunate effect of making the computational kernels

extremely complicated—that is difficult to design, debug, and modify. The kernel pro-

grammer must take the physical memory layout into consideration each time the kernel

addresses memory. Other researchers have successfully remapped computational domains

to efficiently leverage the GPU’s capabilities [4, 13, 25, 38], but they invariably describe

these complex kernels in terms of the physical memory layout. This section presents

a solution to this problem that allows kernel programmers to access memory as if it

were stored in the original (computational) domain—irrespective of its physical layout

on the GPU. The solution is an extension to the virtual memory systems used in modern

operating systems.

3.2.1 Traditional Virtual Memory Overview

Nearly all modern operating systems contain a virtual memory system [48]. The

purpose of virtual memory is to give the programmer the illusion that the application

has access to a contiguous memory address space, while allowing the operating system to

allocate memory for each process on demand, in manageable increments, from whatever

physical resources happen to be available. Note that there are two meanings of virtual

memory. The first is the mapping from a logical address space to a physical address

space. The second is the mechanism for mapping logical memory onto a physical memory

hierarchy (e.g., main memory, disk, etc). For this discussion, virtual memory only refers

to the former definition.

Virtual memory works by adding a level of indirection between physical memory and
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the memory accessed by an application. Most conventional virtual memory systems

divide physical and virtual memory into equally sized pages. The data addressed by an

application’s contiguous virtual address space will often be stored in many, disconnected

physical memory pages. A page table tracks the mapping from virtual to physical memory

pages. When an application requests memory, the system allocates physical memory

pages and updates the page table.

When an application accesses memory via a virtual address, the system must first per-

form a virtual-to-physical address translation. The virtual address, VA, is first converted

to a virtual page number, VPN. The system uses the page table to convert the VPN to

a physical page address, PPA. The PPA is the physical address of the first element in a

page. Finally, the memory system obtains the physical address, PA, by adding the PPA

to the offset, OFF. The OFF is the linear distance between the virtual address and the

beginning of the virtual page which contains it. The address computation is

VPN ← VA
S[P]

PPA ← PageTable(VPN)
OFF ← mod(VA, S[P])
PA ← PPA + OFF,

(3.1)

where S[P] is the size of a memory page.

3.2.2 Multidimensional Virtual Memory for GPUs

The virtual memory system used in the proposed solver is a multidimensional exten-

sion of the traditional virtual memory system described in Section 3.2.1. This section

begins by defining a general multidimensional virtual memory system and then describes

details specific to the GPU implementation.

Traditional virtual memory systems use one-dimensional virtual and physical address

spaces. While it is possible to generalize the algorithms described in Section 3.2.1 to an

N -dimensional virtual address space and an M -dimensional physical address space, the

practicalities of GPUs and the nature of the level-set problem space dictate the values of

N and M . Specifically, GPUs are optimized to process two-dimensional memory regions

(M = 2), while volumetric level-set computations are defined on a three-dimensional

domain (N = 3). The design also make the simplifying assumption that virtual and

physical pages are identical in dimension and size. Thus, the virtual space is not parti-

tioned equally in all axes: two-dimensional pages must be stacked in three-dimensional

to populate the problem domain as seen in Figure 3.1.
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Figure 3.1. The multidimensional virtual and physical memory spaces used in the paged
virtual address system. The original problem space is V, the virtual address space. The
virtual page space, VP, is a subdivided version of V. Virtual memory pages are mapped
to the physical page space, GP, by the page table. The inverse page table maps physical
pages in GP to virtual pages in VP. The collection of all elements in GP constitute G,
the physical memory of the hardware.

The discussion of the various address spaces involved in the multidimensional virtual

address scheme requires a concise notation. To begin, the space of K-length vectors of

integers is notated as Z
K . The set of all voxels in the three-dimensional problem domain is

the virtual address space, which is defined as V ⊂ Z
3. Each of the virtual memory pages is

a set of contiguous voxels in V; the space of all virtual pages is VP (Figure 3.1). Similarly,

the physical address space, G ⊂ Z
2, is subdivided into pages to form the physical page

space, GP. The elements within a virtual or physical page are addressed identically using

elements of P ⊂ Z
2. In addition, a size operator is defined for the two-dimensional and

three-dimensional spaces described above. For X in {V, VP, G, GP}, S[X] is a two-vector

or three-vector (according to the dimension of X) giving the number of elements along

each axis of the space X. Note that S[VP] = S[V]/S[P] and S[GP] = S[G]/S[P] (using

component-wise division). The level-set solver system uses pages of size S[P] = (16, 16).

This size represents a good compromise between a tight fit to the narrow computational

domain and the overhead of managing and computing pages. Empirical results validate

this choice.
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Virtual-to-physical address translation in an N -dimensional virtual memory system

works analogously to the one-dimensional algorithm. Virtual addresses are now three-

dimensional position vectors in V and physical addresses are two-dimensional vectors in G.

The page table is a three-dimensional table that returns two-dimensional physical page

addresses. With these multidimensional definitions in mind, Equation 3.1 still applies

to the vector-valued quantities. Figure 3.2 shows an example multidimensional address

translation.

For the level-set solver in this thesis, the multidimensional virtual memory system

is implemented in part by the CPU and in part by the GPU. The CPU manages the

page table, handles memory allocation/deallocation requests, and translates VPNs to

PPAs. The GPU issues memory allocation/deallocation requests and computes physical

addresses. The design further divides the GPU tasks between the various processors on

the GPU. The fragment processor creates memory allocation/deallocation requests. The

address translation implementation uses the vertex processor and rasterizer to compute

all PAs. Sections 3.2.3 and 3.2.4 describe the architectural and efficiency reasons for

assigning the various virtual memory tasks to specific processors.

��� � ��������� �� � �

Virtual memory space Physical memory space

Page Table

� �
	
�����

� 

Figure 3.2. The virtual-to-physical address translation scheme in the multidimensional
virtual memory system. A three-dimensional virtual address, VA, is first translated to a
virtual page number, VPN. A page table translates the VPN to a physical page address,
PPA. The PPA specifies the origin of the physical page containing the physical address,
PA. The offset is then computed based from the virtual address and used to obtain the
final two-dimensional physical address, PA.
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3.2.3 Virtual-to-Physical Address Translation

This section explains the details of the virtual-to-physical address scheme used in the

GPU-based virtual address system. Because the translation algorithm is executed each

time the kernel accesses memory, its optimization is fundamental to the success of the

method.

The simplest and most general way to implement the virtual-to-physical address trans-

lation for a GPU-based virtual memory system is to directly implement the computation

in Equation 3.1 and store the page table on the GPU as a three-dimensional texture. A

significant benefit of this approach is that it is completely general. Unfortunately, with-

out dedicated memory-management hardware to accelerate the translation, this scheme

suffers from several efficiency problems. First, the page table lookup means that a

dependent texture read is required for each memory access. A dependent texture is

defined as using the result of one texture lookup to index into another. This may cause

a significant loss in performance on current GPUs. Second, storing the page table on the

GPU consumes limited texture memory. The third problem is that a divide, modulus,

and addition operation are required for each memory access. This consumes costly and

limited fragment program instructions. Note that Section 3.2.4 discusses other problems

with storing the page table on the GPU related to the limited capabilities of current GPU

architectures.

The solver avoids the memory and computational inefficiencies that arise from storing

the page table on the GPU by examining the pattern of virtual addresses required by the

application’s fragment program. In the case of the level-set solver, the fragment programs

use virtual addresses within only a 3 × 3 × 3 neighborhood of each active data element.

This means that each active memory page will access only adjacent virtual memory pages

(Figure 3.3). Moreover, the remainder of this section shows that this simplified translation

case makes it possible to lift the entire address translation from the fragment processor

to the vertex processor and rasterizer. The decision to reconstruct virtual neighborhoods

on-the-fly rather than duplicate data lying on page boundaries is an important aspect of

the system. The design choice was made to meet our original goals of minimizing memory

usage, minimizing memory traffic, and maintaining square 16× 16 memory pages.

Once the solver resolves the virtual addresses used by a fragment program, it can

determine which virtual pages each active page will access. With this relative page

information, the GPU can perform the virtual-to-physical address translation without
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Figure 3.3. The substream boundary cases used to statically resolve the conditionals
arising from 3 × 3 × 3 neighbor accesses across memory page boundaries. The nine
substream cases are: interior, four edges, and four corners (a). The interior case accesses
its neighbors from only three memory pages (b). The edge cases require six pages (c), and
the corner cases require 12 memory pages (d). Note that for reasonably large page sizes,
the more cache-friendly interior case has by far the highest number of data elements.

a page table in texture memory. The CPU makes this possible by sending the PPAs for

all required pages to the GPU as texture coordinates. The GPU can then use the relative

neighbor offset vectors to decide which adjacent page contains the requested value (see

Figure 3.3(a)).

The GPU’s task of deciding which adjacent page contains a specific neighbor value

unfortunately requires a significant amount of conditional logic. This logic must classify

each data element into one of nine boundary cases: one of the four corners, one of the four

edges, or an interior element (see Figure 3.3). Unfortunately current fragment processors

do not support conditional execution. This logic could alternatively be encoded into a

texture; however, this would again force the use of an expensive dependent texture read.
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Just as statically resolving virtual addresses allowed the solver to optimize the GPU

computation, all active data elements can be preclassified into the nine boundary cases.

The result is that all memory addresses used in each case will lie on the same pages

relative to each active page (see Figure 3.3). In other words, the memory-page-locating

logic has been statically resolved by preclassifying data elements into their respective

boundary cases. The data elements for these substream cases are generated by drawing

unique geometry for each case. The corner substream cases are represented as points, the

edges as lines, and the interior regions as quadrilaterals.

Kapasi et al. [18] describe an efficient solution to conditional execution in streaming

architectures. Their solution is to route stream elements to different processing elements

based on the code branch. Substreams are merely a static implementation of this data

routing solution to conditional execution. The advantage is that the computation kernel

run on each substream contains no conditional logic and is optimized specifically for that

case. The solution additionally gains from optimized cache behavior for the most common,

interior, case (77% of the data points in a 16×16 page). The interior data elements require

only three memory pages to access all neighbors (Figure 3.3(b)). In comparison, reading

all neighbors for an edge element requires loading six pages (Figure 3.3(c)). The corner

cases require 12 pages from disparate regions of physical memory(Figure 3.3(d)). The

corner cases account for less than 2% of the active data elements.

With the use of substreams, the GPU can additionally optimize the address computa-

tion by computing physical addresses with the vertex processor rather than the fragment

processor. Because all data elements (i.e., fragments) use exactly the same relative mem-

ory addresses, the offset and physical address computation steps of Equation 3.1 can be

generated by interpolating between substream vertex locations. The vertex processor and

rasterizer can thus perform the entire address translation. This optimization distributes

computational load to underutilized processing units and reduces the number of limited

and expensive fragment instructions.

The algorithm described above is a highly optimized address translation scheme for

evaluating neighborhoods of 3 × 3 × 3. Many applications, however, require the use of

larger neighborhoods. The substream and vertex processor optimizations described above

will, to a limited extent, generalize to neighborhoods larger than 3 × 3 × 3. To process

larger neighborhoods, a separate set of substreams would need to be generated for each

layer of grid points adjacent to memory page boundaries. Theoretically, neighborhoods
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as large as one half of the page size could be processed with the technique, although there

may be a neighborhood size beyond which the cost of splitting the computation into many

small substreams outweighs the benefits. A more general technique, such as performing

the full address computation in the fragment stage (as described at the beginning of this

section), may be more advantageous for processing large neighborhoods.

3.2.4 Bootstrapping the Virtual Memory System

This section describes the steps required to initialize the GPU virtual memory system.

To begin, the application specifies the page size, S[P], the virtual page space size, S[VP],

and the fundamental data type to use (i.e., 32-bit floating point, 16-bit fixed point, etc.).

The virtual memory system then allocates an initial physical memory buffer on the GPU.

It also creates a page table, an inverse page table, a geometry engine, and a stack of

free pages on the CPU. The decision to place the aforementioned data structures on

the CPU is based on the efficiency concerns described in Section 3.2.3 as well as GPU

architectural restrictions. These restrictions include: the GPU’s lack of random write

access to memory, lack of writable three-dimensional textures, lack of dynamically sized

output buffers, and limited GPU memory.

The page table is defined to store a MemoryPage object that contains the vertices and

texture coordinates required by the GPU to access the physical memory page. The inverse

page table is designed to store a VPN vector for each active physical page. Figure 3.2

shows these mappings. Note that the page table and inverse page table were referred to

as the unpacked map and packed map respectively in Lefohn et al. [29].

The vertices and texture coordinates stored in the MemoryPage object are actually

pointers into the geometry engine. The geometry engine has the capability of quickly

rendering (i.e., processing) any portion of the physical memory domain. Thus the ge-

ometry engine must generate the substreams for the set of active physical pages. The

last initialization step is the creation of the free-page stack. The virtual memory system

simply pushes all physical pages (i.e., pointers to MemoryPage objects) defined by the

geometry engine onto a stack.

The application issues GPU physical memory allocation and deallocation requests to

the virtual memory system. Upon receiving a virtual page request, the system pops a

physical page from the free-page stack, updates the page tables, and returns a MemoryPage

pointer to the application. The reverse process occurs when the application deallocates

a virtual memory page.
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The level-set solver generates memory page allocation and deallocation requests after

each solver iteration based on the form of the current solution. Section 3.3.5 describes

how the solver uses the GPU to efficiently create these memory requests.

3.3 Streaming Narrow-Band GPU Level-Set Solver

This section explains how the GPU level-set solver implementation uses the virtual

memory system described in Section 3.2 to create an efficient streaming narrow-band

solver. The full details of the level-set equations are not given here, but are instead found

in Appendix A.

3.3.1 Initialization of Computational Domain

The solver begins by initializing the sparse computational domain (Step 1 in Fig-

ure 2.1). An initial level-set volume is passed to the level-set solver by the level-set

application. The sparse domain initialization involves identifying active memory pages in

the input volume, allocating GPU memory for each active page, then sending the initial

data to the GPU (Figure 3.4).

The solver identifies active virtual pages by checking each data element for a nonzero

derivative value in any of the six cardinal directions. If any element in a page contains

nonzero derivatives, the entire page is activated. The initialization code then requests a
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Figure 3.4. The level-set solver’s use of the paged virtual memory system. All active
pages (i.e., those that contain nonzero derivatives) in the virtual page space (a) are
mapped to unique pages of physical memory (b). The inactive virtual pages are mapped
to the static inside or outside physical page. Note that the only data stored on the GPU
is that represented by (b).
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GPU memory page from the virtual memory system for each active page. The level-set

data is then drawn into GPU memory using the vertex locations in each MemoryPage

object.

This scheme is effective only because the input level-set volume is assumed to be a

clamped distance transform—meaning that regions on or near the isosurface have nonzero

gradients while regions outside or inside the surface have gradients of zero (see Figure 3.5).

The outside voxels have a value of zero (black) and the inside ones have a value of one

(white). The algorithm described in Section 3.3.2 describes how the clamped distance

transform is maintained during the level-set computation.

The inactive virtual pages do not need to be represented in physical memory. If an

active data element queries an inactive value, however, an appropriate value needs to be

returned. Because all inactive regions are either uniformly black or white, the system

handles this boundary condition problem by defining a special, inactive page state. A

virtual page in this state is mapped to one of two static physical pages. One of these static

pages is black, representing regions outside of the level-set surface. The other static page

is white and represents regions inside the level-set surface. The page table contains these

many-to-one mappings, but the inverse page table does not store a valid entry for the

static pages. Note that this boundary problem could have alternatively been solved using

single pixels instead of entire pages; however, this lack of uniformity in memory page

sizes would have complicated the page table representations. Alternatively, the problem

Outside

Inside

φ

Distance from Isosurface

Active

0

Figure 3.5. The level-set embedding, φ, is a clamped distance transform, i.e., |∇φ| is
nonzero near the surface model and zero elsewhere.
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could have been solved by creating substreams for the active elements on the boundary

of the active set; however, this would have unnecessarily added a number of additional

substream render passes to the computation.

3.3.2 The Distance Transform Computation on the GPU

The GPU-based level-set solver borrows ideas from both the narrow-band and sparse-

field algorithms, but implements a new solution that conforms to the architectural re-

strictions of GPUs. Both of these previous, CPU-based, methods maintain a distance-

transform embedding (i.e., manage level-set density) by a series of heterogeneous opera-

tions that are not particularly efficient on the GPU. In order to solve this problem, the

streaming level-set method maintains a distance-transform embedding by introducing an

additional speed term Gr into the level-set PDE Equation 2.3. This additional speed term

pushes the level sets of φ, either closer together or farther apart, so that they resemble

an appropriately scaled clamped distance transform (CDT). The CDT has a constant

level-set density within a predefined band and ensures that voxels near the isosurface

have finite derivatives while those farther away have gradient magnitudes of zero. As

described in the proceeding section, the identification of zero-derivative regions is critical

for an efficient solver implementation. This rescaling speed term, Gr, is computed as

Gr = φgφ − φ|∇φ|, (3.2)

where gφ is the target gradient magnitude within the computational domain. This target

parameter is set based on the numerical precision of the level-set data. By setting gφ

sufficiently high, numerical errors caused by underflow can easily be avoided. It is

important to note that Gr is strictly a numerical construct; it does not affect the movement

of the zero level set, i.e., the surface model. This embedding-rescaling computation is

similar to the technique discussed in Fedkiw et al. [12].

In conclusion, Equation 3.2 has the following three properties. First Gr is proportional

to φ (i.e., Gr approaches zero as φ approaches zero), and therefore adding Gr to the speed

terms in the level-set computation will not move the level-set surface (assuming k = 0).

Second, because the up-wind scheme [34] maintains monotonicity in the embedding, no

new extrema will be created. As such, the clamping properties of the original embedding

will be maintained. Lastly the fixed point of Gr is the distance transform scaled by gφ.
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3.3.3 Level-Set Computation

The GPU next computes the level-set computation (Step 2 of the sparse algorithm,

Figure 2.1). The details of the level-set discretization used by the level-set solver are

given in Appendix A. This section gives a high-level overview of the computation. The

level-set update proceeds in the following steps:

A Compute 1st and 2nd partial derivatives.

B Compute N level-set speed terms.

C Update level-set PDE.

The derivative passes in Step A above use the substream-based, virtual-to-physical ad-

dress scheme described in Section 3.2.3. The derivatives are computed in nine substream

passes, each of which outputs to the same four buffers. The speed function computations

in Step B are application-dependent. Example speed terms include the curvature compu-

tation described in Equation 2.4, the rescaling term described in Equation 3.2, and the

data-dependent term described in Equation 4.1. There will be zero or more render passes

for each speed function. The level-set update (Step C) is simply the up-wind scheme

described in Appendix A, which is computed in a single pass. Note that additional GPU

memory must be allocated to store the intermediate results accumulated in Steps A and

B before they are consumed in Step C. The solver also performs register allocation of

temporary buffers to minimize GPU memory usage.

3.3.4 GPU Implementation Details

The level-set solver and volume renderer are implemented in programmable graphics

hardware using vertex and fragment programs on the ATI Radeon 9800 GPU. The

programs are written in the OpenGL ARB vertex program and ARB fragment program

assembly languages.

Several details related to render pass output buffers are critical to the performance of

the level-set solver. First is the ability to output multiple, high-precision 4-tuple results

from a fragment program. Writing 16 scalar outputs from a single render pass enables the

solver to perform the expensive three-dimensional neighborhood reconstruction only once

and use the gathered data to compute the derivatives in a single pass. Second, the solver

avoids the expensive change between render targets [23] (i.e., pixel buffers) by allocating

a single pixel buffer with many render surfaces (front, back, aux0, etc.) and using each

surface as a separate output buffer.
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Lastly, there is a subtle speed-versus-memory trade-off that must be carefully consid-

ered. Because the physical-memory texture can be as large as 20482, storing intermediate

results (e.g., derivatives, speed values, etc.) during the computation can require a large

amount of GPU memory. This memory requirement can be minimized by performing the

level-set computation in subregions. The intermediate buffers must then be only the size

of the subregion. This partitioning does reduce computational efficiency; however, and

so the subregions are made as large as possible. The solver currently use 5122 subregions

when the level-set texture is 20482 and use a single region when it is smaller.

3.3.5 Update of Computational Domain

After each level-set update, the solver determines which virtual pages need to be

added-to or removed-from the active domain. The solver accomplishes this by aggregating

gradient information from all elements in each active page. The GPU must compute this

information because the level-set solution exists only in physical memory. The active set

must be updated by the CPU, however, because the page table and geometry engine exist

in CPU main memory. In addition, the amount of information passed from the GPU to

the CPU must be kept to a minimum because of the limited bandwidth between the

two processors. This section gives an overview of an algorithm that works within these

constraints. Appendix B explains the full details of the algorithm.

The GPU creates a memory allocation/deallocation request by producing a small

image (of size S[GP]) with a single-byte pixel per physical page. The value of each pixel

is a bit code that encapsulates the activation or deactivation state of each page and its six

adjacent neighbors (in VP). The CPU reads this small (< 64kB) message, decodes it, and

submits the allocation/deallocation requests to the virtual memory system (Figure 3.6).

The GPU creates the bit-code image by first computing two, four-component neighbor

information buffers of size S[G] (Step A of Figure 3.6). This computation uses the

previously-computed, one-sided derivatives of φ to identify the required active pages. A

page must be activated if it contains elements with nonzero gradient magnitudes. The

automatic mipmapping GPU feature is used to down-sample the resulting buffers (i.e.,

aggregate data samples) to the page-space image (Step B in Figure 3.6). The final GPU

operation combines the active page information into the bit code (Step C in Figure 3.6). A

fragment program performs this step by emulating a bit-wise OR operation via conditional

addition of powers of two. Finally, in step D of Figure 3.6, the CPU reads this message
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Figure 3.6. The GPU’s creation of a memory allocation/deallocation request. Step A
uses solver-specific data to create two buffers containing the active state of each data
element and its adjacent neighbors. Step B uses automatic mipmapping to reduce the
buffers from size S[G] to the physical page space size, S[GP]. Step C combines the
information from the two down-sampled state buffers into an eight-bit code for each
pixel. This code encapsulates whether or not each active virtual memory page and its
adjacent neighbors should be enabled. In step D, the CPU reads the bit-code buffer,
decodes it, and allocates/deallocates pages as requested.

from the GPU.

Note that the use of automatic mipmapping places some restrictions on the maximum

tile size due to quantization rounding errors that arise when down-sampling 8-bit values.

This limitation can be relaxed by using a 16-bit fixed-point data type. Alternatively,

floating-point values can be used if the down-sampling is performed with fragment pro-

gram passes instead of automatic mipmapping.

3.4 Volume Rendering of Packed Data

The direct visualization of the level set evolution is important for a variety of level-set

applications. For instance, in the context of segmentation, direct visualization allows

a user to immediately assess the quality and accuracy of the pending segmentation

and steer the evolution toward the desired result. Volume rendering [10, 31, 42] is a

natural choice for visualizing the level-set surface model, because it does not require an

intermediate geometric extraction, which might limit interactivity. If one were to use
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marching cubes, for instance, a distinct triangle mesh would need to be created (and

rendered) for each iteration of the level-set solver. The implemented solver, therefore,

includes a volume renderer, which produces a full three-dimensional (transfer-function

based) volume rendering of the evolving level set on the GPU [22].

For rendering the evolving level-set model, the new renderer use a variant of tradi-

tional two-dimensional texture based volume rendering [6]. The renderer modifies the

conventional approach to render the level-set solution directly from the packed physical

memory layout, which is physically stored in a single two-dimensional texture. Because

the level-set data and physical page configurations are dynamic, it would be inefficient

to precompute and store the three separate versions of the data, sliced along cardinal

views, as is typically done with two-dimensional texture approaches. Instead the renderer

reconstructs these views each time the volume is rendered. Note that this new technique

also enables volume rendering from a dataset stored in a single set of two-dimensional

slices.

The volume rendering algorithm utilizes a two pass approach for reconstruction and

rendering. Figure 3.7 illustrates the steps involved. An additional off-screen buffer

caches two reconstructed neighboring slices containing the level set solution and its

gradient (Figure 3.7 A). During the rendering phase arbitrary slices along the preferred

slice direction are interpolated from these neighboring slices (Figure 3.7 B). Once all

interpolated slices between slice i and i − 1 are rendered and composited, the next slice

(i + 1) is reconstructed. This newly reconstructed slice replaces the cached slice, i − 1.

The GPU then renders and composites the interpolated slices (i.e., those between slice

i+1 and i). This pattern continues until all slices have been reconstructed and rendered.

When the preferred slice axis, based on the viewing angle, is orthogonal to the virtual

memory page layout, the renderer reconstructs two-dimensional slices of the level set

solution and its gradient using a textured quadrilateral for each page, as shown in

Figure 3.8 A. On the other hand, if the preferred slice direction is parallel to the virtual

page layout, the algorithm renders a row or column from each page using textured line

primitives, as in Figure 3.8 B. In both cases, slices are reconstructed into a pixel buffer

which is bound as a texture in the rendering pass. These slices are reconstructed at the

same resolution as level set solution. For efficiency, the renderer reuses data wherever

possible. For instance, lighting for the level-set surface, evaluated in the rendering phase,

uses gradient vectors computed during the level-set update stage.
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Figure 3.7. Two pass rendering of packed volume data. In step A, a two-dimensional
slice (i) is reconstructed from the physical page (packed) layout, GP. In step B, one or
more intermediate slices between i and i − 1 are interpolated, transformed into optical
properties (via the transfer function), lit, and rendered for the current view. The next
iteration begins by reconstructing slice i + 1, replacing i− 1, and so on.

A

B
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Figure 3.8. Reconstruction of a slice for volume rendering the packed level-set model:
(a) When the preferred slicing direction is orthogonal to the virtual memory page layout,
the pages (shown in alternating colors) are draw into a pixel buffer as quadrilaterals. (b)
For slicing directions parallel to the virtual page layout, the pages are drawn onto a pixel
buffer as either vertical or horizontal lines.



29

In the rendering phase, the algorithm leverages the hardware’s bilinear filtering for

in-plane interpolation of the reconstructed level set slice. Trilinear interpolation of an

arbitrary slice between two adjacent reconstructed slices is accomplished by combining

them, i.e. performing linear interpolation along the preferred slice direction, in the

fragment program. This same fragment program also evaluates the transfer function

and lighting for the interpolated data.



CHAPTER 4

SEGMENTATION APPLICATION

4.1 Introduction

Segmentation is an important part of volume visualization and analysis. In the

IEEE Visualization 2002 panel entitled “Volume Rendering in Medical Applications”, Bill

Lorensen of General Electric Research and Development made an important observation

about volume rendering: “Its time to move beyond pretty pictures and move more toward

image analysis.” With the rising importance of quantitative volume analysis, will come

an increased role for tools that utilize visualization to achieve better quantitative results.

This chapter describes such a tool; an interactive volume segmentation and visu-

alization application that uses the GPU-based level-set solver and volume rendering

techniques described in Chapter 3. Section 4.2 describes the details of the application,

while Section 4.3 presents a performance analysis of the system. Section 4.4 presents a

user study uses that evaluates the effectiveness of the interactive segmentation tool for

medical segmentation.

4.2 Volume Segmentation and Visualization
Application

4.2.1 Level-Set Formulation for Segmentation

For segmenting volume data with level sets, the speed usually consists of a combination

of two terms [32, 56]

∂φ

∂t
= |∇φ|

[

αD(x̄) + (1− α)∇ ·
∇φ

|∇φ|

]

, (4.1)

where D is a data term that forces the model to expand or contract toward desirable

features in the input data (which is also called the source data), the term ∇ · (∇φ/|∇φ|)

is the mean curvature H of the surface, which forces the surface to have less area (and

remain smooth), and α ∈ [0, 1] is a free parameter that controls the degree of smoothness

in the solution.
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This combination of a data-fitting speed function with the curvature term is critical

to the application of level sets to volume segmentation. Most level-set data terms D from

the segmentation literature are equivalent to well-known algorithms such as isosurfaces,

flood fill, or edge detection when used without the smoothing term (i.e., α = 1). The

smoothing term alleviates the effects of noise and small imperfections in the data, and

can prevent the model from leaking into unwanted areas (Figure 4.1). In the context of

volume analysis, the level-set surface models provide several capabilities that complement

volume rendering: local, user-defined control; smooth surface normals for better rendering

of noisy data; and a closed surface model, which can be used in subsequent processing or

for quantitative shape analysis.

For the work in this thesis the segmentation application uses a simple speed function

to demonstrate the effectiveness of interactivity and real-time visualization in level-set

solvers. The speed function created for this work depends solely on the greyscale value

input data I at the point x̄:

D(I) = ε− |I − T |, (4.2)

where T controls the brightness of the region to be segmented and ε controls the range of

greyscale values around T that could be considered inside the object. In this way a model

situated on voxels with greyscale values in the interval T ± ε will expand to enclose that

voxel, whereas a model situated on greyscale values outside that interval will contract to

exclude that voxel. The speed term is gradual, as shown in Figure 4.2, and thus the effects

of the D diminish as the model approaches the boundaries of regions with greyscale levels

within the T ±ε range, and the effects of the curvature term will be relatively larger. This

(a) (b) (c)

Figure 4.1. The use of a curvature constraint (speed function) in the level-set
computation to prevent segmentation “leaking.” This example shows one slice of a
three-dimensional MRI segmentation computation: (a) The spherical initialization. (b) A
model expands to fill the tumor but leaks through gaps and expands into other anatomy.
(c) The same scenario with a degree of curvature prevents unwanted leaking. The level
set isosurface is shown in white.
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Figure 4.2. A speed function based on image intensity causes the model to expand over
regions with greyscale values within the specified range and contract otherwise.

choice of D corresponds to a simple, one-dimensional statistical classifier on the volume

intensity [28].

To control the model a user specifies three free parameters, T , ε, and α, as well as an

initialization. The user generally draws a spherical initialization inside the region to be

segmented. Note that the user can alternatively initialize the solver with a preprocessed

(thresholded, flood filled, etc.) version of the source data.

4.2.2 Interface and Usage

The application in this thesis consists of a graphical user interface (GUI) that presents

the user with two slice viewing windows, a volume renderer, and a control panel (Fig-

ures 4.3 and 4.4). Many of the controls are duplicated throughout the windows to allow

the user to interact with the data and solver through these various views. Two and

three-dimensional representations of the level-set surface are displayed in real time as it

evolves.

The first two-dimensional window displays the current segmentation as a yellow line

overlaid on top of the source data. The second two-dimensional window displays a

visualization of the level-set speed function that clearly delineates the positive (blue) and

negative (black) regions. The first window can be probed with the mouse to accomplish

three tasks: set the level set speed function, set the volume rendering transfer function,

and draw three-dimensional spherical initializations for the level-set solver. The first two
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Figure 4.3. A depiction of the user interface for the volume analysis application. Users
interact via slice views, a three-dimensional rendering, and a control panel.

Figure 4.4. The actual user interface for the volume analysis application. The top left
window shows the visualization of the speed function. The top right window shows a
slice of the MRI source data with the current level-set solution in yellow. The lower-left
window shows a volume rendering of the MRI source data (blue), the same data projected
onto a clipping plane (grey), the current level-set surface (brown), and the intersection
of the current level-set solution with the clipping plane (yellow).
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are accomplished by accumulating an average and variance for values probed with the

cursor. In the case of the speed function, the T is set to the average and ε is set to

the standard deviation. Users can modify these values, via the GUI, while the level set

deforms. The spherical drawing tool is used to initialize and/or edit the level-set surface.

The user can place either white (model on) or black (model off) spheres into the system.

The volume renderer displays a three-dimensional reconstruction of the current level-

set isosurface (see Chapter 3.4) as well as the input data. In addition, an arbitrary clipping

plane, with texture-mapped source data, can be enabled via the GUI (Figure 4.4). Just

as in the slice viewer, the speed function, transfer function, and level-set initialization

can be set through probing on this clipping plane. The crossing of the level-set isosurface

with the clipping plane is also shown in bright yellow.

The volume renderer uses a two-dimensional transfer function to render the level set

surface and a three-dimensional transfer function to render the source data. The level-set

transfer function axes are intensity and distance from the clipping plane (if enabled). The

transfer function for rendering the original data is based on the source data value, gradient

magnitude, and the level-set data value. The latter is included so that the level set model

can function as a region-of-interest specifier. All of the transfer functions are evaluated

on-the-fly in fragment programs rather than in lookup tables. This approach permits

the use of arbitrarily high-dimensional transfer functions, allows run-time flexibility, and

reduces memory requirements [23]. The GUI has additional controls for starting/stopping

the solver, enabling a region-of-interest volume rendering mode, setting opacity of the

volume and clipping plane, and saving the three-dimensional segmentation to file.

The interactive level-set solver and volume rendering system is demonstrated with the

following three data sets: a brain tumor MRI (Figure 4.5, 4.6), an MRI scan of a mouse

(Figure 4.7), and transmission electron tomography data of a gap junction (Figure 4.8).

In all of these examples a user interactively controls the level-set surface evolution and

volume rendering via the multiview interface. The initializations for the tumor and

mouse were drawn via the user interface while the gap junction solution was seeded with

a thresholded version of the source data.
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Figure 4.5. Interactive level-set segmentation of a brain tumor from a 256× 256× 198
MRI with volume rendering to give context to the segmented surface. A clipping plane
(bottom) shows the user the source data, the volume rendering, and the segmentation
simultaneously. The segmentation and volume rendering parameters are set by the user
probing data values on the clipping plane.
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Figure 4.6. Interactive level-set segmentation of the cerebral cortex from a 256×256×198
MRI with volume rendering to give context to the segmented surface. The MRI data is
also projected onto a clipping plane, on which the user can probe to control the level-set
parameters.
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Figure 4.7. The top image shows a volume rendering of a 2563 MRI scan of a
mouse thorax. Note the level set surface which is deformed to segment the liver. The
bottom image shows a volume rendering of the vasculature inside the liver. Both images
are rendered using the same transfer function with the level-set surface serving as a
region-of-interest specifier.
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Figure 4.8. Segmentation and volume rendering of 512 × 512 × 61 three-dimensional
transmission electron tomography data. The picture shows cytoskeletal membrane
extensions and connexins (pink surfaces extracted with the level-set models) near the
gap junction between two cells (volume rendered in cyan).
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4.3 Performance Analysis

The GPU-based level-set solver achieves a speedup of 10–15 times over a highly-

optimized, sparse-field, CPU-based implementation [52]. The user study presented in

Section 4.4 demonstrates that the new solver runs interactive rates for the tumor seg-

mentations performed in the study. Interactivity is defined here as being fast enough

that the segmentation times are almost entirely based on user time rather than solver

time. Alternatively, users generally regard a solver running at rates greater than steps

per second as interactive.

All benchmarks were run on an Intel Xeon 1.7 GHz processor with 1 GB of RAM

and an ATI Radeon 9800 Pro GPU. All timings include the complete computation, i.e.,

both the virtual memory system update and the level-set computation are included. For

a 256 × 256 × 175 volume, the level-set solver runs at rates varying from 70 steps per

second for the tumor segmentation to 3.5 steps per second for the final stages of the cortex

segmentation (Figure 4.5). In contrast, the CPU-based, sparse field implementation ran

at 7 steps per second for the tumor and 0.25 steps per second for the cortex segmentation.

The speed of the solver is approximately 80% dependent on the core clock rate of the

GPU, 15% dependent on the GPU’s memory speed and only 5% dependent on the speed

of the AGP bus. These dependency measures were obtained by measuring the solver’s

computation rate while changing the GPU’s core and memory clock speeds [51] and by

changing the speed of the AGP bus. These and other profiling techniques are described

by NVIDIA [9]. Note that the 80% dependence on core clock speed and 15% dependence

on memory speed indicate that the speed of the solver will continue to improve as GPUs

increase in speed and/or add additional computational elements.

The speed of the solver is bound almost entirely by the fragment stage of the GPU.

In addition, the speed of the solver scales linearly with the number of active voxels in

the computation. Creation of the bit vector message consumes approximately 15% of the

GPU arithmetic and texture instructions, but for most applications the speedup over a

dense GPU-based implementation far eclipses this additional overhead.

The amount of texture memory required for the level-set computation is proportional

to the surface area of the level-set surface—i.e., the number of active pages. Tests have

shown that for many applications, only 10%-30% of the volume is active. To take full

advantage of this savings, the total size of physical memory, S[G], must increase when the

number of allocated pages grows beyond the capacity of the currently allocated physical
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memory. The current implementation performs only static allocation of the maximum

physical memory space, but future versions could easily realize the above memory savings.

Chapter 5 discusses changes to GPU display drivers that will facilitate the implementation

of this feature.

In comparison to the depth-culling-based sparse volume computation presented by

Sherbondy et al. [47], the packing scheme presented herein guarantees that very few

wasted fragments are generated by the rasterization stage. This is especially important for

sparse computations on large volumes—where the rasterization and culling of unused frag-

ments could consume a significant portion of the execution time. In addition, the packing

strategy can process the entire active data set simultaneously, rather than slice-by-slice.

This improves the computationally efficiency by taking advantage of the GPU’s deep

pipelines and parallel execution. The packing algorithm should also be able to process

larger volumes, due to the memory savings discussed above. The packing algorithm,

however, does incur overhead associated with maintaining the packed tiles, and more

experimentation is necessary to understand the circumstances under which each approach

is advantageous. Furthermore, they are not mutually exclusive, and Chapter 5 discusses

the possibility of using depth culling in combination with the packed representation.

4.4 Tumor Segmentation User Study

4.4.1 Introduction

This section presents a evaluation study of the GPU-based level-set segmentation

application [7, 27]. More than simply evaluating the GPU-based tool with respect to CPU-

based applications, the study shows that the combination of interactivity, visualization,

and level-set computation creates a tool that is more general and faster than previously

existing options.

The purpose of the user study was to determine if the new level-set solver system can

produce volumetric delineations of brain tumor boundaries comparable to those done by

experts (e.g., radiologists or neurosurgeons) using traditional hand-contouring. The GPU-

based segmentation application is applied to the problem of brain tumor segmentation

using data from the Brain Tumor Segmentation Database, which is made available by

the Harvard Medical School at the Brigham and Women’s Hospital (HBW) [19, 54]. The

HBW database consists of 10 three-dimensional 1.5T MRI brain tumor patient datasets

selected by a neurosurgeon as a representative sampling of a larger clinical database. For
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each of the 10 cases, there are also four independent expert hand segmentations of one

randomly selected two-dimensional slice in the region of the tumor.

The user study consists of nine tumor cases: three meningioma (cases 1-3) and six low

grade glioma (4-6, 8-10). One case, number 7, was omitted because a quick inspection

showed it that its intensity structure was too complicated to be segmented by the proposed

tool—such a problem remains as future work. The data used in the study was not

preprocessed, and there are no hidden segmentation parameters—all system parameters

were set by the users in real time, as they interacted with the data and the models.

Five users were selected from among University of Utah staff and students and trained

briefly to use the software. Each user was asked to delineate the full, three-dimensional

boundaries of the tumor in each of the nine selected cases. The users were given no

time limit and their time to complete each tumor segmentation was recorded. None of

the participating users were experts in reading radiological data. The goal of the study

was not to test for tumor recognition (tissue classification), but rather to test whether

parameters could be selected for the segmentation algorithm to produce a segmentation

which mimics those done by the experts. To control for tumor recognition, we allowed

each user to refer to a single slice from an expert segmentation. Users were told to treat

this hand segmentation slice as a guide for understanding the difference between tumor

and nontumor tissue. The underlying assumption is that an expert would not need such

an example.

4.4.2 Methodology

The study considers three factors in evaluating the new segmentation tool [53]: validity

of the results (accuracy), reproducibility of the results (precision), and efficiency of the

method (time). To quantify accuracy a ground truth is established from the expert seg-

mented slices using the STAPLE method [55]. This method is essentially a sophisticated

averaging scheme that accounts for systematic biases in the behavior of experts in order

to generate a fuzzy ground truth (W ) for each case. The ground truth segmentation

values for each case are represented as an image of values between zero and one that

indicates the probability of each pixel being in the tumor. The STAPLE method also

gives sensitivity and specificity parameters (p and q respectively) for each expert and

each case. Sensitivity is the fraction of pixels correctly classified as lying inside the object

boundary, and specificity is the fraction of pixels correctly classified as lying outside the
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object boundary. Each subject generates a binary segmentation which, compared against

the ground truth, gives values to obtain p and q for that subject. A third metric is also

considered for the analysis, total correct fraction which is the total number of correctly

classified pixels (weighted by W ) as a percentage of the total size of the image.

To assess interoperator precision in segmentations, the study uses the metric proposed

by [53], which consists of pairwise comparisons of the cardinality of the intersection of the

positive classifications divided by the cardinality of the union of positive classifications.

To analyze efficiency, the study calculates the average total time (user time plus processing

time) taken for a segmentation.

4.4.3 Results

For a typical segmentation of a tumor using the new tool a user scrolls through slices

until they find the location of the tumor. With a mouse, the user queries intensity values

in the tumor and sets initial values for the parameters T and ε based on those intensity

values. They initialize a sphere near or within the tumor and initiate deformation of

that spherical model. As the model deforms the user scrolls through slices, observing

its behavior and modifying parameters. Using the immediate feedback they get on the

behavior of the model, they continue modifying parameters until the model boundaries

appear to align with those of the tumor. In a typical 5-minute session, a user will modify

the model parameters between 10 and 30 times.

Figures 4.9, 4.10, and 4.11 show graphs of average p, q, and c values for the experts

and the users in the study. Error bars represent the standard deviations of the associated

values for the experts and the users in the study.

The performance of the experts and the users varies case by case, but in almost all

cases the performance of the users was within the range of performances of the experts.

The average correct fraction of the users was better than the experts in 4 out of 9

cases. A general trend is that the participating users tended to underestimate the tumor

relative to the experts, as indicated by lower values of p. This is consistent with other

experiences with hand segmentations and level-set models—with hand contouring users

tend to overestimate structures, and with level sets the curvature term tends to reduce

the size of convex structures [8].
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Sensitivity by Case
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Figure 4.9. Sensitivity (the fraction of pixels correctly classified as inside the object
boundary) results from the user study compare the interactive, GPU-based level-set
segmentation tool with expert hand contouring. The results show that users of the
semi-automatic tool produced segmentations that were within the error bounds of the
expert hand contours in most cases. The tool also showed an overall slightly lower
sensitivity, meaning that the size of the segmentations is slightly smaller.
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Specificity by Case
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Figure 4.10. Specificity (the fraction of pixels correctly classified as outside the object
boundary) results from the user study compare the interactive, GPU-based level-set
segmentation tool with expert hand contouring. The results show that users of the
semiautomatic tool produced segmentations that were within the error bounds of the
expert hand contours in most cases. The tool also showed an overall slightly higher
specificity, meaning that the size of the segmentations is slightly smaller.
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Total Correct Fraction by Case
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Figure 4.11. The total fraction of correctly classified pixels (combination of sensitivity
and specificity) for the nine tumor cases segmented by the participating users.
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The segmentations in the user study show a much higher degree of precision than

the expert hand segmentations. Mean precision [53] across all users and cases was

94.04%±0.04% while the mean precision across all experts and cases was 82.65%±0.07%.

Regarding efficiency, the average time to complete a segmentation (all users, all cases)

was 6 ± 3minutes. Only 5% − 10% of this time is spent processing the level-set surface.

This compares favorably with the 3-5 hours required for a typical three-dimensional

segmentation done by hand.

The accuracy and precision of subjects using the new tool compares well with the

automated brain tumor segmentation results of Kaus, et al. [19], who use a superset of the

same data used in the study. They report an average correct volume fraction of 99.68%±

0.29%, while the average correct volume fraction obtained by the participating users was

99.78%±0.13%. Their method required similar average operator times (5-10 minutes), but

unlike the proposed method their classification approach required subsequent processing

times of approximately 75 minutes. That method, like many other segmentation methods

discussed in the literature, includes a number of hidden parameters, which were not part

of their analysis of timing or performance.

These quantitative comparisons with experts pertain to a only single two-dimensional

slice that was extracted from the three-dimensional segmentations. This is a limitation

due to the scarcity of expert data. Experience shows that computer-aided segmentation

tools perform relatively better for three-dimensional segmentations because the hand con-

tours typically show signs of interslice inconsistencies and fatigue. Figures 4.12 and 4.13

respectively show a segmentation by an expert with hand contouring and a segmentation

done by one of the users of the GPU-based level-set segmentation tool.
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Figure 4.12. An expert hand segmentation of a tumor from the Harvard Brigham and
Women’s database shows significant interslice artifacts.

Figure 4.13. A three-dimensional segmentation of the same tumor from one of the
subjects in the user study performed using the interactive segmentation tool described in
this thesis.



CHAPTER 5

CONCLUSIONS

5.1 Summary

This thesis demonstrates a new tool for interactive volume exploration and analysis

that combines the quantitative capabilities of deformable isosurfaces with the qualitative

power of volume rendering. By efficiently leveraging programmable graphics hardware,

the level-set solver operates approximately 15 times faster than previous solutions and

is therefore interactive for moderately sized volumes (e.g., 1283–2563). This mapping

relies on an efficient multidimensional virtual memory system to implement a time-

dependent, sparse computation scheme. The memory mappings are updated via a novel

GPU-to-CPU message passing algorithm. The GPU renders the level-set surface model

directly from this packed texture format. This new rendering technique also enables full

volume rendering from volume data stored as a single set of two-dimensional slices. The

interactive segmentation tool is evaluated by means of a brain tumor segmentation user

study. The study shows that, when compared to the segmentations produced by expert

hand contouring, users of the new tool are able to quickly produce more precise and

equivalently accurate segmentations.

5.2 Future Work

Future extensions and applications of the level-set solver include the processing of

multivariate data as well as the application of the solver to other level-set problems.

Examples include surface reconstruction, surface processing, and surface tracking in

computational fluid dynamics simulations. Many of these extensions involve changing

only the speed functions. Additions to the user interface, such as three-dimensional paint

operations into the parameter volumes, may also enable an additional level of control

over the computation. Additionally, the system described in this thesis enforces memory

coherence at the granularity of a 16×16 memory page. This property might be interesting

to apply to CPU-based sparse computations. The local memory access patterns, lack of
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conditionals, and absence of pointer dereferences might result in a CPU-based solution

that outperforms current sparse-field methods.

There are multiple improvements that could be made to the memory and computa-

tional efficiency of the solver. First, it may be worth achieving an even narrower band of

computation around the level-set model. This is possible by using depth culling to avoid

computation on inactive elements within each active page [47]. Implementing this depth

culling requires a GPU memory model in which an arbitrary number of data buffers can

access a single depth buffer. The second optimization is to allow the total amount of

available physical memory to change at run time and grow to the limits of GPU memory.

This requires spreading physical memory across multiple two-dimensional textures (i.e.,

creating a three-dimensional physical memory space). The proposed super buffer [37]

OpenGL extension supports both of these proposed optimizations.

The GPU virtual memory abstraction also indicate promising future research. I am

currently beginning work on a more general virtual memory implementation that fully

abstracts N -dimensional GPU memory. The goal is to provide an API that allows a

GPU application programmer to specify an optimal physical and virtual memory layout

for their problem, then write the computational kernels irrespective of the physical layout.

The kernels will specify memory accesses via abstract memory access interfaces, and an

operating-system-like layer will replace these memory access calls with the appropriate

address translation code. This layer should also optimize computational kernels by

automatically mapping portions of the kernel to the vertex processor and rasterizer,

generate substreams where appropriate, and perform other optimizations.

This thesis presents an effective solution for solving time-dependent narrow-band

partial differential equations on the GPU. As the emerging field of general purpose

computation on GPUs (GPGPU) moves forward, one of the most challenging questions is,

“How general should the programming model become?” It is inevitable and desirable that

the programming model for GPUs be lifted to a higher level. It is also critical, however,

that the forthcoming abstractions not hinder effective use of the underlying hardware.

For example, the fully general multidimensional virtual memory scheme proposed above

may already be too general to guarantee efficient program execution. It is possible that

the best high-level GPU programming solution will be domain-specific infrastructures

(e.g., a framework for solving discrete partial differential equations). It is also possible,

however, that a highly-optimizing programming language or framework for GPUs can be
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defined by precisely defining the inherent restrictions required for efficient computation

on streaming architectures.



APPENDIX A

DISCRETIZATION OF THE LEVEL-SET

EQUATIONS

A.1 Introduction

This appendix describes the discretization of equation 2.3 and the curvature com-

putation. Equation 2.3 is discretized using the up-wind scheme [34] and compute the

curvature of the level-set surface using the difference of normals method [58].

A.2 Level-Set Discretization

To begin Equation A.1 describes the finite difference derivatives required for the

level-set update and curvature computation. The neighborhood, u, from which these

derivatives are computed is specified with the numbering scheme

6 7 8

3 4 5

0 1 2

. (A.1)

Note that 4 denotes the center pixel, and u±z
i represents the ith sample on the slice above

or below the current one. The derivatives of the level-set embedding, φ, are then defined

as
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(A.2)

Curvature is then computed using the above derivatives. The two normals, n+ and

n−, are computed by
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and
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respectively. The components of the divergence from equation 2.4 are then computed as

∂nx

∂x
= n+

x − n−

x , (A.5)

∂ny

∂y
= n+

y − n−

y , (A.6)

and
∂nz

∂z
= n+

z − n−

z , (A.7)

Finally, Equation A.8 estimates H:

H =
1

2
(
∂nx

∂x
+

∂ny

∂y
+

∂nz

∂z
). (A.8)

The upwind approximation to ∇φ is then computed using D+
x , D+

y , D+
z , D−
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z . To begin,
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is computed followed by

∇φmin =
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The final choice of ∇φ is defined by

∇φ =

{

‖∇φmax‖2 if F > 0
‖∇φmin‖2 otherwise

, (A.11)

where F is the linear combination of all speed functions (e.g. mean curvature, the rescaling

term Gr, etc). Section 4.2.1 describes the speed terms used in the level-set segmentation

application.

The last step in the upwind scheme computes φ(t +4t) by

φ(t +4t) = φ(t) +4tF |∇φ|. (A.12)



APPENDIX B

A BRUTE-FORCE, GPU-BASED

THREE-DIMENSIONAL

LEVEL-SET SOLVER

B.1 Design

This appendix covers the design of a brute-force, GPU-based three-dimensional level-

set solver designed for the ATI Radeon 8500 GPU. The solver computes the level-set

PDE (see Appendix A at each voxel, i.e., it is not a narrow-band solver. The solver also

includes segmentation speed functions described in Section 4.2, including the second-order

curvature term.

The level-set volume is stored in a set of two-dimensional slices (i.e., pbuffer tex-

tures). This memory arrangement is dictated by the fact that GPUs support only

two-dimensional output buffers. As such, the PDE computation is performed on a

slice-by-slice basis. Memory usage is slightly optimized by packing the scalar slices into

the RGB channels of the RGBA pbuffers. In addition to saving texture memory, this also

reduces the number of costly render target swaps by a factor of three.

B.1.1 Computation Overview

The three-dimensional solver requires seven render passes per slab to compute the

mean curvature, and a total of 16 render passes per slab to compute an entire time step

update. For a 256x256x175 data set, this means that 2800 render passes are required to

update the entire volume a single PDE time step. Pseudocode for the solver is shown

below, using function-call-like syntax to represent render passes. The partitioning of the

computation into render passes is dictated by the number of available texture inputs,

temporary registers, and fragment program instructions.

for(int t=0; t < numSteps; t++) {

for(int z=0; z < numSlabs; z++) {
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// Compute two sets of 4-vec derivatives

Tex2D d1 = deriv1( phi[z] ); // 1

Tex2D d2 = deriv2( phi[mz], phi[pz] ); // 2

// Compute Curvature

Tex2D d3 = deriv3( phi[mz], phi[z], phi[pz] ); // 3

Tex2D d4 = deriv4( phi[mz], phi[z], phi[pz] ); // 4

Tex2D d5 = deriv5( phi[mz], phi[z], phi[pz] ); // 5

Tex2D d6 = deriv6( phi[mz], phi[z], phi[pz] ); // 6

Tex2D cx = curvX( d1, d3, d4, normalizeLUT ); // 7

Tex2D cxy = curvY( d1, d3, d5, cx, normlalizeLUT ); // 8

Tex2D curv = curvZ( d1, d2, d6, cxy, normalizeLUT ); // 9

// Sum the speed functions

Tex2D speed = sumSpeed( curv, G ); // 10

// Upwind Computation

Tex2D minG1 = minGrad1( d1, d2 ); // 11

Tex2D minG2 = minGrad2( minG1, d1, d2 ); // 12

Tex2D maxG = maxGrad( d1, d2 ); // 13

Tex2D gMag1 = gradMag1( minG2, maxG, speed, // 14

phi[z], l2NormLUT );

Tex2D gMag2 = gradMag2( gMag1 ); // 15

// Do PDE timestep update

Tex2D phi[z] = phiUp( gMag2, multScaleLUT ); // 16

}

}

As discussed in Chapter 3, this full-volume solver is only one to two times faster

than a sparse-field CPU-based implementation [52]. The GPU-based solver, however, is

performing approximately 10 times more computations.



APPENDIX C

GPU MEMORY ALLOCATION REQUEST

GENERATION

C.1 Introduction

This appendix describes the details of the GPU memory allocation/deallocation re-

quest scheme used by the GPU virtual memory system. The algorithm is described first

in terms of an abstract client solver. Section C.1.2 presents the client-specific details in

terms of the level-set solver client.

C.1.1 General Allocation Request Algorithm

The allocation request algorithm consists of the following steps:

A GPU computes VPN of requested active pages

B GPU compresses active-page request

C CPU reads compressed request image

D CPU decodes active-page request

a Issues memory allocation/deallocation requests

b Updates page tables and geometry engine

c Calls client’s ReleasePage function

d Calls client’s InitNewPage function

Steps A and B create the set of requested active virtual pages. This set serves as the

memory allocation/deallocation request to the CPU. The CPU then calls the client’s

ReleasePage function for each newly deallocated page before deallocating the page.

Similarly, the CPU calls the client’s InitNewPage function for each newly activated page.

In Step A, the GPU uses client-specific data to create two auxiliary RGBA (i.e. 4-

tuple) buffers that hold eight true or false (e.g., 255 or 0) values for each active data

element (Figure 3.6). The first six values represent whether or not the virtual page in

each of the six cardinal directions should be active for the next pass. The seventh value

indicates if the active page itself should be active, and the eighth value is free to be used

by the client. The level-set solver client uses the eighth value to determine if a newly
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deactivated memory page is inside or outside the level-set surface. This eight-dimensional,

active-page information vector, J, is thus J = (+x,−x, +y,−y, +z,−z, self, clientSpecific),

where the first six elements refer to relative neighbor offsets in the virtual page space,

VP.

The eight-value code, J, is computed in eight substream passes followed by a sin-

gle standard (i.e., entire memory page) pass. The substream passes compute whether

the in-plane adjacent memory pages needs to be active (i.e., the edge-adjacent pages

(+x,−x, +y,−y)). Each substream pass computes the value of a client-specified function,

IsNeighborActive, across the page boundary orthogonal to the page edge being rendered

and writes the boolean result to the corresponding output component of J. The second

computation calls IsNeighborActive for the pages above and below the active one.

Note, however, that because the neighboring pages are face-adjacent, this computation is

performed at all data elements in the page instead of just the edges. The computation

also writes a true value to the J component representing the active page itself if the

client’s IsSelfActive function returns true. The value of the eighth bit is filled by the

result of the client’s IsEighthBitTrue function.

Step B of the allocation-request algorithm is to compress the two, J buffers into

a small (≤ 64kB) active-page message. This compressed message serves as the memory

allocation/deallocation request that is sent to the CPU. The compression is accomplished

by rendering a quadrilateral of size S[GP] with the automatic mipmapping option enabled

on the neighbor-information buffers. The render pass also uses a fragment program

designed to create a bit code at each pixel value. Each pixel in the resulting small image

corresponds to a physical memory page. The value of each pixel contains an eight-bit

code of the same form as the eight-value code produced in step A (i.e., the J vector). This

eight-bit code completely determines if the memory page and/or any of its six cardinal

neighbors in virtual page space are to be active on the next pass.

The automatic mipmapping performs a box-filter averaging of the values written in

Step A. The result is that if any data element in the memory page set a value to true

(i.e., 255) in Step A, the down-sampled value will also be true (i.e., nonzero). The

fragment program inspects these down-sampled values. It sets the corresponding bit in

the output value to true for each nonzero input. The bits are set via an emulated bitwise

OR operation. Current fragment processors do not support bitwise operations, but an

OR is emulated by conditionally adding power-of-two values to the output value.
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In Step C, the CPU reads the bit-code message from the GPU. Step D begins by the

CPU wrapping the message buffer with a bit-vector accessor. The resulting bit vector

is a linear representation of the physical page space, GP, where each byte represents the

information for a page. Two auxiliary bit-vectors are allocated—each a bit-addressed,

linear representation of the virtual memory page space, VP. The first is the newActiveSet

bit vector, and the second is the client-specific eighthBitSet bit vector. After the

allocation message is decoded, a true bit in the newActiveSet bit vector will denote

an active virtual page.

The CPU then decodes the bit-vector message. For each 8-bit sequence, the current

linear index is converted to a physical page number (PPN). The inverse page table then

converts the PPN to a VPN. Because each bit in the bit-code message represents an

offset direction from the current virtual page, the decoder can easily reconstruct the

VPN for each neighbor of each active page. The decoder then reads the seven spatial

page bits. It then computes the VPN for the page represented by each true bit and sets

the corresponding bit in the newActiveSet bit vector to true. If the eighth bit is true,

the eighthBitSet is set to true for the corresponding virtual page.

The virtual memory system next determines which virtual memory pages to deallocate

and which to allocate. The set of newly deactivated pages is constructed by performing

a set-subtraction of the newActiveSet from the oldActiveSet. The set of pages that

need to be allocated for the next pass is created by computing the opposite set difference.

Each deallocated memory page is pushed onto a stack of free memory pages. The page

table are updated based on the client’s implementation of ReleasePage function. Each

newly activated page is mapped to a physical memory location by popping a page from

the free page stack. The physical page is mapped in the page tables and the geometry

engine is appropriately updated. The new physical memory is then initialized via the

client’s InitNewPage implementation.

C.1.2 Level-Set Solver Implementation Details

For Step A of the update algorithm described in section C.1.1, the level-set solver de-

fines the functions IsNeighborActive and IsSelfActive. The IsNeighborActive reads

the previously computed, one-side derivative that crosses a page boundary onto a specific

neighbor. The function returns true if the derivative is nonzero. The IsSelfActive

function returns true if any of the six, cardinal, one-sided derivatives are nonzero. The
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level-set solver simply writes the value of the level-set embedding to the eighth data

value. This is used to determine if a newly deactivated page is inside or outside of the

level-set surface. The IsEigthBitTrue function used by the fragment program in Step B

returns true if the eighth data value is greater than zero. If a page becomes inactive, it

is guaranteed to be either all black or all white. The down-sampled level-set embedding

for the page will thus be either pure black or pure white.

The eighthBitSet used in the bit-code message decoding stage (Step D) is used to

determine if a newly deactivated memory page is inside or outside the level-set surface.

If the bit for the page is true, then the page is inside the surface. Otherwise it is outside.

This information is used by the solver’s ReleasePage function to map deactivated pages

to the correct static physical page (white or black). These static mappings ensure that

derivatives across boundaries of the active domain are correct.

The solver’s InitNewPage function initializes newly allocated physical memory. The

memory is initialized to either white or black depending on the inside/outside setting

in the page table entry. Note that no level-set data are transferred to accomplish the

update. The entire level-set solution resides only on the GPU for the duration of the

computation. The current implementation also has to send pre-computed speed pages to

the GPU when new pages are added. This could be optimized for many speed functions,

however, by computing the function on the GPU.



APPENDIX D

SOFTWARE DESIGN

D.1 Introduction

This appendix describes the software infrastructure on which the GPU-based level-set

solver and visualization system is built. The first section gives an overview of the layered

structure of the code. The proceeding sections give detailed documentation for each of

these layers.

D.2 Design Overview

The GPU-based level-set solver and visualization system are built using five separate

software layers. Figure D.1 shows these five layers and the libraries within each layer. The

lowest layer includes low-level data structures and the OpenGL interface for controlling

the GPU. The second layer provides object-oriented abstractions for GPU-specific oper-

ations, while the third layer encapsulates the operations necessary to execute an entire

render pass. The fourth layer includes the level-set solver code and visualization modules

described in Chapter 3. Lastly the fifth layer encompasses the volume segmentation

application described in Chapter 4.

The first layer is comprised of three software libraries: The OpenGL three-dimensional

graphics API [43], a utility library called Gutz, and an OpenGL management utility called

Glew [17]. The OpenGL routines issue commands to the GPU and pass data between

the CPU and GPU. The Gutz library contains core utilities such as vectors, arrays, and

matrices. Milan Ikits’ Glew library greatly simplifies the handling of the various OpenGL

versions and extensions.

The second layer is an object-oriented abstraction around OpenGL called Glift. Glift

uses OpenGL and Gutz to provide a framework for writing modular, re-usable OpenGL

code.

The third layer, CompGPU, uses Glift objects to abstract a GPU render pass as a

function-object (functor). CompGPU enables programmers to write render passes
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 Glift

 CompGPU

SolverRLS SpeedRLS Visualization

GlewOpenGLGutz

Segmentation Application

Figure D.1. The five software layers with which the level-set segmentation application is
built. In the first layer, OpenGL is used to control the GPU, Gutz defines vector, matrix,
and array data structures, and Glew handles OpenGL extensions. The second layer, Glift,
combines OpenGL calls into reusable object-oriented OpenGL modules. CompGPU is
the third layer and encapsulates an entire render pass as a forEach function call. The
level-set solver, level-set speed functions and visualization modules are defined in the
fourth layer, and the volume segmentation application comprises the fifth layer.
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using function-call-like syntax. The fourth software layer contains the level-set solver

and visualization modules. Both of these libraries make extensive use of Gutz, Glift, and

CompGPU objects. The solver and visualization objects communicate with each other

via several predefined interfaces.

The fifth and final layer is the interactive level-set segmentation application. This layer

creates an instance of the level-set solver and configures it for volume segmentation. The

segmentation application also instantiates the visualization modules. The application

specifies the graphical user interface (GUI) using Glut [20] and Glui [39]. Note that

the fourth and fifth layers make extensive use of Gordon Kindlmann’s Nrrd library [21]

for raster data manipulation. This includes file I/O, data resampling, resizing, slicing,

cropping, tiling, etc.

D.3 The First Layer

D.3.1 OpenGL

The system uses the OpenGL graphics API to control the graphics processor. The

details of the API are described in other sources [43] and will not be repeated here.

OpenGL calls set the state of the graphics board and display drivers. This low-level of

programming is error-prone and leads to non-reusable code. This is the motivation for

the Glift abstraction layer.

D.3.2 Glew

The Glew library [17] (OpenGL Extension Wrangler) greatly simplifies the many

versions of OpenGL and the large number of OpenGL extensions. It also unifies the use

of all OpenGL features across multiple computational platforms. Glew was created and is

maintained by Milan Ikits and will not be discussed in detail in this thesis. In brief sum-

mary, using Glew entails simply replacing all OpenGL-related header includes (including

vendor-specific extensions) with glew.h and wglew.h. The function glewInit() is then

called once in the application to initialize all OpenGL API calls (including all extensions).

Glew can then be queried at run-time to determine the availability of specific OpenGL

features.

D.3.3 Gutz

The Gutz library contains ubiquitous primitives for graphics-related programming

such as vectors, matrices, and arrays. This library is a combination of code written by
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Joe Kniss, Milan Ikits, and myself. All of the Gutz classes are template-based, lightweight

abstractions on top of raw data. The classes are carefully designed to have a run-time

representation that consists only of the desired data (i.e., no virtual function pointers,

etc.). The result is that complex data structures can be created (e.g., multidimensional

arrays of vectors) that have a C-like, contiguous underlying memory representation. This

representation is critical for both performance and interfacing with low-level API’s such

as OpenGL that require contiguously allocated data.

The vector classes consist of templated classes for 1D to 4D vectors, while the matrices

consist of templated classes for 2 × 2 to 4 × 4 matrices. Pre-defined typedefs exist for

many of the common instantiations of these objects. The typdefs are named in a similar

fashion to OpenGL type specifications. For example, a three-vector of floats is a vec3f,

a 4× 4 matrix of integers is a mat4i.

The array classes are templated by element type and separate classes exist for 1D to 5D

arrays. There are two types of arrays: arrayOwn and arrayWrap. These differ by memory

ownership policy. Creating an arrayOwn object allocates memory for the array. Likewise,

deleting an arrayOwn frees the memory. In contrast, an arrayWrap object does not

allocate or free the underlying memory. The purpose of the arrayWrap classes is to provide

convenient multidimensional accessors around raw data. They also allow the programmer

to “cast” array data to different dimensionalities. This design is again motivated by

the requirement to communicate blocks of data to/from low-level APIs. Note that the

arrayWrap class for each dimension of array is a subclass of the corresponding arrayOwn.

As such, arrayWrap objects can be passed as function arguments where the parameter

specification is an arrayOwn. Also note that an arrayBase class exists that is dimension-

agnostic and can thus be used to pass arbitrary dimensioned arrays.

D.4 The Second Layer: Glift

The second layer is an object-oriented abstraction around OpenGL called Glift. Glift

uses OpenGL, Gutz, and Glew to provide a framework for writing modular, re-usable

OpenGL code. Unlike other object-oriented OpenGL encapsulations such as GLT[49]

and OpenInventor[45], the Glift framework is designed for low-level OpenGL developers

rather than high-level graphics programmers. Glift’s object structure is designed only to

enforce semantically correct OpenGL programming but avoid making assumptions about

how OpenGL will be used. Glift also does not encapsulate any windowing-related calls
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other than the handling of pbuffers. It is expected that a windowing utility such as

Glut [20] will be used.

The Glift framework defines a set of reusable and extensible modules that can be

composited into higher-level objects. The multi-level approach is very flexible in that

a programmer can choose to work at various levels within the same application. The

possible coding levels include raw OpenGL, basic Glift objects, and various levels of

composited Glift objects. These composite Glift objects may be as simple as a multi-

texture object or as complex as an entire render pass. Another goal of the library is to

isolate all GPU-vendor-specific OpenGL code into pluggable modules to facilitate writing

applications that support multiple GPU architectures. A class tree of Glift is shown in

figure D.2.

The Glift design supports two types of OpenGL calls: those that set/unset GPU

pipeline state (the StateGLI tree) and those that initiate processing of data through

the pipeline (the DrawableGLI and RenderableGLI trees). A third type of call, pipeline

status queries, are not currently supported but could be added later. All OpenGL calls

that set/unset state are encapsulated by the class tree based on the StateGLI inter-

face. This interface specifies a bind() and release() public virtual method. OpenGL

calls that move data through the pipeline are encapsulated by the class tree based on

the DrawableGLI interface. DrawableGLI simply specifies a public draw() method. A

third class tree based on the RenderableGLI interface combines all the StateGLI and

DrawableGLI objects that specify an entire render pass.

In addition, all Glift objects support a compile() method that attempts to compile

the OpenGL commands encapsulated by the object into a display list. Note that this

feature provides a way to “compile away” the abstraction penalty that might otherwise be

caused by the extensive use of virtual functions. In practice, however, the GPU consumes

most of the execution time in many Glift applications and so the abstraction layers do

not affect the execution speed. The Glift compile() feature is currently only partially

implemented. It is supported throughout the framework, but only works correctly when

all of the reachable OpenGL calls can legally be compiled into display lists. Future work

will add the correct handling of OpenGL calls that cannot be compiled (e.g., wgl calls,

vertex array pointer calls, etc.).

Glift is designed to provide a minimal amount of preencapsulated OpenGL state and

have obvious extension points for adding more functionality as desired. As Glift matures,
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Figure D.2. Class tree for the Glift, object-oriented OpenGL framework.
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more functionality will come predefined by the library. The following is a list of current

extension points:

Class Name Purpose

GenState Defining any bind/release state that is not already defined.
PixelShader Defining interfaces to hardware-specific fragment shaders
VertexShader Defining interfaces to hardware-specific vertex shaders
WrappedPrim Defining high-level drawables containing a single

PrimGL object
MultiPrim Defining high-level drawables containing multiple

PrimGL objects
RenderPass Defining a render pass with functionality different than

has been provided
DrawAlgorithm Defining a drawing algorithm other than the standard

(glBegin(. . .)/glEnd(. . .) or vertex array method
TexCoordGen Defining texture coordinate generation algorithms

To begin compositing a render pass, the StateGLI objects are first composited into

a Shader object. The Shader thus contains the specification of the textures and any

other OpenGL pipeline state required by the pass. The DrawableGLI objects are then

defined and put into a MultiPrim object. The Shader object and the Multiprim (or

any other RawPrim) are combined into a ShadedPrim object. This ShadedPrim object (or

any Drawable) is combined optionally with a texture and/or pbuffer destination into a

RenderPass.

The use of the texture objects (the Texture class tree) require some additional expla-

nation. To create a texture object, the user first creates an instance of MultiTexOState

to specify the texture object state. If texture data is to be downloaded to the texture

object, the user also creates an appropriate TexData object. The constructor of the

desired texture object then takes a pointer to the MultiTexOState object and optionally

the TexData object. In addition, the texture constructors also accept an optional pointer

to a pbuffer object (PbuffGlift).

Glift is by no means a completed project. The first issue is to complete the compile()

implementation to support non-compilable API calls. The second future project is to

add a PrimWrap object to the DrawableGLI tree that does not own its vertex and

attribute data. It instead should only hold pointers to the application-owned data.

This is important for adoption of Glift into existing applications. It may be possible

to implement this by adding C++ template policies [2] to the current objects. The third

future-work issue is adding smart-pointers (i.e., reference counting pointers) throughout
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Glift for automatic memory management. The last, and most ambitious, future direction

for Glift is to rework the core objects such that Glift can interchangeably use Microsoft’s

DirectX or OpenGL as an underlying API. An important goal for Glift design is that the

framework have a clearly defined layer that remains below that of a scene graph (i.e., a

scene graph could be built using Glift objects). It may be advantageous to remove the

Glift objects that are above this abstraction level in order to facilitate its adoption.

In addition to its use in the level-set solver described in this thesis, Glift is now being

used by Joe Kniss in his Simian volume renderer [22]. An early version of Glift was also

used to build the front-end of the real-time ray tracing demo, Star-Ray, shown at the SGI

Siggraph 2002 exhibition booth [46].

D.5 The Third Layer: CompGPU

The third software layer, CompGPU, uses Glift objects to abstract a GPU render pass

as a function-object (functor). The function-call abstracted by CompGPU is essentially

a forEach loop over data stored in texture memory. The specification of which data

elements to include in the computation is specified by the rasterization of two-dimensional

geometry. The computation performed on each element is specified by the vertex and

fragment programs, and the results of the forEach call are written to the specified output

buffer(s). While the level-set solver was successfully built using CompGPU objects, the

design has proven to be cumbersome and problematic. This software layer should be

re-designed before future projects adopt it. As such, this section describes both the

successes and failures of the design.

The CompGPU layer consists of only a single class, ComputeSlab. All clients of

CompGPU subclass ComputeSlab to create a specific render pass. The computation (i.e.,

render pass) is initiated by calling the compute() virtual function with the appropriate

parameters.

The design decision to use ComputeSlab as a base class is a severe problem with

CompGPU. Although the design does maximize code reuse, the fact that each com-

putation must be a separate class definition leads to an explosion in code size. A

policy-based CompGPU layer appears to be a much better solution. Mark Harris’s SlabOp

class [15] is a much better starting point than CompGPU. SlabOp, however, is missing a

function-call-like syntax. This last features is difficult to support in a general fashion, yet

is an important abstraction for writing general-purpose GPU computation applications.
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One of the largest challenges is the specification of arguments to the compute() func-

tion. In practice, many of the input arguments (textures, fragment programs, geometry,

etc.) remain constant each time a computation is performed. There are instances,

however, when some of these arguments do change. An argument caching mechanism

is thus needed so that the programmer can dynamically select which parameters need to

be updated.

The current mechanism for handling arguments is to pass static arguments via the

subclass constructor, and pass dynamic arguments to the compute() function. This is an

effective solution, but leads to a large number of compute() versions in the base class.

A policy-based implementation may be the solution to this—where the interface of the

compute() call is defined by a policy. Note that Mark Harris’s SlabOp handles this

problem by requiring the programmer to set the state of the SlabOp object before calling

the analogue of compute() with no arguments. The problem with this approach is that

it leads to difficult-to-read code that does not have the appearance of function (forEach)

calls. Implementing a C++ function call on top of each SlabOp call may be a reasonable

solution.

D.6 The Fourth Layer

The fourth software layer contains the level-set solver and visualization modules. Both

of these libraries make extensive use of Gutz, Glift, and CompGPU objects. The solver

and visualization objects communicate with each other via several predefined interfaces.

D.6.1 Level-Set Solver

The GPU-based level-set solver uses CompGPU, Glift, and Gutz objects to build

a flexible solver framework. This framework includes the full specification of various

level-set solvers and the speed function modules used by the solvers. The current design

also includes two-dimensional visualization tools, but these should be removed—just as

the volume rendering module is entirely separate from the solver. Although the design

includes level-set-specific functionality, the framework lays the groundwork for a more

general solver infrastructure in the future. Much of the infrastructure described herein

could and should be handled by a compiler. The design of this framework, however, does

outline a set of required features for future streaming languages/APIs for general purpose

GPU computation.
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The core solver class is SolverRLS. The specific solvers are subclasses of SolverRLS.

The various solvers include versions for different GPU architectures, separate two-dimensional

and three-dimensional versions, and sparse and dense computation versions. In addition,

a parallel class tree, SpeedRLS, specifies the speed function modules. The solvers take

SpeedRLS objects as constructor inputs.

The SolverRLS class tree is an example of the Strategy object-oriented design pattern.

The base class provides the functionality that is common to all solvers and specifies

abstract interfaces for functionality that is required, but specific to the specific solvers

(implemented as subclasses). SolverRLS provides memory management services, user

interface (UI) hooks, as well as speed function management.

The solver subclasses own their specific computation. They create the CompGPU

objects for each pass, specify the order of the passes, and integrate the speed function

modules into the computation. Each subclass reports the number of live temporary

buffers at each program point (where each program point specifies a render pass) to the

base class. The base class then uses this information to allocate an appropriate number of

temporary pbuffers/textures and perform register allocation to resolve conflicts between

the buffers. The subclass then receives a set of pbuffer/texture pointers to use for each

program point that minimizes memory usage and guarantees that no data conflicts will

occur.

The solver infrastructure is designed to allow for fully modular speed functions that

can be arbitrarily added to appropriate solvers without having to change the solver. The

solvers interact with the speed functions by informing the base class of DataPacks that

are available and for which program points these DataPacks are valid. A DataPack is a

set of level-set-specific temporary values that are currently held in texture memory. The

elements of a DataPack are called SolverSIDs (solver service IDs). These DataPacks

are used by the base class to schedule the execution of speed function modules into the

computation.

The speed function modules encapsulate an entire level-set speed function computa-

tion. They are implemented as subclasses of SpeedRLS. The computation of the speed

function may include zero to many render passes. Just like the solver modules, the

speed function module owns its own CompGPU objects and specifies the order of the

computation. The speed functions receive input data from the solver by subscribing to

DataPacks provided by the solver. Speed function modules also report the number of
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temporary buffers required for the speed computation. The SolverRLS class analyzes

the DataPack and temporary buffer requests to schedule the execution of the speed

module and allocate pbuffers and textures appropriately. As mentioned above, much

of this functionality would be much more concisely expressed in language form—either

specifically for level-sets or for general streaming GPU computation. The Brook [5]

streaming language is a start in this direction.

The naming scheme for the solvers requires some additional explanation. The names

of the subclasses all begin with SolverRLS . The next three characters describe attributes

of the solver. The first character is either D or S and denotes if the solver users a dense

(i.e., full) or sparse memory representation, respectively. The second character is also

either D or S and denotes if the solver uses dense or sparse computation, irrespective of

the memory representation. The last character represents the dimensionality of the solver

and is thus either 2 or 3. The last part of the solver name denotes the GPU architecture

for which the solver is designed. Currently the two options are A8 and A9, which stand

for ATI Radeon 8500 and ATI Radeon 9x00 GPUs, respectively. Note that the A9

classification is for GPUs with a model number of 9600 or higher. As such, the streaming

narrow-band solver described throughout the thesis is named SolverRLS SS3 A9.

D.6.2 Visualization Modules

The three-dimensional volume rendering module described in this thesis is an entirely

separate library. The majority of this code was written by Joe Kniss and leverages his

Simian [22] volume rendering library. The level-set-solver-specific code is in a module

called lsetRen. This is not implemented as a class, but should be. It specifies an

initialization call (essentially a constructor), a function to set the level-set input data

texture, and a function used to update the virtual-to-physical page table mapping. This

update function is called by the SolverRLS SS3 A9 module when a visualization update

is requested. The module also specifies hooks for the three-dimensional user-interface

features (three-dimensional manipulations, clipping plane operations, etc.).

The two-dimensional visualization modules are currently owned by the solver modules.

They should, however, be entirely separate and communicate with the solvers similar to

the communication scheme used by the volume renderer.
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D.7 The Fifth Layer:
Level-Set Segmentation Application

The fifth and final layer is the interactive level-set segmentation application. This

layer creates an instance of the level-set solver and configures it for volume segmentation

by creating appropriate speed functions. The segmentation application also instantiates

the volume visualization module. This software level has received the least amount of

development time and effort of the entire application and should be viewed as a minimal

implementation with much room for improvement.

The application specifies the graphical user interface (GUI) using Glut [20] and Glui [39].

All file i/o and raster-data manipulation is performed using Gordon Kindlmann’s nrrd

library [21]. The main routine for the application is contained in the file, “base.cpp.”
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