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Panel Study of Emerging Transportation Technologies
and Trends in California: Phase 2 Findings

I EXECUTIVE SUMMARY

Changes in sociodemographics, individual lifestyles, the increased availability of modern
communication devices (smartphones, in particular) and the adoption of emerging
transportation technologies and shared-mobility services are quickly changing the way
individuals travel. These changes are transforming travel-related decision-making in the
population at large, and especially among specific groups such as young adults (“millennials”)
and the residents of urban areas.

The data collection was completed through a mixed sampling method: (1) A paper survey was
mailed out to a stratified random sample of 30,000 California residents, by adjusting the
sampling rates to obtain sizable numbers of respondents in all six geographic regions; (2) A
sample of 2,000 Californians was recruited through an online opinion company using quota
sampling based on six geographic regions, three neighborhood types (urban, suburban, and
rural), and selected socio-demographics (age, gender, race, ethnicity, presence of children,
household annual income, student status and employment status); and (3) All respondents
from 2015, the first wave of data collection (N=1,975), were re-contacted through the same
online opinion panel company. In the end, these three channels generated a total of 4,071
complete responses.

By integrating with the 2015 California Millennials Dataset, we built a rotating panel structure
that allow analyzing multiple attitudinal and behavioral aspects of interest, using either
longitudinal or repeated cross-sectional datasets. The data allows researchers to investigate the
relationships among individual attitudes and lifestyles, residential location, vehicle ownership,
travel behavior, the adoption of shared mobility, and the attitudes towards the adoption of
other disruptive transportation technologies (e.g., autonomous vehicles). However, due to the
low longitudinal response rates, the percentage of respondents who participated in both 2015
and 2018 survey, most of current analysis are based on the 2015 or 2018 cross-sectional
dataset, but with a variety of research topics. As part of the project, both datasets have gone
through comprehensive data cleaning, data weighting and geocoding process. The analyses
presented in this project led to a large number of key findings, including:

e Millennials have different attitudinal and behavioral profiles from the members of
Generation X. However, through the analysis of the existing generational gaps and
associated factors, our study suggests that Millennials might be leaving part of their
uniqueness behind and converging with those of Generation X as they enter later life
stages. Nevertheless, Millennials adopt multimodality more often than Gen Xers.
However, the analysis also points to substantial heterogeneity among Millennials and
indicates that, perhaps contrary to expectations and the stereotype in the media, 84%
of millennials are monomodal drivers. Perhaps, the concept of generations is just a way
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to arbitrarily slice up groups of travelers, while fails to capture their unique
characteristics.

By exploring factors impacting consumers’ current vehicle fuel type choice and their
future interest in purchasing or leasing an alternative fuel vehicle (AFV), our study
suggests that people who are more pro-environment, tech-savvy and car-utilitarian are
more likely to choose an AFV currently as well as in the future. Car-dependent people
are also found to be more likely to adopt an AFV in the future than their counterparts.
Also, an individual’s current user experience in AFV has positive effect on their future
interest in AFV. Thus, improving the EV awareness and increasing consumers’
knowledge and experience on EV are critical strategies for EV market uptake.

For the use of ridehailing services (Uber, Lyft) as well as adoption of shared (pooled)
ridehailing (UberPOOL, Lyft Share), our study suggests that high-income, predominantly
white individuals are more likely to be frequent users of regular ridehailing, while
better-educated, younger individuals who currently work or work and study are more
likely to use shared ridehailing services. Residents of urban neighborhoods with high
employment entropy have higher likelihood of using both types of services. On the
contrary, the increased travel time and lack of privacy decreases the likelihood of
adopting shared services.

In terms of ridehailing mode replacement, individuals living in vibrant and walkable
neighborhoods tend to replace other travel modes, including active modes, with
ridehailing. Pricing strategies should be employed to discourage short-distance
ridehailing trips. Also, previous studies may have overestimated the complementary or
supplementary relationships between public transit and ridehailing by ignoring
confounding effects.

By investigating the latent patterns in the modal impacts of ridehailing services, our
study identified three classes of ridehailers: substituters who substitute transit modes
and taxi cabs with ridehailing (30% of the total shared ridehailing adopters, and 50% of
the frequent users in our sample), personal car augmenters who complement personal
car with ridehailing (49% of the total adopters), and multimodal augmenters who use
public transit and active modes and their usage are not impacted by ridehailing (21% of
the total adopters).

Our study reveals three clusters associated with ridehailing usage frequency. The “RH:
Younger Eco-friendly” cluster (30% of the sample) is predominantly RH dependent, as a
majority in it uses RH services on a regular basis, a characteristic in stark contrast with
the “RH: Younger Non-eco-friendly” cluster (29% of the sample), where only 2% are
among the regular users. The third “Older Car Enthusiast” cluster (40% of the sample)
has a nearly zero share of regular RH users. Interestingly, those three clusters have in
fact rather similar vehicle availability and age, and the one with higher ridehailing usage
is less likely to expect an increase in household vehicle ownership within the next three
years.
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e Regarding AV adoption and use, our study reveals three main clusters. AV Early
adopters” are the most interested in using and/or owning AVs. “AV Curious” individuals
are interested in AVs but prefer to wait until the technology matures, and using them to
supplement their current vehicle ownership rather than replace them with a shared-AV
service. “AV Hesitant” individuals more often live in rural areas, are older and have
lower income and are the most reluctant to consider AV use. Different level of external
incentives and motivations can be applied to these segments to get them to adopt AVs.

Overall, this study helps assess the complex relationships behind the observed behaviors which
support the development of better-informed transportation policies. The final data of this
project is subject to the UC Davis Institutional Review Board (IRB) guidelines on the treatment
of human subject data and is available upon request from the principal investigator.
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|| California Mobility Panel Study

Introduction

The rapid expansion of digital technology, the increased availability of locational data and
smartphone apps, and the emergence of technology-enabled transportation and shared-
mobility services are transforming transportation demand and supply. These disruptive trends
might be confounded with other factors affecting travel patterns, behavioral differences across
generations, changes in household compositions and lifestyles, and temporary changes that
impact the way individuals interact, work, socialize, and travel. Despite the continued reliance
on private cars, at least some segments of the population are apparently becoming more
multimodal (Buehler and Hamre, 2016) and are more reliant on the use of information and
communication technology (ICT) (Circella et al., 2016). Some of these changes might point
towards positive impacts on the transportation sustainability. However, changes brought by
new mobility options (e.g., ridehailing), or in the future driverless vehicles might increase the
attractiveness of cars and reduce the use of other modes. Previous research has shown that the
adoption of ridehailing might lead to a decline in the use of public transit (Circella et al., 2018;
Circella et al., 2017; Clewlow and Mishra, 2017; Feigon and Murphy, 2018). The deployment of
AVs will likely lead to even larger changes in travel demand, including a potential increase in the
total vehicle miles traveled (VMT) (Harb et al., 2018), though these impacts will depend on the
policies that are developed to regulate ownership and use (Circella, Ganson, and Rodier, 2017).
These changes sum up to other factors that are already affecting passenger travel in the United
States, and that have been attributed a role in explaining the changes in travel demand in
recent years (Circella et al., 2016; Goodwin, 2012; Metz, 2012; Metz, 2013).

Despite of existing literatures, research on the relationships among the adoption of new
transportation services, socio-demographics, lifestyles, vehicle ownership, mode choice,
residential location choice and other components of travel behavior, as well as socio-
demographics, attitudes and lifestyles, is still in preliminary stages, to date. More analyses
based on robust data is required to better understand these trends and support policy making
to increase transportation sustainability. This project will increase the understanding of the
impacts of emerging transportation technologies and trends in California (Circella, Alemi, and
Matson, 2018; Circella, Tiedeman, Handy, Alemi, and Mokhtarian, 2016; Circella, Alemi,
Tiedeman, and Org, 2017).

This study capitalizes on the work developed in previous stages of this research project, which
allowed us to collect a large longitudinal dataset through two detailed behavioral and
attitudinal surveys in 2015 and 2018 with a rotating panel approach (Circella et al., 2016;
Circella et al., 2018, 2016; Circella et al., 2017). However, due to small number of the
respondents who participated in both waves of the data collection, for the purposes of the
analyses contained in this report, we treated the data as repeated cross-sectional and analyzed
the data from each survey wave separately. Throughout this research endeavor, we analyze this
dataset and answer a number of research questions related to the impacts of emerging
technologies and trends, the role of life stages in affecting changes in travel behavior, vehicle
ownership and the adoption of technology, the use of various modes of transportation, and
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users’ responsiveness to the introduction of new services (e.g., shared ridehailing services, such
as UberPOOL and Lyft Line) and AVs. This project informs transportation agencies and the
research community on the impacts of emerging technologies and trends on travel demand,
helps enhance travel demand forecasting tools, and supports decision-making and investment
decisions, to provide transportation services that best fulfill the mobility needs of Californians.

2018 California Mobility Survey

The 2018 mobility study builds on an existing research program which allowed the collection of
the very rich 2015 California Millennials Dataset. As part of the previous Phase | of the research,
our team designed a detailed online survey that was administered in 2015 resulting in a sample
of 1,975 residents of California, including both millennials (young adults between 18 and 34, in
2015) and members of the preceding Generation X (middle-aged adults, 35 to 50 in 2015), who
were recruited through an online opinion panel. The dataset includes many variables of interest
and has allowed the development of several analyses of millennials and Gen Xers’ attitudinal
profiles, travel behavior, vehicle ownership, residential location, and adoption of shared
mobility. For additional information on the Phase | of the research, which obtained large
visibility in the scientific and planning community due to its ability to shed light into the factors
affecting millennials’ choices related to residential location, travel behavior and adoption of
technology, see (Circella et al., 2016; Circella et al., 2017; Circella et al., 2018).

For the Phase Il of the long-term research plan. we have built the longitudinal component of
the research through a second wave of data collection. We employed a combination of
sampling strategies to recruit respondents, including:

e Paper and online survey for new recruitment: we mailed out 30,000 paper surveys to
randomly selected residential addresses in the state. To ensure representation from
entire California, a stratified random sampling approach was used. California was
divided into six regions (as Figure 1 depicts), and the sampling rates were adjusted
according to the populations in these regions. The respondents had the option of
mailing back the completed questionnaire or completing the survey through an online
link. A total of 1,992 respondents (1,620 via mail and 372 online) completed the survey
through this channel. In order to encourage more responses, respondents were entered
into a drawing for the chance to win Amazon gift cards. Respondents who mailed back
the survey (incomplete or complete) or those who provided contact details at the end of
the online survey were eligible for the drawing.

e New online opinion panel recruitment: We also refreshed the panel by adding a group
of participants in this wave of data collection, recruiting them through another online
opinion panel company. The opinion panel company compensates survey respondents
with points that can be converted into airline miles, gift cards etc., with the number of
the accrued points commensurate to the length of the specific survey. We recruited
these additional respondents to make up for the natural dropping out of respondents
from the panel. We used quota sampling by California region and neighborhood type
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(urban, rural, etc.) for this recruitment, and established socio-demographic targets for
age, gender, children in the household, household income, race, ethnicity, work status
and school status. The quotas and targets were set using the most recent 5-year
estimates from the American Community Survey (ACS). A total of 1,833 respondents
completed this survey through this channel.

Recontact of 2015 respondents: We recalled all the respondents who completed the
previous survey in 2015 using the same commercial online opinion panel from that data
collection. Unfortunately, only 246 of the previous respondents completed the survey in
2018.

In the end, the sample is a combination of both longitudinal sample since 2015 and cross-
sectional sample newly recruited in 2018. The socio-demographic distribution is in accordance
with the 2018 American Community Survey statistics, with a slightly over-sampling of white
people, people aged 55 or over, unemployed population and households without children. The
full 2018 dataset consisted of 4,071 completed surveys, before data cleaning. For the purposes
of this study, the state of California was divided in six main regions:

eYNCST

San Francisco Bay Area corresponding to the boundaries of the Metropolitan
Transportation Commission (MTC),

Los Angeles/Southern California corresponding to the boundaries of the Southern
California Council of Governments (SCAG),

Sacramento region corresponding to the boundaries of the Sacramento Area Council of
Governments (SACOG),

San Diego corresponding to the boundaries of the San Diego Association of
Governments (SANDAG),

Central Valley corresponding to the eight counties in the central San Joaquin Valley,

Northern California and Others which includes the rest of State not included in the
previous regions)



Nor Cal and Others

SANDAG L

Figure 1. The six regions of California included in this study

The panel dataset includes information on the personal attitudes and preferences, lifestyles,
adoption of social media and ICT, e-shopping patterns, residential location, living arrangements,
recent major life events, commuting and other travel-related patterns, auto ownership,
awareness, adoption and frequency of use of shared mobility (carsharing, bikesharing,
ridehailing services such as UberX or Lyft Classic, pooled ridehailing services such as UberPOOL
or Lyft Line), propensity to purchase vehicle and/or modify vehicle ownership, perceptions and
propensity to adopt driverless vehicles, interest in mobility-as-a-service (MAAS), propensity
towards shared or personal ownership and use models of driverless vehicles, and
sociodemographic traits.

Structure of the 2018 dataset

Figure 2 summarizes the sampling strategy for the first and second waves of this panel study.

2015 California A. R:call g:f B. Recrunt.rr!ent of C. Recrult.m_ent of
Millennials Dataset respon ents from new partICIpants new partICIpants
(millennials + Gen Xers) 2015 survey

(millennials + Gen Xers) (entire population, 18+) (entire population, 18+)
OPINION PANEL OPINION PANEL OPINION PANEL PAPER SURVEY
First data collectionin 2015 Second data collectionin 2018
(Phase 1) (Phase 2)

Figure 2. Structure of 2015-2018 California panel data
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Although the panel provides a unique opportunity to study the impacts of emerging
technologies and trends with longitudinal data and capture the causal relationships among the
use of emerging transportation services, we do not present analyses based on the
“longitudinal” component of the data in this report, due to low number of longitudinal
observations that exist in both waves of the survey. Nevertheless, this project demonstrates
how to design and administer a longitudinal panel study, and identifies what types of research
guestions that can be investigated with a longitudinal data.

During a further extension of this data collection to study the COVID-19 mobility project which
was started in Spring 2020, some survey participants of this project were contact again to build
a longitudinal panel that can be used to investigate the temporary and longer-term impacts of
the COVID-19 pandemic, as well as in a number of other research questions in the future. As
the Figure 3 shows, the research team is continuing to expand the panel study, with additional
data collections carried out in Fall 2020 and Spring 2021. This unique dataset will allow
researchers to investigate the complex relationships behind the formation of travel behavior
over time (e.g., modifications in the use of shared mobility and their impacts on vehicle
ownership due to the pandemic) among the various segments of the population.

COVID-19 2020 Spring (New Recruitment): N=10,712

Did not Participate in 2020 Fall Iteration: N=9,029
ICA Panel (2018): N=3,767
[l covip-19 2020 Spring (Longitudinal): N=1,319 (in progress)
8-Cities (2019): N=3,430
New Recruitment for 2020 Fall Iteration: N=4,882
COVID-19 2020 Fall: N=8,029
Did not Participate in 2020 Spring Iteration: N=5,878
Wave 0 Wave 1 Wave 2 Wave 3
Before the pandemic The first phase of the pandemic The second phase of the pandemic Recovery phase
(2018/2019) (Spring 2020) (Fall 2020) (Spring/Summer

2021)

Figure 3. Recontact of respondents from 2018 dataset in a longitudinal study

Research Questions

Table 1. summarizes a list of research questions that we have investigated during the analysis of
the data collected in this project by the time when this report is prepared. Most of the analysis
have been presented in transportation-related conference or published in scientific journals.
Detailed analysis and results of some research questions will be presented in the following
chapter. Given such a rich dataset, more research may be carried out by the team in the future
work.
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Table 1. Research questions investigated f this project

Focus of .
. Research Questions
Analysis
How different are Millennials’ transportation-related attitudes from
Impacts of Generation X?
P - What are the effects of these attitudinal gaps?
stage in life

on attitudes

How do millennials’ attitudes change as they transition into later stages in
life, start working, get married, have children and change residential
location?

Are there any forms of multimodality that can be observed in the

Impacts of population?

stage in life How do vehicle ownership, travel choices, propensity to use various

on travel transportation options change across age and generation?

behavior How various demographic, built environment, and attitudinal attributes
effect on the adoption of multimodality?
What effects consumers’ current vehicle fuel type choice and their future

. interest in purchasing or leasing an alternative fuel vehicle?
Adoption of , i \ . . .
. Does consumers’ current experience with alternative fuel vehicles impact
alternative . .
. their future interest?

fuel vehicles L 1 . . .
How do they vary within different population segments with various
characteristics?
How does the adoption of shared mobility vary by geographic region of
California, neighborhood type, and segment of the population?

Use of What affect the use of services such as ridehailing (e.g., UberX, LyftClassic)

shared and shared ridehailing (e.g., UberPOOL, Lyft Line) for different trip purposes

mobility in California?
How do they vary within different population segments with various
characteristics?
How does ridehailing usage affect the use of other modes, including public
transit, active travel and private vehicle?

Impacts of How does ridehailing usage affect current household vehicle ownership and

P expectations to change?
shared - . . . .
.. What users are more willing to modify their vehicle ownership? How does
mobility on

other modes

that intention relate to the adoption of other travel modes and lifestyles?
How the adoption and use of shared ridehailing and its determinants are
related to the different modal impact patterns of ridehailing?

How does it vary among various groups of users with various characteristics?

Adoption of
AVs

How does the willingness to use driverless vehicles vary across the
population?

Who are the early adopters, i.e., willing to purchase an AV first?

What ownership (shared vs. personal) and use (shared vs. individual) models
for AVs are more popular among various individuals?
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Table 2. summarizes a list of research questions that could be investigated with the current
data, and that will be the potential object of study for future extensions of this work.

Table 2. Potential research questions to be investigated in the future work

Focus of Analysis

Research Questions

The impact of ICT on
travel behavior

How does the adoption of technology vary among sociodemographic
segments?

Is there a relationship between the adoption of smartphones, the
use of social media, and the use of various travel modes (e.g., public
transit)?

Adoption of e-
shopping

How is e-shopping affecting the physical amount of travel for
shopping purposes?

What individuals adopt faster delivery-time services (e.g., Amazon
Prime)?

How do purchasing behaviors (e.g., “searching in stores and buying
online” or “searching online and buying in stores”) vary by groups of
users?

How does the return of items that are purchased online affect goods
shipments?

Travelers’ response
to transportation
policies

Would Californians be responsive to policies designed to reduce
vehicle ownership by adopting mobility-as-a-service transportation
options?

What users might be interested in subscribing for flat-fee programs
for ridehailing?

What users are more inclined to share rides with strangers? Under
what circumstances would they share?

Geocoding

The respondents were asked to report their home and work addresses in the survey. We asked
the respondents to either report their complete address or the nearest intersection of the two
cross streets, along with the zip code. This information was then geocoded (converted into
latitude and longitude) using Google API (Cooley, 2018). All cases were reviewed for accurate
geocoding through a manual review process as the Google APl can misinterpret the input
provided by the respondents. The corresponding geocodes were then used to get measures of
land use and built environment in the place which individuals live and work using external
sources including the U.S. Environmental Protection Agency’s Smart Location Dataset, and the
walkscore, bikescore and transitscore from the commercial website walkscore.com.
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Weighting

This section describes a two-stage weighting process (cell-weighting + iterative proportional
fitting) for this dataset to compensate for the non-response bias present in the raw data.

Although a range of variables are possible for weighting, an inclusion of all is not ideal. If we
have serious non-response by certain demographic groups in the data (e.g., low-income young
male with Hispanic origin, studying and working, etc.), weighting is likely to produce extremely
large weights for cases in such groups in order to be representative of the population. These
large weights are problematic because by nature, cases with these weights are only a few in the
sample, adding huge uncertainty to data analysis (i.e., large sampling errors). Thus, we
narrowed down to two geographic attributes of participants’ residence (i.e., region,
neighborhood type) and six individual or household socioeconomic/demographic attributes
(i.e., age, gender, race/ethnicity, household income, presence of children, employment/student
status). We believe they are closely associated with non-response bias, and various measures of
travel behaviors and mobility-related choices.

For carrying out the weighting process, the first step is to impute the missing values of the key
variables for each case in the dataset. Then, recoding is needed for both the population targets
and the raw data. Their variables were recoded to ensure their levels were consistent and at
the same time avoid extremely large weights. For population target, we chose individual and
household attributes from the 2014-2018 US Census American Community Survey 5-year
estimates, the latest release at the time of weighting. For the raw sample data, two types of
recoding were implemented. (1) There are cases where we recreate subgroups. The age
variable was combined into three categories (“18-34”, “35-54”, “>55”). For household income,
less than $50,000 or larger than $100,000 are made as single group, respectively. (2) There
were also two cases where we combined two variables into one to better represent certain
characteristics. For employment and student status, we combined into three categories
(“employee only”, “student only”, “employee and student”). For race and ethnicity, we
combined into them five categories (“Asian/Hispanic”, “Asian/non-Hispanic”, “White or
Other/Hispanic”, “White/non-Hispanic”, “Other/non-Hispanic”). In fact, those steps were
iterative in that, if the first-round weights included extremely large values, we reduced the
number of levels for certain variables and re-computed weights to avoid such large values in
the second round, and so on. After making changes to a few variables and re-computing
weights iteratively, we concluded that our chosen variables and levels were good enough for
our sample.

Cell Weighting

For the first stage, respondents’ age, and the region and neighborhood type of their residential
location are used in the cell weighting process. The cross-tabs of these three variables are
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calculated for both the raw survey data and population targets. The weights are calculated by
dividing population proportions by sample proportions. In order to represent the non-
respondents in that cell, weights for under-sampled respondents are increased by a multiplying
factor that is greater than 1, and vice versa. In the end, weights ranging from 0.063 to 3.501 are
derived and applied to the sample data.

Iterative-Iterative Proportional Fitting (lIPF)

The second stage of weight development involves a further adjustment to the derived weights
to make the resultant weighted estimates from the sample conform to known population
values for the six key variables identified. The sample joint distribution of certain variables is
forced to match the known population joint distribution.

We employed the iterative proportional fitting (IPF) algorithm (i.e., raking) with the mipfp
package in R (Barthélemy and Suesse, 2018). The iteration starts with the most unbalanced two
variables, race and presence of children in our case, and ends when the differences between
target marginal distribution of these two variables and the sample distribution is small than
certain threshold (1e-9 in our case) and the IPF algorithm converges. With the new-derived
weights, the IPF process iterates among the rest of variables until the change of weights is
negligible. As such, the entire process is termed as Iterative IPF (IIPF). In our case, the process
completes after the 9t iteration, which generate weights ranging from 0.025 to 8.627. Figure 4
shows the change of weights in each iteration, which becomes small and small as the number
of iterations increase.
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Figure 4. Change of weights in each IPF iteration
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Weight Trimming

The final stage of the process is to moderate the extreme weights for the purposes of improving
the mean square error (MSE) of estimates. In our case, the weights were trimmed to be
between 0.025 and 3.678 (4 times of interquartile range).

As Table 3. suggests, the weighting process effectively reduces the gap between target marginal
distributions (Column C) and those of the unweighted data (Column E), as the final gaps
(Column J) are much smaller than original gaps (Column J).

Despite of this, small discrepancies still exist. As the color-coded Column J, red indicates under-
representation of a given group in the weighted data, and green indicates over-representation
of a given group in the weighted data. For instance, in the weighted data, urban residents are
over-represented, while suburban and rural residents are under-represented. But overall, we
believe the weighted data is a good representation of the population in California.
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Table 3. Check for gaps between final weights and target distribution

A B C D E F G (=E-C) H | J (=H-C)
Population Survey Original Gaps Final Weights Final Gaps
Perc Freq Perc Freq Perc Perc Freq Perc
Region Region_Central Valley 10% 375 11% 414 1% 10% 367 -0.21%
Region_SFMTC 20% 758 25% 955 5% 21% 800 1.10%
Region_NorCal and Others 7% 269 13% 483 6% 7% 245 -0.63%
Region_SACOG 6% 236 10% 392 4% 6% 235 -0.03%
Region_SANDAG 9% 322 13% 499 5% 9% 322 0.01%
Region_SCAG 48% 1807 27% 1009 -21% 48% 1797 -0.24%
Neighborhood NHTP_Urban 24% 889 31% 875 8% 26% 986 2.56%
Type NHTP_Suburban 47% 1773 45% 1711 -2% 47% 1759 -0.39%
NHTP_Rural 29% 1104 23% 1181 -6% 27% 1023 -2.17%
Age >=55 33% 1249 42% 1596 9% 34% 1265 0.42%
18-34 32% 1222 22% 813 -11% 32% 1203 -0.52%
35-54 34% 1296 36% 1358 2% 34% 1300 0.10%
Gender Male 49% 1849 53% 2006 1% 49% 1858 0.23%
Female 51% 1905 47% 1753 -4% 50% 1897 -0.21%
Other 0% 13 0% 8 0% 0% 12 -0.02%
Race-ethnicity Asian_Hisp 0% 8 0% 16 0% 0% 8 0.01%
Asian_NotHisp 15% 580 11% 420 -4% 15% 578 -0.07%
Other_NotHisp 9% 324 7% 270 -1% 9% 324 0.01%
White_NotHisp 41% 1547 61% 2290 20% 42% 1580 0.88%
WhiteOther_Hisp 35% 1308 20% 771 -14% 34% 1277 -0.83%
Income <50k 31% 1180 32% 1195 0% 31% 1180 -0.02%
>100k 40% 1510 36% 1359 -4% 40% 1503 -0.18%
50k-100k 29% 1077 32% 1213 4% 29% 1084 0.21%
Child Child 38% 1445 31% 1183 -7% 38% 1424 -0.56%
NoChild 62% 2322 69% 2584 7% 62% 2343 0.56%
NA 23% 863 34% 1283 11% 23% 880 0.44%
Employment Student_only 3% 120 2% 82 -1% 3% 119 0.00%
Student_Work 9% 321 8% 317 0% 9% 323 0.05%
Work_only 65% 2463 55% 2085 -10% 65% 2445 -0.49%
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Factor Analysis

A number of studies have shown the importance of individual attitudes in predicting behavior
(Ajzen, 1991; Paulssen, Temme, Vij, and Walker, 2014). In the first section of the survey, we
show respondents 30 statements and ask them to indicate their level of agreement with each
statement by selecting one of the five options in a Likert-type scale, from “Strongly Disagree” to
“Strongly Agree”. This battery of attitudinal statements was asked to measure the underlying
latent constructs which can explain some of the observed behaviors of the respondents (in this
case the use of ridehailing services). The statements were selected to understand respondents’
attitudes towards the environment, land-use, modes of transportation etc. (see Table 4.).
Previous research suggests that each construct must have three to five measurements
statements; and directionality of the statements must be diversified to discourage respondents
from falling into automatic response mode (Fabrigar, Wegener, MacCallum, and Strahan, 1999;
Mokhtarian, Ory, and Cao, 2009). We followed this recommendation while designing the
survey.

We had three main techniques at our disposal to estimate the latent constructs from the
responses to these attitudinal statements—principal component analysis (PCA), exploratory
factor analysis (EFA) and confirmatory factor analysis (CFA). The primary goal of the current
study is to use the latent constructs in the main choice models to explain the usage of
ridehailing services. This rules out the applicability of PCA which is primarily a data reduction
technique and does not attempt to model the structure of correlation among the measured
variables (Fabrigar et al., 1999). PCA does not differentiate between common (latent variable)
and unigue (measurement error) variance of each attitudinal statement. Hence, it defeats our
purpose of extracting behaviorally meaningful latent constructs. On the other hand, both CFA
and EFA are based on common factor models. They attempt to preserve the correlation among
measurement variables by extracting a small set of latent variables which can explain the
common variances in the measurement variables.

CFA is a better approach when the goal is to test a specific theoretical hypothesis about the
data. However, our goal is to extract the optimum latent variables for explaining the usage of
ridehailing. Thus, we rely on EFA which is primarily a data driven approach. Unlike CFA, EFA
does not make any prior assumption about the model. This is especially desirable in the current
case where 30 attitudinal statements can lead to many plausible models making it impractical
to test each one in the CFA framework. We conducted EFA using the ‘Psych’ package in R
(Revelle, 2020).

While conducting an EFA, selecting the number of factors and the type of rotation are two most
critical decisions which can influence the final outcome of the analysis. Fabrigar et al. (51)
explain that oblique rotation is often superior to orthogonal rotation. The latter forces the
factors to be uncorrelated with one another. This is an added restriction while performing EFA.
On the other hand, oblique rotation relaxes this restriction. The optimal solution of an oblique
rotation can have either correlated or uncorrelated factors. Allowing the factor scores to be
slightly correlated also makes sense behaviorally. For instance, one can expect a slight
correlation between a latent construct about the attitude towards owning a private car and the
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sensitivity towards environmental issues. Thus, we resort to oblique rotation while performing
factor analysis. We tested solutions using ‘Oblimin” and ‘Promax’ rotations (both are oblique).
However, the solution from ‘Promax’ rotation was more interpretable.

Initial rounds of EFA with oblique rotation revealed that four out of the 30 attitudinal
statements did not load well on any of the factors or led to solutions with very limited
interpretability (which were most likely the results of other spurious correlations, rather than
true common attitudinal components). Thus, we dropped these four statements and were left
with 26 attitudinal statements. Next, to decide on the number of factors for the final solution
we relied on the Kaiser criterion of computing eigenvalues for correlation matrix. The rule is to
keep the factor scores which have eigen values greater than value 1 (Gorsuch, 1983). This
criterion suggested seven factor scores for 26 statements. However, using seven factors scores
in a Promax rotation led to a solution in which multiple seemingly unrelated statements were
loading on the same factor. After multiple iterations we decided on a final solution with nine
factors for 26 statements. The final solution was chosen for its trade-off between explanation
of variance in the data (and the criterion based on the eigenvalues) and interpretability.
Fabrigar et al. explain how having fewer factors (under-factoring) can potentially lead to more
severe errors compared to over-factoring. The nine factors cumulatively explain 43% of
variance of the 26 statements. We included individual attitudes using the Bartlett factor scores
(which produce less biased estimates as compared to regression scores (DiStefano, Min, and
Diana, 2009)) that were computed through a factor analysis (Promax rotation) of the original
attitudinal variables included in the dataset. The details of these factors and the attitudinal
statements loading from the pattern matrix are mentioned in Table 4.

Towards the end of the survey, we also asked respondents to evaluate a list of shared
ridehailing attributes on a Likert-type scale from “Very limiting” to “Very encouraging”, and
report if they perceived those attributes as barriers or enablers to use of shared ridehailing
services. This question was very specific about shared ridehailing and had a different scale of
measurement from the previous batch of attitudinal statements. Fabrigar et al. (1999) say,
“when EFA is conducted on measured variables with low communalities, substantial distortion
in results can occur”. Thus, we performed a separate EFA for these limitations using ‘Promax’
rotation and two factor scores. The two factor scores cumulatively explain 67% variance of the
six measurement variables. The results are shown in Table 4. as well. We used a cutoff value of
0.3 for the factor loadings to retain statements for each factor. The only exception is the first
statement in Table 4. which loads in “Pro-Environmental Regulation” with a factor loading of
0.29. We still included it since it is fairly close to the cutoff value and it contributes to the
interpretation of that factor.

This two-step approach of first estimating the latent variables and then using the factor scores
in a choice model introduces a measurement error in the choice model. This is because the
attitudinal statements, are not the perfect measurements of the latent constructs, but are
merely indicators of the latter. Researchers sometimes jointly estimate the measurement
variables and choice outcom