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Dissertation Abstract

This dissertation is comprised of two essays on development economics and one essay on methodological

issues related to the impact evaluation of development interventions. The first two chapters explore the

implications of farmland consolidation on rural development in Colombia. In the first essay, I estimate the

effect of a previous consolidation event on the structural transformation of rural economies. In the second,

I evaluate the impacts of potential consolidation policies on aggregate welfare. Finally, the last chapter

analyzes how attrition affects the internal validity of field experiments and provides recommendations for

current empirical practice.

Large-Farm Consolidation and Structural Transformation: Evidence from Colom-

bia

The consolidation of farmland is accelerating in many developing countries. An important question that

arises in this context is, what are the impacts of this consolidation on rural development? In the first

chapter, I examine the effect of land consolidation on the structural transformation of rural Colombia. To

motivate empirical work, I present a conceptual framework where the impact of consolidation on sectoral

employment and wages depends on the strength of the pull response in the nonfarm sector relative to the push

response in the farms. I examine this question by assembling a novel dataset of rural counties and leveraging

quasi-experimental variation in response to a trade shock that changed the scale of production during the

nineties. I find that counties with an increase in large-farm consolidation experienced a reallocation of labor

from the agricultural to the nonagricultural sector. Yet, this labor reallocation led to a decline in workers’

income over the medium term due to a sizeable increase in unemployment rates. These findings shed light

on the implications of structural change within rural economies and the potential distributional impacts of

consolidation across producers and workers.

Large-Farm Consolidation and Welfare in Rural Economies

Building on the first essay, the second chapter evaluates the impacts of large-farm consolidation on the

aggregate welfare of rural populations. In particular, I develop a quantitative model of rural economies and

conduct counterfactual experiments to evaluate the impacts of potential consolidation policies. This model

features several empirical patterns connecting aggregate income with the distribution of farm sizes. The

scale of operation affects agricultural productivity, while local wages and employment are determined by the

concentration of profits through non-homothetic consumption growth. In line with previous work, I find that
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large-farm consolidation increases the welfare of farmers due to gains in agricultural productivity. However,

since the demand for rural labor decreases substantially, workers are adversely affected, and aggregate social

welfare declines. I show that these effects vary by type of consolidation and are exacerbated when the rise

of large operations is driven by merging the smallest farms. These findings shed light on the distributional

impacts of consolidation and speak to the trade-off between productivity, employment, and social welfare

inherent in land policies.

Testing Attrition Bias in Field Experiments

The third chapter shifts focus to methodological issues on the impact evaluation of development interventions.

Randomized control trials are an increasingly important tool of applied economics. Non-response on outcome

measures at endline, however, is an unavoidable threat to their internal validity. In this chapter, we approach

the problem of testing attrition bias in field experiments with baseline outcomes. We differentiate between

two internal validity questions. First, does the difference in mean outcomes between treatment and control

respondents identify the average treatment effect for the respondent subpopulation? Second, is this estimand

equal to the average treatment effect for the study population? For each object of interest, we establish

identifying assumptions and propose procedures to test its sharp implications. We also document that the

most widely used test in the field experiment literature, the differential attrition rate test, is not a valid test of

internal validity in general and provide a Stata package to implement the procedures that we propose. These

findings have public policy implications since some agencies use attrition rates to evaluate the reliability of

research studies (e.g., What Works Clearinghouse, US Department of Education).
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Chapter 1

Large-Farm Consolidation and

Structural Transformation: Evidence

from Colombia

1.1 Introduction

The reallocation of labor out of the agricultural sector as national income increases is a stylized fact of

economic development. This process of structural change brought sustained productivity gains in early

industrialized economies since technical progress enabled the exit of labor surplus in subsistence agriculture

(Clark, 1940; Lewis, 1954; Kuznets, 1957). Currently, structural transformation is a central topic in the

discussion of development policies in middle and low-income countries (Collier and Dercon, 2014; Barrett

et al., 2017; Mcmillan et al., 2017; Mellor, 2017), where a large fraction of the population still lives in rural

regions, and agricultural productivity is low.

One manifestation of structural transformation is the migration of workers from rural to urban markets.

However, the reallocation of labor across sectors is also a key feature within rural economies themselves.

Nonagricultural jobs account for 25% to 50% of rural employment in most developing countries (Lanjouw

and Lanjouw, 2001). Additionally, nonfarm earnings are an increasingly important source of income diver-

sification for those workers who are not fully absorbed in farm jobs (Haggblade et al., 2007, 2009; Foster,

2011).1

Despite the promising benefits of the structural change in rural economies, it remains unclear whether the
1In this paper, I use the terms nonagricultural and nonfarm interchangeably to facilitate exposition.
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expansion of the nonfarm sector can boost local income and productivity. Nonfarm jobs are usually informal

activities that yield a low return (Haggblade et al., 2007), and productivity gains relative to the farm sector

are often modest (McCullough, 2017; Hamory et al., 2020). There is also wide spatial heterogeneity in

the composition of this sector and its role in poverty reduction (Ravallion and Datt, 1999; Reardon et al.,

2001). These empirical patterns complement the observation that structural transformation has different

implications across space (Eckert and Peters, 2018) and suggest that the local nature and pace of labor

reallocation determine how effective it is in promoting inclusive development.

A critical trend in developing economies over the past decades is the rise in the consolidation of farmland

as a response to the boost in global agricultural demand. For one, large-scale transactions have taken place

at an accelerated pace in low-income countries (Liao et al., 2020; Deininger et al., 2011). Meanwhile, middle-

income countries already have more than 40% of their land on farms above five hundred hectares (Lowder

et al., 2016). In the long term, this trend may lead to an increase in rural to urban migration, equalizing

returns to labor across regions. In the short term, however, this consolidation can substantially affect the

local returns to labor if there is a change in the demand for workers across sectors.

In this paper, I study the effects of large-farm consolidation on the structural transformation of rural

economies. I focus on two main questions of interest. First, does the consolidation of land affect the local

reallocation of labor across sectors? Second, do rural workers benefit from this consolidation?

To motivate this empirical work, I lay out a conceptual framework that links land consolidation with the

aggregate demand for workers in rural economies.2 A key feature of this framework is that consolidation

simultaneously affects the demand for labor in both economic sectors. On the one hand, labor intensity

impacts the demand for farm labor. On the other, nonfarm labor demand is affected by non-homothetic

consumption growth. The main insight of this framework is that consolidation leads to a push response in

the demand for labor out of the farm sector and a likely pull response in nonfarm labor demand. Thus, if

the pull response is small relative to the push response in the farm sector, consolidation may lead to the

reallocation of workers towards the nonfarm economy along with a reduction in their wages.

The Colombian setting offers an excellent opportunity to examine these questions since there has been

a significant change in overall land concentration over time. For instance, between 2000 and 2012, the Gini

index of landholdings increased from 0.854 to 0.872 (IGAC, 2012). Furthermore, given the diversity in topog-

raphy and agricultural suitability, this change in concentration has been widely heterogeneous across space.

This setting is also relevant from a policy perspective, given the upcoming reform aiming to redistribute land

to landless peasants and farmers with insufficient acreage (Arteaga et al., 2017). Besides, a large majority
2This framework draws on insights from the quantitative model developed in Ortiz-Becerra (2022) to analyze the impacts

of consolidation on the welfare of rural populations.
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of rural households derive their income from labor markets due to their lack of access to land (58%).

I empirically examine the impact of a specific shift in land concentration that occurred during the 1990s.

This shift was largely driven by a change in the terms of trade that transformed land use in the country.

The area in pastures and land-intensive crops increased by more than two million hectares, while coffee and

other labor-intensive crops lost important participation in agricultural land (Balcázar, 2003). Overall, the

gini of landholdings displayed a slight increase between 1993 and 2005 and large-farm consolidation changed

in almost all the municipalities.

I study this shift in land concentration using a novel panel dataset of rural municipalities with measures

on employment and land consolidation. This dataset links information from different sources, including

the population census, the national household surveys, and the rural cadastre. I examine impacts on the

reallocation of labor across sectors and workers’ income using measures of wages and unemployment rates,

and define large-farm consolidation as the share of area in large farms in each municipality.

To estimate treatment effects, I leverage quasi-experimental variation in the ability of local economies to

respond to land-use changes driven by trade liberalization. Specifically, I construct an instrument for the

change in large-farm consolidation based on topographic features of the terrain that influence the financial

viability to produce at large scale. Consolidation is negatively correlated with the terrain’s degree of inclina-

tion since it is cheaper to produce at large-scale in flatter grounds due to infrastructure’s construction costs

and cattle carrying capacity.

I account for two main factors that might be correlated with a town’s topography and represent a threat

to the exclusion restriction of the instrument. First, the differential effects in agricultural production and

labor force participation driven by the upsurge of conflict in rural areas (Fernández et al., 2014; Arias et al.,

2018). Second, labor market trends associated with crop suitability, including the potential income effects

after the shift in the terms of trade. For instance, changes in tariffs and relative prices were more likely to

benefit economies that had an absolute advantage to produce exportable crops such as flowers and oil palm.

My analysis compares adjacent towns with similar agricultural suitability but distinct feasibility to produce

at scale, so the variation I exploit arises from the ability to consolidate rather than the absolute advantage

to produce a particular crop.

I find that the rural economies with an increase in large-farm consolidation experienced a reallocation of

labor out of the agriculture sector. Specifically, a one standard deviation increase in consolidation resulted

in a ten percentage point decline in the share of farmworkers. In addition, consolidation led to a fourteen

percentage point increase in the unemployment rate with no significant change in wages, suggesting that this

reallocation of labor was accompanied by a net negative impact on workers’ income. My estimates imply

that one standard deviation increase in land consolidation - corresponding to a twelve percentage point rise
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in the share of area in large farms– explains 70% of the observed decline in farm employment for the average

Colombian municipality between 1993 and 2005.

I provide evidence that these findings are not driven by several factors that may confound the relationship

between employment and the instrument. First, parallel pre-trends support the exclusion restriction that

topography does not lead to differential trends in labor markets across similar towns. Second, results are

unchanged when controlling for the upsurge of conflict and forced displacement during this period. These

findings are also robust to the use of different inference procedures, including alternative types of intra-cluster

correlation and size corrections for weak instruments.

Taken together, my findings indicate that consolidation led to a decrease in the demand for farmworkers

and an absolute reduction in the demand for rural labor. These results are consistent with the predictions

of the conceptual framework when the pull response in the nonfarm sector is small relative to the push

response in the farms. This decline in labor demand, however, appears to be smaller in economies where

expenditure in local markets is expected to be large, suggesting that non-homothetic consumption growth is

an important mechanism behind this effect.

My results on unemployment suggest that labor mobility across space was not large enough to offset the

decrease in labor demand after consolidation.3 These findings are consistent with the low levels of integration

across rural labor markets during the 1990s (Nupia, 1997) and the prevalence of different barriers that limit

migration in developing contexts (Morten and Oliveira, 2018; Dix-Carneiro and Kovak, 2017; Bryan et al.,

2014). Since my period of analysis spans twelve years, an important implication of these results is that land

consolidation has lasting effects on local labor markets. This is in line with previous empirical work that

examine the capacity for labor markets to respond to economy-wide shocks and document persistent effects

in the short and medium run (Dix-Carneiro and Kovak, 2019; Dix-Carneiro, 2014; Autor et al., 2014; Artuç

et al., 2010). For instance, Dix-Carneiro and Kovak (2019) find that the effect of Brazil’s trade liberalization

on local unemployment and informality persisted over ten years.

This paper contributes to the literature on structural transformation (Herrendorf et al., 2014). My

findings show that land consolidation is another driver of the reallocation of labor across sectors. Recent

research studies the impacts of trade on structural transformation (Farrokhi and Pellegrina, 2020; Fajgelbaum

and Redding, 2018; McArthur and McCord, 2017), and suggests that land inequality and input use are

important mechanisms through which price booms affect labor reallocation (Laskievic, 2021). Yet, while

these papers exploit the differential exposure to shocks in order to estimate the direct effects of trade on
3This is not to say that the extent of rural-out migration was small during this period. On the contrary, due to the

upsurge of conflict, a large proportion of rural households were forced out of rural communities. In my analysis, however, forced
displacement is a potential threat to internal validity. Thus, my empirical strategy compares municipalities with a similar
incidence of this type of labor mobility. Future access to net migration flows will allow me to assess how much of the observed
changes are driven by economic migration.
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structural change, I examine the direct impact of large-farm consolidation by leveraging the isolated effect

of market integration on the scale of agricultural production across towns with different topography and

similar trends in trade exposure.

This paper also complements recent studies that examine the spatial implications of structural trans-

formation (Bustos et al., 2020; Eckert and Peters, 2018; Nagy, 2016; Desmet and Rossi-Hansberg, 2014;

Michaels et al., 2012; Caselli and Coleman II, 2001) by showing that, in rural settings, this transformation

can be accompanied by a decline in workers’ income over the medium term. This result implies the opposite

relationship between income and labor reallocation at a national level, and is consistent with previous work

on the delayed response of local labor markets to economy-wide shocks (Dix-Carneiro, 2014; Dix-Carneiro

and Kovak, 2019). Methodologically, my empirical approach is also similar to previous work that exploits

quasi-experimental variation to examine the determinants of structural change at a local level rather than

across regions (Bustos et al., 2020; Uribe Castro, 2020; Bustos et al., 2016; Foster and Rosenzweig, 2008).

Finally, my work contributes to two main strands of the long-standing literature on land allocation

and economic development by focusing on local labor markets effects. First, I add to the growing set of

empirical studies that examine the impacts of large-scale transactions on rural welfare (Liao et al., 2020;

Ali et al., 2019; Deininger and Xia, 2016). With a few exceptions, these studies rely on cross-sectional

data and unconfoundedness to estimate spillover effects on smallholders (Bottazzi et al., 2018; Herrmann,

2017; Jiao et al., 2015). In contrast, I provide novel estimates of the economy-wide impacts on aggregate

employment and wages and relax the assumption of unconfoundedness by leveraging a 2sls approach along

with panel data. There is also a wide body of theoretical work that examines the relationship between scale

and agricultural productivity and income (Eswaran and Kotwal, 1986; Adamopoulos and Restuccia, 2014;

Foster and Rosenzweig, 2017; Adamopoulos et al., 2019). This paper adds to that work by showing that

land consolidation can decrease the income of workers despite these potential productivity gains.

The rest of this paper is organized as follows. The next section lays out the conceptual framework and its

main analytical insights. In Section 2.2, I provide details on the setting and the data. Section 1.4 describes

the empirical strategy to estimate the impacts of large-farm consolidation. Section 1.5 discusses the results

and potential mechanisms. Section 1.6 concludes.

1.2 Conceptual Framework

This section discusses two main opposing mechanisms through which large-farm consolidation affects the

structural transformation of rural economies. This conceptual framework illustrates how land consolidation

simultaneously affects the demand for workers in the agricultural and nonagricultural sectors, drawing on
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insights from the two-sector model developed in Ortiz-Becerra (2022).4

An empirical regularity in agrarian economies is that there is an inverse relationship between labor

intensity and landholding size. This observation has long been documented in several developing contexts

(Sen, 1981; Carter, 1984), and more recently it has been shown to be accentuated over time (Deininger

et al., 2016). Some of the reasons behind this relationship are factor market imperfections that constrain

smallholders in their ability to increase their scale of operation, substitute own for hired labor, and/or

substitute labor for other inputs. For instance, there is ample evidence that agricultural machinery saves

on labor costs (Hornbeck and Naidu, 2014; Davis, 2017) and that mechanization is more likely to occur on

larger farms (Foster and Rosenzweig, 2017). This pattern suggests that large-farm consolidation can reduce

farm labor intensity and lead to a decline in the demand for workers in the agricultural sector.

Land consolidation can also affect the demand for nonfarm labor through changes in the demand for lo-

cally produced goods. One one hand, scale production can increase aggregate agricultural productivity and

income (Adamopoulos and Restuccia, 2014; Foster and Rosenzweig, 2017). On the other, the expenditure

share in local consumption declines with income since wealthier individuals are less likely to spend their

money in local markets. Consider, for example, the case in which individuals prefer to buy clothing and

jewelry from the city as their income increases. These observations suggest that the consumption prefer-

ences are non-homothetic, and hence, the demand for rural nonfarm workers depends on how concentrated

agricultural profits are.

To illustrate how these two primary forces affect wages and labor allocation across sectors, consider the

rural labor market depicted in Panel A of Figure 2.4. An increase in land consolidation leads to a push

response in the demand for farm workers (red line) as agriculture becomes less labor intensive. Meanwhile,

the shift in the demand for nonfarm workers (blue line) is ambiguous and depends on how much of the gains in

agricultural productivity are spent on local consumption. Overall, the net effect of large-farm consolidation

on workers’ income depends on whether the pull response in the nonfarm sector is larger than the push

response in the farms. If the gains in productivity lead to a substantial increase in the demand for nonfarm

labor, the equilibrium wage rises (Panel B). In contrast, if there is a reduction in the demand for workers in

this sector, land consolidation leads to a wage decline (Panel C).

In this paper, I estimate the overall impact of large-farm consolidation in the Colombian setting using

quasi-experimental variation in the scale of production across a broad set of rural municipalities. In addition,

I provide empirical evidence suggesting that these effects are largely driven by changes in local labor demand.
4This static model represents a benchmark economy with a fixed supply of labor and constitutes a useful point of reference

to analyze impacts in the short term.
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Figure 1.1: Large-Farm Consolidation and Equilibrium Wage: An Illustration
Panel A. Rural Labor Market

Panel B: Positive Pull Effect Panel C: Negative Pull Effect

Notes: Own illustration.
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1.3 Context and Data

1.3.1 Trade Liberalization and Productive Transformation in Agriculture

Colombia underwent a gradual process of trade liberalization in the early 1990s. This liberalization ended

an import substitution regime that lasted over forty years. During this decade, the average tariff in the

whole economy declined from 38.6% to 11% (Jaramillo, 1998). At the same time, the country completed the

negotiation of its first free trade agreements and implemented policies to promote exports.

Agriculture was one of the primary industries targeted by this trade liberalization. In particular, the

average tariff in the sector declined from 31.5% to 15%. In addition, the government implemented several

policies to promote integration with the international market. Some policies included subsidies and tax

exemptions for the production of perennial cash crops with apparent competitive advantages (e.g., flowers,

bananas, oil palm, sugar cane). Other policies aimed to mitigate the impacts of international competition

on the production of seasonal crops such as soy, wheat, and barley.5

These policies led to a change in the profitability of crops and a productive transformation of the agricul-

tural sector (Balcázar, 2003). On the one hand, the production of perennial crops increased as a response to

the new market opportunities and the rise in profitability. On the other, the production of tradable seasonals

declined due to the higher competition with international producers. Figure 1.2 shows the evolution of land

use in the country during this period. Despite the decrease in aggregate cultivated area, the area in pastures

and cash crops increased by more than two million hectares between 1993 and 2005.

Figure 1.2: Area in Land-Intensive Crops & Pastures 1993-2005

Panel A. Perennial Crops Panel B. Pastures

Notes: Own illustrations using data from the Municipal Agricultural Evaluations.

Thus, there was a change in the scale of agrarian operation and land consolidation in the country. In
5Some of the policy measures that were implemented to promote agricultural exports were the Law 693 of 2001, the Law

818 of 2003, and the creation of the Price Stabilization Fund.
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some regions, farms were consolidated to produce land-intensive cash crops such as cattle, flowers, and oil

palm.6 In others, farms were fragmented to mitigate the impacts of the deterioration in the terms of trade.

These two countervailing forces led to a wide geographical variation in the number and size of large farms.

As a result, nearly 20% of the towns displayed an increase in large-farm consolidation while 30% experienced

a decline below the national average of five percentage points (see Figure 1.3).7

Figure 1.3: Change in Large-Farm Consolidation, 1993 -2005
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Notes: This figure displays the change in the share of area in large farms
(in percentage points) for rural municipalities between 1993 and 2005. Own
calculations using cadastral data.

1.3.2 Data Sources and Measurement

I gather data from multiple sources and put together a dataset of municipalities for the years 1993 and 2005.

Municipalities are the smallest administrative units in the country and are a good approximation to local

labor markets since most of their inhabitants work within their geographic boundaries.8 I focus on rural

economies and exclude large cities and their main agglomerations using the definition proposed by the Rural

Mission in 2014.9 To account for the segregation and creation of new municipalities across time, I use a

consistent unit of observation based on the official boundaries of the municipalities in the year 1993. In my
6These crops are usually produce at large-scale due to a high degree of vertical integration. Furthermore, cattle has a

maximum carrying capacity per hectare that requires a minimum plot size threshold to render production profitable.
7Note, however, that despite this average decline in large-farm consolidation, overall land concentration (as measured by

the Gini index) increased. This observation suggests that there was an increase in the dispersion of farm sizes across the whole
distribution after the market integration, which is consistent with recent evidence on the impact of price booms on the Gini of
land in similar contexts (Laskievic, 2021).

8According to the population census of 2005, 95% the workers who lived in rural municipalities worked in the same munic-
ipality where they lived.

9This definition classifies municipalities in four categories based on population density and the number of inhabitants living
in the town’s seat. See Ocampo (2014) for more details.
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final sample, only 4% of the units of observation are composed of two or more adjacent municipalities.

Unemployment and sectoral employment: I use information from the National Population Census

of 1993 and 2005 to construct these measures. These two rounds of the census collect information on labor

participation and the industry of employment, in addition to the usual demographic and socio-economic

characteristics collected in other rounds.10 For each municipality, I compute the unemployment rate as the

ratio of the number of unemployed individuals to the total population that is economically active. Similarly,

I construct the share of agricultural workers using information on the economic sector of the main job in the

last 15 days. I define agricultural jobs as those activities that make an intensive use of land to produce crops

and raw materials, raise livestock and poultry, or farm fish. Any other activities, including the processing

of food and beverages, are classified as non-agricultural jobs.11

Wages: Since the population census does not collect data on wages, I use individual-level data from the

National Household Surveys (ENH) of 1998 and 2009. These repeated cross-sections are representative at

the national and department level and include a large set of rural municipalities that are selected at random

each round. The employment module of this survey collects data for a random sample of workers on features

such as occupation, hours worked, and income. I compute the hourly wage for each worker as the ratio of

her monthly wage to the number of hours worked during the last month, and convert nominal to real values

using the price index of 1993. For all outcomes, I focus on individuals between 15 and 65 years old.

Land consolidation: I use data from the national cadastre system for the years 1993 and 2005 to

construct measures of land consolidation.12 This system is a census of all the properties in the country

with detailed information on the location of the plot, the type of holder, and the plot’s size.13 For each

municipality and year, I have information on the number of properties and their total area across thirteen

size ranges.14 To focus on privately held land, I exclude the records of indigenous reserves and properties

that belong to the State.

Two main features make this data advantageous to construct measures of concentration and consolidation.

First, the system records information based on possession instead of ownership. Therefore, the records of
10These two rounds of the Population Census have been shown to be comparable despite their differences in implementation

(Le Roux, 2013; Mallarino, 2007; Jaramillo and Ibáñez, 2005). Access to this data was obtained per confidential agreement
with the National Department of Statistics.

11Two main reasons indicate that the timing of data collection does not primarily drive the differences in agricultural
employment across locations. First, in most regions, the share of agricultural workers does not vary much throughout the year
(see Figure 2A in the appendix). Second, according to experts at the National Department of Statistics, the roll-out of the
censuses was not correlated with any particular season.

12The data from 2005 was purchased from the National Institute of Geographic Information (IGAC), and the data from 1993
was generously provided by Fabio Sánchez at the University of the Andes in Colombia.

13The national cadastre is managed by five different agencies: the National Institute of Geographic Information (IGAC),
the department of Antioquia, and the capital cities of Bogota, Medellin, and Cali (IGAC, 2012). In this analysis, I use the
information from Antioquia and IGAC, which constitutes the whole universe of rural municipalities with cadastral data.

14These size ranges are: less than 1 hectare, 1 to 3 hectares, 3 to 5 hectares, 5 to 10 hectares, 10 to 15 hectares, 15 to 20
hectares, 20 to 50 hectares, 50 to 100 hectares, 100 to 200 hectares, 200 to 500 hectares, 500 to 1000 hectares, 1000 to 2000
hectares, and more than 2000 hectares.
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private land include farmers with informal titles or settled in vacant public lots. Second, the measures of

plot size are less likely to be afflicted by self-reporting bias – common in survey data– as the data gathered

upon the cadastre formation is collected and updated by personnel in the field (IGAC, 1988).15

I define large-farm consolidation as the share of area in large farms. To determine what a large plot is for

each town, I use as reference the average family farm unit, a policy instrument representing the minimum

plot size needed to generate an income surplus given the agro-ecological conditions of the plot’s location.16

Following Machado and Suarez (1999), I use a threshold of ten units to characterize large plots. Therefore,

large-farm consolidation for each municipality i is given by: ωlarge
i = ωa

i if κi ∈ [a, b), where κi refers to

ten times the family farm unit, (a, b) refer to the lower and upper bounds of the observed size ranges, and

ωa
i refers to the share of area in plots with a size of at least a hectares.17 In addition to this measure, I also

use this data to calculate the Gini index of landholdings, which is a measure of overall concentration across

the whole plot distribution.

Additional municipal features: I compile a set of municipality characteristics using different data

sources. First, I obtain information on administrative divisions and the town’s average family farm unit from

the National Department of Statistics (DANE). Second, I use administrative data from the National Memory

Center to calculate measures of conflict intensity and the prevalence of forced displacement between 1993

and 2005.18 Third, I digitize data on initial levels of urbanization, such as the total number of inhabitants

and the share of the rural population, using the 1985 census. Finally, I calculate topographic measures on

elevation and the average degree of terrain’s inclination using the Data Elevation Model from NASA and the

shapefiles of municipalities with 1993 boundaries. In contrast to other sources, these topographic measures

are very precise as the pixel resolution is one arc-second (approximately 30 meters). This is particularly

relevant for my analysis since it implies that the instrument I construct for land consolidation displays a

considerable variation across towns.
15One important caveat of this data, however, is that resource limitations prevent cadastral agencies from carrying out the

updates during the established 5-year window for all the municipalities. In fact, Pinzón and Fonti (2007) find that only 31%
of the municipalities were fully up-to-date in 2005. Yet, to the extent that the updates are not correlated with municipality’s
characteristics in general (Martinez, 2020), it is unlikely that my estimates are largely driven by differences in measurement
error.

16The family farm unit was initially created by the Law 135 of 1961 to guide the allocation of vacant public lands. It
represents the minimum plot size required to produce an income of three monthly minimum wages and a disposable income
after paying land rent payments. This unit takes on different values depending on the type of agro-ecological zone and land use.
Thus, the average unit for each town is calculated as the weighted mean across production systems and zones (Departamendo
Nacional de Planeación, 2000).

17For instance, if the average family farm unit for the town is 32 hectares, my measure of large-farm consolidation equals
the share of area in plots of at least 20 hectares. Since this measure based on size ranges is less precise than the one I would
obtain with microdata, I plan to check whether the main results of the paper are robust to different definitions of ωlarge

i in a
future version of this draft.

18These indicators include the share of the forcefully displaced population, the number of murdered individuals, and the total
number of attacks, incursions, and assaults on the civilian population perpetrated by illegal armed groups. For more details on
this data, see Centro Nacional de Memoria Historica (2013).
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1.3.3 Sample of Rural Municipalities

The study population in this analysis consists of 590 municipalities across 21 departments of the country.

These 21 departments correspond to 50% of the country’s area and 95% of the national population.19 My

study sample accounts for three-fourths of the rural economies in these departments.20 These towns are

spread in similar proportions across lowlands, hills, and highlands, thereby representing the main agro-

climatic regions in the country.

In Table 1.1, I present summary statistics that describe the main characteristics of the sample before the

observed changes in land concentration (i.e. 1993). These municipalities are located about 79 kilometers

from the department’s capital and have a mean area of 537 square kilometers. In contrast to large cities,

the population count was low and the the majority of workers worked in agricultural activities. These rural

towns also had a low unemployment rate and a wide spread in the wage perceived by workers. While the

average hourly wage was slightly above the minimum legal wage at COL$524, close to two-thirds of the

workers were making less than that amount.21

Table 1.1: Main Characteristics of The Study Population in 1993

N Mean S.D. Min p25 p75 Max

Time-invariant characteristics

Total area (km2) 590 536.7 1,121.7 20.0 127.0 541.0 17,536.0
Distance to departmen’s capital (km) 590 78.7 47.7 9.3 44.2 102.8 276.0
Family farm unit (ha) 590 22.0 14.1 2.5 13.1 27.3 125.6
Terrain’s inclination (degrees) 590 29.7 14.5 1.5 19.2 40.7 64.8

Time-variant characteristics (1993)

Total population 590 15,543 14,865 1,277 6,389 19,865 171,936
Share rural population (%) 590 68.7 18.5 4.8 58.4 82.8 97.2
Share of farm employment (%) 590 66.6 17.5 0.7 56.6 80.7 95.9
Unemployment rate (%) 590 2.5 2.2 0.0 1.0 3.5 17.9
Hourly wage (1993 COL$)† 1,366 524.1 613.5 3.4 102.2 687.5 6642.9
Gini of landholdings 590 0.38 0.16 0.04 0.26 0.51 0.90
Share of area in large farms (%) 590 29.1 21.4 0.0 11.3 42.4 99.4

Notes: (†) The statistics on hourly wage refer to the wage workers in the 1998 National Household Survey. The average hourly
wage of $524 pesos in 1993 corresponds to $3, 806 pesos in 2019, which is approximately equivalent to an hourly wage of U$1. See
Sections 2.2.1 for details on data sources and definitions.

Finally, the size threshold that defines a large farm has a mean of 220 hectares and varies widely across

towns. For instance, while in some municipalities, a large farm has at least 800 hectares, in others, farms of

25 hectares are considered large. The share of area in large farms across municipalities was 29% on average

and one-quarter of these towns had a share above 42%.

Table 1.2 reports the changes in consolidation and rural employment in my sample.
19I exclude the municipalities from the departments of Amazonas, Arauca, Casanare, Caquetá, Chocó, Guainía, Guaviare,

Putumayo, San Andrés, Vaupés, and Vichada for at least one of the following reasons: i) department was not part of the
agricultural frontier in the 1990s, ii) rural areas consisted mostly of indigenous reservations and afro-colombian lands, iii)
cadastral data was either non-existent or unreliable.

20The remaining 25% of rural towns do not have complete data for both years of analysis.
21An hourly wage of COL$524 in 1993 is equivalent to COL$3,806 per hour in 2019 (U$1 per hour).
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Table 1.2: Changes in Main Variables 2005- 1993

1993 ∆2005−1993

Mean SD Mean SD

Share of agricultural workers 0.666 0.174 -0.092 0.138
Unemployment rate 0.025 0.022 0.080 0.123
Gini of landholdings 0.386 0.157 0.006 0.079
Share of area in large farms 0.291 0.214 -0.059 0.129
Number of conflict-related events since 1993 1.017 1.951 22.692 31.833
Number of homicides since 1993 148.33 265.73 346.63 509.04
Number of displaced individuals since 1993 (expelled) 311.71 820.02 3505.02 7802.53
Number of displaced individuals since 1993 (received) 93.58 307.40 1850.23 4318.27

Notes: The number of municipalities included is 590. See Section 2.2.1 for details on data sources and definitions.

1.4 Empirical Strategy

To examine the impacts of large-farm consolidation, I use a 2sls approach that exploits the differential ability

of the municipalities to respond to this trade-induced shock. In particular, I construct an instrument for the

change in consolidation based on topographic features of the economy that influence the financial viability

of production at a large scale. This instrument is defined as the average degree of inclination for the terrain

in each municipality.22 In my sample, the degree of inclination ranges from 1.5◦ to 64.8◦ and has an average

of 29.7◦.

The rationale behind this instrument is that the construction and maintenance of infrastructure for large-

scale production are cheaper in flatter terrains. For instance, export crops such as flowers and oil palm require

greenhouses and irrigation systems. Likewise, flat landscapes are more attractive for mechanization and

extensive cattle ranching, as the carrying capacity per hectare decreases with the gradient of inclination.23

Declines in large-farm consolidation are also smaller in locations with lower degree of inclination, as the

opportunity cost of fragmentation is higher. For instance, while coffee farms in the slopes are fragmented

after declines in the international coffee price, coffee farms in the inter-Andean valleys are often transformed

into cattle farms (Balcázar, 2003; García, 2003). This negative relationship between large-farm consolidation

and the economy’s degree of inclination is depicted in Figure 1.4.

A town’s topography also influences crop suitability. Thus, one important threat to the exclusion re-

striction of this instrument is that locations with different crop portfolios faced distinct income and labor

market shocks due to trade liberalization. For instance, economies that were suitable to produce cash crops

experienced an improvement in their terms of trade, while economies that produced importable crops were

negatively affected in terms of profitability. To address this concern, I compare contiguous municipalities
22This measure corresponds to the area-weighted average across all the raster cells that intersect with the municipality’s

surface. For more details on the data used to construct this measure, see Section 2.2.1.
23According to interviews in the field, the carrying capacity of cattle in flatlands is about three cows per hectare compared

to two cows (or less) in the slopes.
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Figure 1.4: Change in Large-Farm Consolidation & Terrain’s Inclination
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Notes: This figure depicts the fitted values of a regression of the change in
consolidation on the terrain’s inclination and province fixed effects.

of the same province (δp), which share similar crop suitability and are subject to the same governmental

policies.24

Similarly, previous evidence suggests that the upsurge in conflict during this period likely had differential

effects on labor markets of economies with distinct topography. On the one hand, conflict induced changes

in agricultural production and labor supply (Arias et al., 2018; Fernández et al., 2014). On the other, the

upsurge was more pronounced in the mountains as they provide a natural shelter for illegal groups (Centro

Nacional de Memoria Historica, 2013). I account for this potential relationship by controlling for changes

in forced displacement and trends in conflict-related measures such as homicides and the number of attacks

(∆Cmp).

For the analysis on unemployment and sectoral employment, I estimate equations of the form:

∆Ymp = β∆D̂mp + δp + α1∆Cmp + ∆ump

∆Dmp = γSmp + δp + α2∆Cmp + ∆ηmp

(1.1)

where ∆Ymp refers to the change in the outcome of interest between 1993 and 2005 for municipality m

in province p, ∆Dmp refers to the change in large-farm consolidation, and Smp refers to the terrain’s degree

of inclination. In all estimations, standard errors are clustered at the municipality level to account for serial

correlation. To give an idea of the variation I use to estimate β, I show the spatial distribution of the
24Provinces are department subdivisions that have been historically used to plan and develop environmental and territorial

policies (DANE, 2014). There are 100 provinces in my sample with an average of eight municipalities per province.
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instrument and its values after partialling out the fixed effects and covariates in Figure 1.5.

Figure 1.5: Spatial Variation in Terrain’s Inclination

Degree of Inclination Degree of Inclination Residuals

Notes: These maps display the spatial distribution of the municipality’s terrain inclination (in degrees) and
its values after partialling out province fixed effects and the change in conflict-related controls 1993-2005.

For the analysis on wages, I use repeated cross-sections of workers in rural municipalities. Thus, I estimate

the following modified version of Equation 1.1:

Yimjt = am + βD̂mjt + δj,t + α1Cmjt + λ1X
85
m,t + uimjt

Dmjt = am + γ(Smj × Tt) + δj,t + α2Cmjt + λ2X
85
m,t + ηmjt

(1.2)

where Yimjt refers to the log hourly wage of worker i in municipality m, at time t, and Tt is a dummy

variable that takes the value of one (zero) for the year 2009 (1998). These cross-sections include the subset

of rural municipalities that were sampled in both years of the survey. Since only a few of these towns belong

to the same province, I use department-year fixed effects to account for income changes induced by the

change in the terms of trade (δj,t). Hence, I also control for initial urbanization rates (X85
m,t) to account for

differential trends in development across towns of the same department.

In contrast to the analysis in Equations 1.1, I use a two-sample 2sls approach to estimate the Equations

in 1.2.25 This approach allows me to estimate the first-stage with the full sample of municipalities to improve
25The two-sample 2sls approach was proposed by Angrist and Krueger (1995) as a procedure to obtain 2sls estimates using

two independent samples; one for each stage. For more information on the consistency of this procedure, see Inoue and Solon
(2010), Pacini and Windmeijer (2016), Choi et al. (2018), and Angrist and Krueger (1992).
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the precision of these estimates.26 I follow Pacini and Windmeijer (2016) to correct the standard errors of

this two-step procedure and obtain estimates that are robust to heteroskedasticity.

The exclusion restriction in Equation 1.1 is that municipality’s terrain inclination does not lead to different

labor market trends across contiguous economies within the same province.27 This assumption would be

violated if the design and execution of public policies in a province depends on topography, or if the trade-

induced income effects - associated with the production of certain crops- are not fully accounted for. In

Table 1A, I show that rural municipalities with distinct levels of terrain inclination had similar trends

in urbanization and population growth before trade liberalization.28 While the exclusion restriction in

untestable, these results provide reassuring support for this assumption.

In this case, β identifies the average marginal effect on the subpopulation of economies that respond to

encouragement from the instrument (i.e. compliers).29 This subpopulation comprises the towns where the

shift in land consolidation was driven by the physical and financial ability of production at scale.

In the case of Equation 1.2, the exclusion restriction is stronger as the larger variation in agro-climatic

conditions across municipalities of the same department imply that crop-specific income effects are not fully

accounted for . In line with this, Table 1B shows that towns with different terrain’s inclination within

the same department displayed differences in population growth before trade liberalization. Therefore, the

results of the analysis on wages should be regarded with caution.

1.5 Results

Table 1.3 shows the results on the structure of rural employment and unemployment rates. Panel A reports

the first stage relationship and the reduced form effects of the municipality’s inclination gradient. Panel B

reports the corresponding 2sls estimates for the outcomes of interest and the Kleibergen-Paap F-statistic

that tests for the first-stage.30 I also report weak instrument-robust confidence sets to avoid bias due to

pre-testing for the instrument’s relevance (Andrews et al., 2019).

The first-stage results confirm the negative relationship between the terrain’s inclination and the change
26Naturally, the second stage is estimated using only the subset of towns with data on workers’ wage.
27Formally, E(smp∆ump|∆Cmp, δp) = 0. This assumption is weaker than the one required for the within estimator, which

states that the idiosyncratic component of land consolidation across municipalities of the same province is not correlated with
labor market shocks; i.e. E(∆Dmp∆ump|∆Cmp, δp) = 0.

28These two variables are closely related to changes in sectoral employment and labor supply in a local economy. I will
analyze pre-trends on my outcomes of interest once I am granted re-access to the microdata of the 1985 population census at
the Colombian National Department of Statistics.

29Monotonicity is an additional assumption that is required to interpret β as the local average marginal effect of land
consolidation on the outcomes of interest. This assumption, untestable in nature, implies that while increasing the average
slope can either encourage land consolidation or have no effect at all, it cannot discourage consolidation relative to lower slope
values (Kennedy et al., 2019).

30In the case of one endogenous regressor, the Kleibergen-Paap statistics is equivalent to the effective first-stage F statistic
proposed by Montiel-Olea and Pflueger (2013).
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in large-farm consolidation. This relationship is significant at 1% and implies that a one standard deviation

increase in the terrain’s inclination is associated with a decrease in large-farm consolidation of three percent-

age points. The reduced-form estimates are also statistically significant at 1% and are close in magnitude to

the first-stage estimates, suggesting that the two patterns are closely related (Angrist and Pischke, 2008).

Table 1.3: Large-Farm Consolidation, Sectoral Employment & Unemployment Rate

Panel A. First Stage and Reduced Form Estimates

Share Area in
Large Farms

(∆05−93)

Share Farm
Employment

(∆05−93)

Unemployment
Rate (∆05−93)

(1) (2) (3)

Terrain’s inclination (degrees) -0.00239*** 0.00186*** -0.00267***
(0.000568) (0.000656) (0.000443)

Panel B. 2sls Estimates

Share area in large farms (∆05−93) -0.777*** 1.118***
(0.301) (00.309)

Standardized effect -0.100 0.144

First Stage Results:
Kleibergen-Paap F-statistic 17.69 17.69

Weak-Instrument Robust Inference:
Anderson-Rubin P -value 0.004 0.000
Anderson-Rubin Confidence Set (95%) [-1.59,-0.35] [0.68,2.05]

Notes: 2sls estimates using Equation 1.1. The number of municipalities in these estimations is 590. All
the specifications include province fixed effects and conflict-related covariates. Standard errors are clustered
at the municipality level. The standardized effect is calculated by multiplying the coefficient of interest by
one standard deviation of the change in large-farm consolidation (see Table 1.2). The null hypothesis of the
Anderson-Rubin test is that the effect of land consolidation on the respective outcome is zero. *** p < 0.01,
** p < 0.05, * p < 0.1.

The 2sls results indicate that rural economies with an increase in large-farm consolidation experienced

a decline in the share of agricultural labor and a sizeable increase in unemployment. These estimates are

significant at the 1% and remain unchanged when using the Anderson-Rubin inference procedure, suggesting

that the results are not driven by a potential weak relationship in the first stage. To illustrate the magnitude

of the estimates, consider the average Colombian municipality which in 1993 had a share of agricultural

workers of 67% and an unemployment rate of 2.9%. If this municipality experienced a one standard deviation

increase in consolidation –corresponding to a twelve percentage point rise in the share of area in large farms–

, the agricultural employment share would fall ten percentage points, and the unemployment rate would

increase 14 points.

I now explore how large-farm consolidation affected the wage of rural workers. Table 1.4 reports the

two-sample 2sls results and provides support for the consistency of these estimates since I cannot reject the

equality of the first-stage coefficient across the two samples used. The initial results suggest that the effect
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on wages is negative and marginally significant at 10%. However, once I account for weak-instrument robust

inference, the significance of the estimate vanishes, suggesting that large-farm consolidation did not have

any significant effect on wages. Since these estimates do not properly control for income effects induced by

the change in the terms of trade, it is important to regard them with caution. Additional results suggest

that not accounting for such income trends may underestimate the impact on workers’ wages (see Section

1.5.1).

Table 1.4: Large-Farm Consolidation and Log Hourly Wage (TS2sls)

(1) (2)

Share of area in large farms -2.946 -3.249*
(1.985) (1.967)

Standardized effect -0.370 -0.409
Control variables 1985 ✓ ✓
Conflict-related covariates ✓

First Stage Results:
Kleibergen-Paap F-statistic 16.857 16.859
Test of equality of coefficients (pval)† 0.670 0.645

Weak-Instrument Robust Inference:
Anderson-Rubin P -value 0.211 0.169
Anderson-Rubin Confidence Set (95%) [-8.53,1.69] [-8.70,1.26]

Notes: TS2sls estimates using Equation 1.2. The number of observations is 2,529. All the specifications include
municipality fixed effects, department-year fixed effects, and interactions of both the population size and the
share of rural population in 1985 with year fixed effects. Standard errors are robust to heteroskedasticity.
The second row in First Stage Results tests the null hypothesis that the first-stage coefficient is equal across
both samples, which is an additional assumption for the consistency of the two-sample 2sls estimator (†). The
null hypothesis of the Anderson-Rubin test is that the effect of consolidation on the hourly wage is zero. ***
p < 0.01, ** p < 0.05, * p < 0.1.

Taken together, the sizeable estimates on unemployment and the results on the wage suggest that the

net effect of consolidation on workers’ income is negative. My estimates on sectoral employment imply that

land consolidation explains 72% of a standard deviation in the decline in farm employment between 1993

and 2005 across all municipalities.31

1.5.1 Robustness Exercises

Additional controls: As discussed in Section 1.4, one potential threat to the exclusion restriction is the up-

surge in conflict during the period analysis. Historical accounts suggest that conflict and forced displacement

had different intensities across municipalities in the lowlands and the slopes (Centro Nacional de Memoria

Historica, 2013, 2012). In my preferred specification, I control for measures on the upsurge of conflict. How-

ever, as Table 1C shows, my main estimates are robust to the exclusion of these covariates, suggesting that

municipalities of the same province had similar exposure to these shocks regardless of their topography. In
31This measure is calculated dividing the standardized effect of consolidation on the share of farmworkers (-0.10) by a

standard deviation in the observed change of farmworkers share between 1993 and 2005 (0.14).
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columns 3 and 6, I extend my preferred specification to control for potential trends driven by distinct levels

of urbanization before the trade liberalization took place. While the estimates on unemployment decrease

slightly, they remain significant at 1%.

Income effects induced by trade-liberalization: My preferred specification compares municipalities of

the same province to account for the potential correlation between terrain’s inclination -the instrument-,

crop suitability, and income effects. In Table 1D, I show that province fixed effects play an important role in

accounting for the expected bias generated by these income effects. The 2sls estimates that compare towns

in the lowlands and the mountains without conditioning on province would have predicted a decline in unem-

ployment rates after consolidation, since the economies in the lowlands experienced a general improvement

in their terms of trade (Jaramillo, 2002).

This table also shows that province fixed effects do a better job in accounting for the expected bias on

unemployment rates than department fixed effects. This suggests that my main findings on the effects of

large-farm consolidation on wages may underestimate the real effect.

Alternative standard errors: In addition to inference procedures for weak instruments, the main results

are robust to different types of intra-cluster correlation. As shown in Table 1E, the results are practically

unchanged when using two-way clustered standard errors by municipality and province-year as well as mu-

nicipality and department-year. The latter allows for correlation of the municipality’s error across time and

the error within-time correlation across municipalities of the same department.32

1.5.2 Potential Mechanisms

Overall, my findings indicate that consolidation led to a decrease in the demand for farmworkers and an ab-

solute reduction in the demand for rural labor. These results are consistent with the framework’s predictions

when the pull response in the nonfarm sector is small relative to the push response in the farms. That is,

the increase in local consumption, and thereby labor demand in the nonfarm sector, is not large enough to

absorb the workers that are leaving the farms.

While the reallocation of labor across space is another mechanism through which local labor markets

adjust in the long-term (Breza et al., 2021; Asher et al., 2021; Bustos et al., 2016), my results on unemploy-

ment suggest that migration was not large enough to offset the decrease in labor demand after consolidation.

These findings are consistent with the low levels of integration across rural labor markets during the 1990s

(Nupia, 1997) and support previous empirical results on the delayed adjustment of labor markets to economic

shocks (Dix-Carneiro and Kovak, 2019; Dix-Carneiro, 2014; Autor et al., 2014; Artuç et al., 2010).
32To conduct this analysis, I estimate the panel fixed effects version of Equation 1.1 where the instrument is given by the

interaction of the municipality’s inclination terrain and the time trend, Zmpt = Smp × Tt.

19



Due to data limitations, I cannot directly test the effect of land consolidation on local consumption to

assess the importance of non-homothetic consumption growth as profits get concentrated. However, as an

indirect analysis, I estimate Equation 1.1 for a subset of economies where local multiplier effects are expected

to be large. In particular, towns that are most suitable to produce coffee, a crop that has historically been

grown by producers who reside in their farms or the local economies (see Table 1F). This descriptive analysis

indicates that the effect of consolidation on unemployment was smaller and less significant across family-

oriented production regions, suggesting that local consumption is driving part of the absolute decrease in

labor demand.

1.6 Conclusion

This paper provides empirical evidence of the effect of large-farm consolidation on rural labor markets in

Colombia. The empirical findings indicate that consolidation can lead to are allocation of labor away from

agriculture within rural economies along with a decrease in workers’ earnings. These results imply a reduction

in local labor demand after consolidation, and are consistent with a model that features differences in farm

labor intensity and non-homothetic consumption growth in the nonfarm sector. My findings on workers’

earnings imply that migration was not large enough to offset the decrease in labor demand over a period

of twelve years. This suggests the existence of barriers to labor mobility across space and is in line with

previous work on the delayed response of local labor markets to economy-wide shocks (Dix-Carneiro and

Kovak, 2019; Dix-Carneiro, 2014).

This paper has several policy implications. First, it sheds light on the spatial impacts of structural

transformation. Although this process is usually associated with increases in income at a national level,

my results suggest that workers in rural areas may be negatively affected due to the aggregate decline

in the demand for local labor and the limited migration over the medium term. My findings also shed

light on the distributional impacts of land consolidation policies on rural welfare. I show that workers may

experience a decrease in income despite the potential gains of farmers in agricultural productivity and profits

(Adamopoulos and Restuccia, 2014; Adamopoulos et al., 2019).

While this paper is a step toward understanding the effect of large-farm consolidation on rural labor

markets, it opens several questions for future research. For example, what are the main mechanisms? And

how persistent are the effects beyond the medium term? Given the rise in consolidation policies in developing

countries, it is also essential to assess the impacts of consolidation on the overall welfare of rural populations.

This is an extension I am currently working on.
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1A Additional Tables

Table 1A: Pre-Trends Test for Analysis on Sectoral Employment & Unemployment Rate

Share Rural Pop. (∆85−93) Total Population (∆85−93)

(1) (2) (1) (2)

Terrain’s Inclination (degrees) 0.0001 0.0001 -31.39** -20.62
(0.0003) (0.0004) (14.46) (14.57)

Province fixed effects ✓ ✓ ✓ ✓
Conflict-related events (∆85−93) ✓ ✓
Number of municipalities 576 576 576 576

Notes: OLS estimates of the (∆85−93) in share of rural population and total population on the instrument
before the observed change in land consolidation. These variables measure urbanization levels and are consid-
ered proxy variables for the main outcomes of interest. Standard errors are clustered at the municipality level.
*** p < 0.01, ** p < 0.05, * p < 0.1.

Table 1B: Pre-Trends Test for Analysis on Log Hourly Wage

Share Rural Population (∆85−93) Total Population (∆85−93)

(1) (2) (1) (2)

Terrain’s Inclination (degrees) 0.00009 0.00001 -48.93*** -36.03***
(0.00025) (0.00024) (13.97) (10.41)

Department fixed effects ✓ ✓ ✓ ✓
Conflict-related covariates (∆85−93) ✓ ✓
Number of municipalities 576 576 576 576

Notes: OLS estimates of the (∆85−93) in share of rural population and total population on the instrument before
the observed change in land consolidation. These variables measure urbanization levels and are considered proxy
variables for the main outcomes of interest. Standard errors are clustered at the municipality level. *** p < 0.01,
** p < 0.05, * p < 0.1.
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Table 1C: Large-Farm Consolidation, Sectoral Employment & Unemployment Rate:
Different Set of Covariates

Share of Agricultural Emp. (∆05−93) Unemployment Rate (∆05−93)

(1) (2) (3) (1) (2) (3)

Share area large farms (∆05−93) -0.777*** -0.780*** -0.845*** 1.118*** 1.129*** 0.856***
(0.301) (0.293) (0.309) (0.309) (0.307) (0.246)

Standardized effect -0.100 -0.100 -0.109 0.144 0.145 0.110
Conflict-related events (∆05−93) ✓ ✓ ✓ ✓
Population in 1985 (logs) ✓ ✓

First Stage Results:
Kleibergen-Paap F-statistic 17.69 18.69 16.37 17.69 18.69 16.37

Weak-Instrument Robust Inference:
Anderson-Rubin P -value 0.004 0.002 0.001 0.000 0.000 0.000
A-R Confidence Set (95%) [-1.58, -0.35] [-1.57, -0.36] [-1.34, -0.11] [0.68,2.05] [0.69,2.05] [0.51,1.67]

N 590 590 576 590 590 576

Notes: 2sls estimates using different covariates in Equation 1.1. Results in (1) refer to main specification. All specifications include
province fixed effects and standard errors are clustered at the municipality level. The null hypothesis of the Anderson-Rubin test is that
the effect of consolidation on the respective outcome is zero. *** p < 0.01, ** p < 0.05, * p < 0.1.

Table 1D: Large-Farm Consolidation, Sectoral Employment & Unemployment Rate:
The Importance of Province Fixed Effects

Share of Agricultural Emp. (∆05−93) Unemployment Rate (∆05−93)

(1) (2) (3) (1) (2) (3)

Share area large farms (∆05−93) 1.198*** -0.591** -0.777** -0.650*** 1.034*** 1.118***
(0.169) (0.277) (0.301) (0.100) (0.315) (0.309)

Standardized effect 0.154 -0.076 -0.100 -0.084 0.133 0.144
Department fixed effects ✓ ✓
Province fixed effects ✓ ✓

First Stage Results:
Kleibergen-Paap F-statistic 87.61 17.65 17.69 87.61 17.65 17.69

Weak-Instrument Robust Inference:
Anderson-Rubin P -value 0.000 0.024 0.004 0.000 0.000 0.000

Notes: 2sls estimates using different sets of fixed effects in Equation 1.1. Results in (3) refer to main specification. The number
of municipalities in these estimations is 590. All the specifications include conflict-related covariates and standard errors are
clustered at the municipality level. The null hypothesis of the Anderson-Rubin test is that the effect of consolidation on the
respective outcome is zero. *** p < 0.01, ** p < 0.05, * p < 0.1.

27



Table 1E: Large-Farm Consolidation, Sectoral Employment, & Unemployment Rate:
Different Types of Standard Errors

Share of Agricultural Emp. Unemployment Rate

(1) (2) (3) (1) (2) (3)

Share of area in large farms -0.777*** -0.777** -0.777** 1.118*** 1.118*** 1.118***
(0.301) (0.347) (0.341) (0.309) (0.405) (0.423)

Standardized effect -0.100 -0.100 -0.100 0.144 0.1441 0.144

Standard errors:
Cluster municipality level ✓ ✓
Two-way cluster mun & depto-year ✓ ✓
Two-way cluster mun & prov-year ✓ ✓

First Stage Results:
Kleibergen-Paap F-statistic 17.69 12.19 9.06 17.69 12.19 9.06

Weak-Instrument Robust Inference:
Anderson-Rubin P -value 0.004 0.014 0.010 0.000 0.001 0.000
A-R Confidence Set (95%) [-1.58, -0.35] [-2.04, -0.28] [-2.24, -0.29] [0.68,2.05] [0.54,2.72] [0.65,3.46]

Notes: 2sls estimates using a fixed effects version of Equation 1.1. Results in (1) refers to main specification. The number of municipalities
in these estimations is 590. All the specifications include municipality fixed effects, province-year fixed effects and conflict-related covariates.
The null hypothesis of the Anderson-Rubin test is that the effect of consolidation on the respective outcome is zero. *** p < 0.01, ** p < 0.05,
* p < 0.1.

Table 1F: Large-Farm Consolidation and Unemployment Rate:
By Expected Strength of Local Multiplier Effects

Full Sample Expected Local Mult. Effects

Strong Weak

Share area large farms (∆05−93) 1.118*** 0.857* 1.041***
(0.309) (0.470) (0.320)

Standardized effect 0.144 0.110 0.134
Average unemployment rate in 1993 2.5% 1.9% 2.7%
Kleibergen-Paap F-statistic 17.69 7.84 14.52

Weak-Inst. Robust Inference:

Anderson-Rubin Conf. Set (95%) [0.678,
2.049]

[0.187,
3.015]

[0.584,
2.11]

N 590 133 457

Notes: 2sls estimates using Equation 1.1. Outcome is (∆05−93) unemployment rate.
The subsample with expected strong multiplier effects include economies between 1,200
and 1,800 m.a.s.l, which corresponds to towns with high suitability for coffee production.
All specifications include province fixed effects and conflict-related covariates. Standard
errors clustered at municipality level. *** p < 0.01, ** p < 0.05, * p < 0.1.
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1B Additional Figures

Figure 1A: Spatial Variation in Consolidation Shift

0.10 - 0.40
0.01 - 0.10
0.00 - 0.01
-0.02 - 0.00
-0.03 - -0.02
-0.05 - -0.03
-0.10 - -0.05
-0.20 - -0.10
-0.60 - -0.20
Not in sample

Notes: This map displays the change in the share of area in large farms
(in percentage points) for rural municipalities between 1993 and 2005. Own
calculations using cadastral data.

Figure 1B: Share of Agricultural Employment in Rural Areas,
by Quarter and Region

Notes: Own illustrations using data from the National Household Surveys.
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Chapter 2

Large-Farm Consolidation and

Welfare in Rural Economies

2.1 Introduction

The consolidation of agricultural land is accelerating in low and middle-income countries. In the past two

decades, more than four thousand large-scale deals have taken place.1 Close to 60% of these deals are

transactions of at least five thousand hectares, and the median size across all transactions is seven thousand

hectares. This growing interest in cropland has been primarily driven by the rise in the global demand for

food and agricultural commodities, and it is unlikely to slow, given the current trends in population growth

(Liao et al., 2020; Deininger et al., 2011). Thus, it is crucial to understand the implications of large-farm

consolidation on the development and welfare of the rural economies where it takes place.

Land allocation has long been considered an important determinant of agricultural productivity and

income (Chayanov, 1966; Sen, 1966; Berry and Cline, 1979). This relationship is driven by several coun-

tervailing forces that distort access to factor and output markets across producers with different farm sizes

(Putterman, 1983; Feder, 1985; Eswaran and Kotwal, 1986; Carter and Kalfayan, 1989; Chavas, 2001; Collier

and Dercon, 2014). On one hand, small producers have been found to be more labor efficient due to lower

costs of hiring and labor supervision. Meanwhile, large producers often benefit from pecuniary economies

and have better access to capital markets and modern value chains. Although these offsetting forces may

vary across settings, recent empirical evidence suggests that large-scale production can lead to productivity

gains. In particular, several studies in low and middle-income countries document that large producers are
1These numbers refer to completed transactions of at least five hundred hectares for agricultural activities. For more details

on this data, see the Land Matrix Project.
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often equally or more productive than farmers that operate at a small scale (Deininger et al., 2016; Helfand

and Taylor, 2021; Foster and Rosenzweig, 2022). This observation is especially salient in settings where

farmers can substitute labor for machinery, indicating that the cost advantages of small producers are likely

to be outweighed by economies of scale in modern agriculture.2

Despite these potential gains of scale on agricultural productivity, however, the aggregate effect of large-

farm consolidation on the welfare of rural populations is less clear. For one, limited access to credit markets

can prevent smallholders from being competitive in land markets. Moreover, many rural households in

developing countries are landless and derive most of their income from local labor markets. These labor

markets are driven by the linkages between the agricultural and rural nonagricultural sectors. Thus, whether

rural workers benefit from land consolidation in the short and medium-term will depend on local employment

gains.

In this paper, I develop a quantitative model to study the effects of large-farm consolidation on the

welfare of farmers and workers in rural economies. I focus on two main questions of interest. First, how

does consolidation affect aggregate welfare? Second, who benefits when this consolidation takes place?

Additionally, I examine how these welfare effects vary by type of consolidation. In particular, whether the

rise of large operations is driven by merging the existing smallest plots or the merging of middle-sized farms.

I study these questions in the context of rural Colombia, where land concentration has been historically

high, and 40% to 50% of agricultural land is consolidated in large farms. Two main features make this setting

particularly relevant to study these questions. First, a majority of rural households are landless (58%) and

derive most of their income from labor markets. Second, one of the provisions of the 2016 Peace Agreement

is to redistribute at least 2.6 million hectares to landless peasants and farmers with insufficient acreage

(Arteaga et al., 2017). This analysis is also relevant for other developing contexts where large-scale land

deals are taking place since many of the stylized patterns that I document for Colombia are likely general

to rural economies in low and middle-income countries.

I build a two-sector model of a rural economy featuring heterogeneity in the farm size distribution and

production in agricultural and nonagricultural activities. The novelty of the model lies in combining several

insights from the literature to shed light on the distributional impacts of consolidation across producers and

workers. First, large-scale production is less labor intensive and more productive due to the substitution of

labor for machinery. Furthermore, profit concentration influences the aggregate demand for rural workers

since the expenditure share in the non-tradables produced in the nonfarm sector varies with income (Ranis

and Stewart, 1993; Mellor, 2017). A key feature of this framework is that aggregate farm profits increase
2Of course, some crops can still be produced competitively at different scales depending on local factor endowments and

labor costs (Deininger et al., 2011). Specialty and certified coffee, for instance, are often more profitable when produced at a
small scale.
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with the scale of agrarian operation, while the income of rural workers depend on the employment effects of

land consolidation.

I show that these employment effects are determined by the interplay of two opposing responses in labor

demand across both economic sectors. In particular, consolidation reduces the aggregate demand for workers

if the pull response in the nonfarm sector is not large enough to offset the push of labor on the farms. In the

short term, this decline in the demand for labor leads to a reduction in the income of rural workers since the

low mobility across locations limits the adjustment of labor supply. Thus, the overall impact of consolidation

on aggregate welfare depends on whether the positive productivity effects offset the potential losses in terms

of employment.

I calibrate a baseline economy to farm-level and aggregate observations in Colombia. In particular, I

approximate the farm size distribution with a Pareto density and choose its shape parameters to match a

Gini index of 0.86, as estimated in previous studies (IGAC, 2012). To capture the decline in labor intensity

across farm sizes, I match the labor-to-land ratio between the largest and smallest farms. In addition, I

use data on household expenditures to identify the parameters of the non-homothetic preferences. The

calibrated model resembles the distribution of farms and area implied by the data from the agricultural

census. It also explains the direction of the farm size and input intensity relationship. This model, however,

currently underestimates the decline in labor intensity. Thus, while I show that it has a meaningful power

in explaining previous impacts of consolidation on rural employment, this quantitative framework should be

regarded as a work in progress.3

Equipped with this quantitative framework, I first conduct a counterfactual analysis to examine the im-

pact of large-farm consolidation on the structure of rural employment and wages. In particular, I assume

that the land distribution remains Pareto and increase the proportion of area in large farms by thirteen

percentage points. This counterfactual emulates one standard deviation of the observed change in consoli-

dation across rural counties over the nineties, and provides a helpful benchmark to assess the explanatory

power of the model. This analysis shows that consolidation leads to a four percentage points decrease in the

proportion of farmworkers and an 8% decline in the wage of rural economies, implying that the structural

transformation of rural economies - induced by the increase in large-farm operations - is accompanied by a

decrease in workers’ income.

These findings are in consonance with existing quasi-experimental evidence on the impacts of large-farm

consolidation on the structural transformation of rural Colombia during the 90s (Ortiz-Becerra, 2022). They

are qualitatively consistent with the estimated effects on workers’ income and explain 40% of the structural
3A future version of this draft will consider a variation of the model that can reproduce the quantitative relationship between

farm size and labor intensity.
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change induced by consolidation during this period.4 These results imply that my model has a relevant

quantitative power in explaining the medium-term impacts of consolidation despite abstracting from spatial

labor mobility, suggesting the existence of barriers to migration in rural economies beyond the short term.

Next, I examine the impact of land consolidation on the welfare of rural populations. A key finding from

this analysis is that consolidation reduces rural welfare despite increasing agricultural income. This expansion

of large-farm operations increases aggregate profits by 7% at the expense of a reduction in social welfare of

more than 50%. These welfare effects, however, vary substantially across workers and producers. On the one

hand, farmers benefit from increased agricultural productivity and experience an average welfare growth of

54%. In contrast, workers are adversely affected (14% decline in average welfare) by an overall decrease in

rural labor demand. These findings suggest that large-farm consolidation has heterogeneous impacts across

groups of individuals and that boosting aggregate output is insufficient to generate broad-based rural income

growth.

Finally, I conduct two (counterfactual) redistribution policies to examine whether the effects of large-farm

consolidation vary by the type of consolidation that takes place. The model suggests that the strength of

the push and pull responses in the farm and nonfarm sectors differ across the farm size distribution. The

first policy allocates multiple small plots into one large farm operated by a single producer, generating a

substantial rise in the share of landless in the economy. In contrast, the second policy creates a large farm by

combining land from several middle-sized plots. Although both policies lead to a decline in the proportion

of farmworkers, there are some important differences in the impact of these policies on aggregate outcomes.

In particular, merging smaller farms leads to a steeper decline in the wage of rural workers despite the more

substantial gains in agricultural income and productivity. This consolidation policy also exacerbates the fall

in aggregate social welfare relative to the scenario in which the land of middle-sized farms is combined (-34%

vs. -12%), suggesting that the impacts on welfare depend on the size of the farms that are merged in order to

form large-scale operations. These quantified effects, however, may underestimate the real difference in the

impacts of both types of consolidation on welfare, as the model abstracts from the potential cost advantages

of producing at a small scale.5

This paper contributes to the long-standing literature that examines the economic impacts of land alloca-

tion on economic development. This literature includes theoretical work that micro-founds the connections

between scale and aggregate productivity (Carter and Kalfayan, 1989; Eswaran and Kotwal, 1986; Ma et al.,

2021; Foster and Rosenzweig, 2022), and macroeconomic models that quantify the contribution of misal-
4See Ortiz-Becerra (2022) for more details on the medium-term effects of large-farm consolidation on rural labor markets

in Colombia during the 1990s.
5As shown in Foster and Rosenzweig (2022), this additional countervailing force could lead to a u-shaped relationship

between farm size and agricultural productivity, as opposed to a direct positive relation between productivity and scale.
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location to productivity gaps (Adamopoulos and Restuccia, 2014; Chen, 2017; Adamopoulos et al., 2019;

Adamopoulos and Restuccia, 2020; Santaeulàlia-Llopis, 2021).6 My work complements these studies by ex-

amining implications for local labor markets and adds to this literature by introducing a framework that

considers the links between the scale of production and labor demand in both the farm and nonfarm sectors.

This framework combines insights from the relationship between farm size and productivity with two insights

from the literature on the rural nonfarm economy: the importance of local consumption on employment in

the nonfarm sector (Foster, 2011; Haggblade et al., 2009, 2007; Foster and Rosenzweig, 2008; Lanjouw and

Lanjouw, 2001), and the connection between income concentration and labor demand (Mellor, 2017; Ranis

and Stewart, 1993). By embedding these insights into a general equilibrium model, I show that large-farm

consolidation has different impacts across farmers and workers, since it leads to a decline in the aggregate

demand for labor despite the productivity gains.

This paper also contributes to the growing empirical work that examines the effects of large-scale trans-

actions on the welfare of rural populations (Liao et al., 2020; Ali et al., 2019; Deininger and Xia, 2016).

Most of these studies focus on studying spillover effects on smallholders’ investments and income. My work

quantifies economy-wide impacts on employment, productivity, and income, as well as distributional effects

across farmers and workers. In addition, the framework developed in this paper can be easily calibrated

using data from standard sources to quantify the impacts of land consolidation in other settings.

A second line of work related to this paper is the literature on structural transformation (Herrendorf

et al., 2014). My findings show that land consolidation is another driver of the reallocation of labor across

sectors. These findings also indicate that the reallocation of labor out of the farm sector can occur along

with a decrease in income, which is the opposite relationship than we usually observe with the process

of structural transformation. These results are related to recent studies that examine the implications of

structural transformation across space (Bustos et al., 2020; Eckert and Peters, 2018; Nagy, 2016; Desmet

and Rossi-Hansberg, 2014; Michaels et al., 2012; Caselli and Coleman II, 2001).

This article proceeds as follows. The next section provides an overview of the data and context. In

section 2.3, I establish empirical patterns pertaining to farm size and employment in each sector. Section

2.4 describes the model, and section 2.5 presents the calibration of the baseline economy to Colombian data.

Finally, section 2.6 examines the quantitative effects of large-farm consolidation on rural employment and

income, and section 2.7 concludes.
6There is a wide strand of articles that complement this literature by examining the political economy effects of land

inequality on economic development. See, for instance, Faguet et al. (2020) for a recent analysis in the Colombian setting.
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2.2 Context and Data

2.2.1 Data

The primary data source for this analysis is the 2014 National Agricultural Census. I use this data to

document empirical patterns, calibrate several of the parameters in the model, and assess the model’s ability

to match non-targeted dimensions at the farm-level.

The National Agricultural Census is an instrument that collects information on agricultural production

and practices in the country. This census covers the scattered rural area from all the municipalities and

includes all the agricultural production units (UPAs) regardless of titling and tenure regime.7 From the 2.4

million agricultural units that are part of this census, 86% are held by private individuals and companies, and

14% are held by communities under collective rights. For each production unit, this instrument collects data

on location, size, land use, number of workers, machinery possession, credit access, and livestock inventory.

In addition, it collects information on production, final destination, and agricultural practices for each crop

produced. This survey also contains data on the number of households that occupy the UPA, the dwellings’

features, and the sociodemographic characteristics of the habitual residents.

In this analysis, I focus on the set of agricultural production units held by private individuals and

companies. These units have an average area size of 17.2 hectares and account for seventy-four percent of

the total farmland. The main variables that I use in this analysis are the number of workers, machinery

possession, type of produced crops, and area size. Section 2A in the appendix provides details on these

variables and the sample selection criteria.

In addition to this census, I also use the following five sources to document empirical patterns and

calculate the moments for the model’s calibration: National Household Surveys, the National Households’

Budget Survey,and data on agricultural production costs from the study conducted by Perfetti et al. (2012).

In this analysis, I focus on the data collected before 2020 to avoid deviations from regular patterns due to

the economic impacts of the COVID-19 pandemic. See Section 2A in the appendix for details about these

sources and the definition of variables.

2.2.2 Agriculture and Land

Agriculture is an important sector in Colombia’s economy. It accounts for 7% of the gross domestic product

and 19% of the value of exports. This sector also employs close to 22% of all workers in the country. In
7An UPA is defined as the set of plots under sole management that uses all or part of its area for agricultural purposes

(DANE, 2016). It can be composed of one or more rural properties as long as they share at least one of the following production
inputs: labor, machinery, equipment, or facilities.
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terms of area, the land in agricultural use amounts to 42.3 million hectares, an area that is similar to the

size of countries like Germany or Spain. From these, 80% are used to raise livestock and 20% to produce

crops.

Due to its location in the tropics and the prevalence of mountain ranges, the country counts on a diversity

of climates that are conducive to produce a wide variety of crops throughout the year. The main crops include

seasonals such as rice, corn and yucca as well as perennials such as coffee, plantains, and oil palm (see Table

2A in the appendix). In terms of livestock, the most prominent animals raised are poultry, cattle, and

porcine. Extensive cattle ranching is prevalent in the lowlands and inter-Andean valleys since terrains are

flatter and the carrying capacity of the land is high. Of all the farms, 99% are operated by a natural person,

and 1% are managed by firms. Most farmers sell their products in local and external markets, and only a

tiny minority (2%) use them exclusively for their own consumption.

Figure 2.1 presents the distribution of farms and area across ten different size ranges. Farms below fifty

hectares are considered small while farms with five hundred or more hectares are considered large.8 The main

patterns that emerge are the wide variation in the scale of agricultural production and the consolidation of

land in large farms. Smallholders account for 95% of farms and only 27% of total area. In contrast, large farms

only represent 0.4% of all production units and account for 40% of the land. Some of the determinants of this

consolidation include the uneven distribution during colonial rule, the disorderly frontier expansion process,

and the ineffective allocation of public lands throughout the twentieth century (Gáfaro et al., 2014). More

recently, large-farm consolidation has been driven by different market forces that render scale production

more profitable and the vast number of dispossessions that occurred during the upsurge of conflict in the

past decades.9

Finally, one important feature of the land context is the high prevalence of individuals with informal

property rights. Close to 48% of all private holders do not have a formal title to their land (Arteaga et al.,

2017). This informality in property rights has led to a limited role of rental markets that persists over

time. According to a report conducted by the National Department of Statistics, less than ten percent of

producers operate rented land and this proportion has only grown four percentage points in the last four

decades (DANE, 2015).
8This classification is based on a policy instrument that indicates the minimum plot size to generate income surplus given

the agro-ecological features of the land (Departamendo Nacional de Planeación, 2000). This minimum plot size is known as the
family farm unit and varies across subnational levels. The weighted average family unit across all municipalities is close to fifty
hectares. Previous studies have used a threshold of ten family units (500 hectares) to define a large farm (Faguet et al., 2020;
Machado and Suarez, 1999).

9See Ortiz-Becerra (2022), Fajardo (2014), and Balcázar (2003) for more details on land consolidation after the trade
liberalization. For further information on land grabbing and dispossession during the civil conflict, see Centro Nacional de
Memoria Historica (2012) and Centro Nacional de Memoria Historica (2013).
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Figure 2.1: Distribution of Farms and Area

Notes: This figure presents the distribution of farms and area across different size ranges
using data from the 2014 National Agricultural Census. See Section 2A for details on data
sources and definitions.

2.2.3 Rural Labor Markets

Rural labor markets play a key role in the country’s economy. They account for one-fifth of the total labor

force and employment and are the main source of income for the bulk of rural households without access

to land (60%). Relative to the cities, these economies are characterized by having a higher incidence of

self-employment and informality. Therefore, while unemployment is low (7%), the average labor income for

the majority of workers is below the minimum wage (Otero-Cortés, 2019).10

Overall, rural employment is driven by two main sectors of the economy. The first sector is characterized

by the intensive use of land to raise livestock and produce crops (i.e. agriculture), and the second one

is comprised of all activities that take place in other industries such as manufacturing and retail. Of the

5 million workers, sixty percent work in agriculture and forty percent work in non-farm activities. This

employment structure is fairly stable throughout the year since the two rainy seasons in most parts of the

country lead to a relatively steady demand for agricultural workers (see Figure 2A in the appendix).

One distinct feature of rural labor markets, relative to the urban sector, is that a large majority of the

workers in the nonfarm sector (70%) work in industries that produce nontradable services or goods with

high local value-added. For instance, 19% work in the provision of personal and social services, 8% work on
10Rural labor markets are more prominent in size when considering the new definition of rurality proposed by the 2014

Mission for the Transformation of the Countryside. In this case, the proportion of rural workers amounts to 33% of total
workers in the country. For a detailed characterization of rural labor markets using this new definition of rurality, see Tenjo
and Jaimes (2015).
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construction, and 22% work in retail.11 Conversely, transportation employs 9% of the workers, and tradable

industries such as food processing account for less than 10% of nonfarm jobs.12 This observation implies

that local consumption is a crucial driver of employment in the nonfarm sector, and thus, the aggregate

demand for rural workers depends on how much of the aggregate income is spent in the local economies.

Figure 2.2: Distribution of Nonfarm Employment

Notes: This figure presents the distribution of rural nonfarm employment by type of
industry using data from the national houseold surveys. See Section 2A for details
on data sources and definitions.

2.3 Empirical Patterns Relating Farm Size and Labor Demand

I establish three descriptive patterns that relate the scale of agricultural production with the aggregate de-

mand for workers in rural economies. The first pattern links this scale with the demand for workers in the

agricultural sector, and the other two connect farm size with the demand for nonfarm labor through local

consumption. These patterns provide insights into the main channels behind the impact of consolidation on

rural employment and motivate the structure of the model that I develop in Section 2.4.

Pattern 1: Agricultural labor intensity declines with farm size

The decline in labor-to-land ratio across farm sizes is one established observation in the development

economics literature (Sen, 1981; Carter, 1984; Deininger et al., 2016). This relationship has been explained
11Although many retail goods are imported from larger cities, they are almost exclusively consumed within the local

economies.
12This is perhaps not surprising given that processing plants are more intensive in capital than labor. More importantly,

many of the plants that process the main crops such as coffee and oil palm are located in larger cities.
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by multiple factors, including access to credit markets and the advantage of smallholders in labor costs

(Eswaran and Kotwal, 1986; Sial and Carter, 1996; Foster and Rosenzweig, 2022). Figure 2.3 illustrates

this decline in labor intensity using data from the universe of farms in Colombia. This relationship prevails

across the country’s main seasonal and perennial crops and is particularly salient for crops that are easier

to mechanize, such as sugar cane and rice (see Figure 2B in the appendix).13 Relatedly, data for Colombia

suggests that the possession of farm equipment increases sharply with farm size (see Panel B in Figure 2.3).

For instance, farmers with more than five hundred hectares are six times more likely to have equipment than

farmers with less than three hectares. Thus, to the extent that possession and usage are likely correlated,

these findings suggest that the average scale of agricultural production will affect the aggregate demand for

workers on the farms.

Pattern 2: Scale economies in non-labor input markets

Figure 2.3 (Panel C) presents information on the costs of farm equipment per hectare for four crops in

different regions of the country. In particular, it displays the ratio of the costs per hectare between farms

above and below the regional size threshold defining a small farm (i.e., family farm unit –UAF). These costs

are associated with the use of motorized equipment to conduct tasks across all production stages. Some of

the stages with a higher prevalence of mechanization are harvest and land preparation.14 The main pattern

that emerges from this figure is that large holders spend less money per hectare on farm equipment than

smallholders. For instance, large rice producers in the department of Tolima spend 65% of the costs paid

by producers with small producers farms. These differences in machinery costs suggest that large producers

face a lower rental price in these markets since it is likely that equipment intensity increases with plot size.15

One important case in point that illustrates these nonlinearities in pricing is tractor services. According to

interviews in the field, the rental price per hectare is U$30 for farms with less than one hundred hectares and

U$25 (or less) for larger farms.16 Further, pecuniary economies are also prevalent in other factor markets,

such as those for fertilizers and pesticides (DANE, 2022). These observations imply the existence of scale

economies in non-labor markets and suggest that aggregate income and consumption depend on the size

distribution of farms.

Pattern 3: Non-homothetic consumption growth

Regarding consumption, the expenditure shares in goods and services inside the rural economies have
13In addition to the use of motorized equipment to prepare the land, these crops can be harvested using machinery such as

the sugar cane cutter and the combine paddy harvester.
14See Perfetti et al. (2012) for details on the relative importance of inputs across the stages of production for these crops.
15Formally, let pj kj

hj
be the the total cost of equipment per hectare for a farm with size j, where j = small, large. If ks

hs
<

kl
hl

,

then psks
hs

> psks
hs

implies that ps
pl

>
klhs
kshl

> 1.
16These values were obtained from focus groups during fieldwork in 2019, and are calculated using an exchange rate of $4,000

Colombian pesos.
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Figure 2.3: Empirical Patterns Linking Farm Size and Labor Demand

A. Labor Intensity B. Possession of Farm Equipment

C. Machinery Costs per Hectare (Ratio) D. Expenditure Shares

Notes: Panels A (Panel B) displays the relationship between farm size and labor intensity (farm equipment posses-
sion) using data from the agricultural census. Panel C presents the ratio in machinery costs per hectare between
small and larger farms using data from the cost analysis conducted by Perfetti et al. (2012). Panel D displays the
expenditure shares in i) food and non-alcoholic beverages, and ii) restaurants and hotels by decile of income using
data from the national household budget survey. See Section 2A for details on the data and definitions.
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been shown to vary across income levels. For instance, using data from rural villages in Mexico, Taylor and

Dyer (2009) document a decline in the proportion of expenses on local goods (food + nonfarm) as income

per capita in the household increases. Households with an average income of U$356 spend 34% of their

budget outside the villages, while this share ascends to 43% for households with double that income. In

the absence of granular data on purchases made inside and outside the local economies in Colombia, Figure

2.3 documents a similar pattern of non-homothetic consumption using data on expenditures by industry

(see Panel D). On the one hand, the expenditure share in industries related to outside consumption, such as

restaurants and hotels, increases with the income decile. Conversely, in line with Engel’s law, the expenditure

on food displays a downward trend across the right tail of the income distribution. These two observations

suggest that the budget share allocated to local nonfarm goods varies across levels of income, and thus, to the

extent that large producers are more likely to be wealthier, the demand for labor in the rural nonfarm sector

will depend on how concentrated agricultural profits are.17 This variation in local consumption is potentially

exacerbated by the prevalence of absentee landlords in rural regions of the country, which are usually large

producers that live most of the year in the capital cities (Adams, 1966; Edel, 1971; Robineau et al., 2010;

Piniero, 2016). For instance, Robineau et al. (2010) find that 40% of the farmland in two municipalities of

the highlands belongs to absentee owners who hire a manager to take care of production.

2.4 Two-Sector Model of a Rural Economy

I develop a static model of a rural economy with two sectors. This model features a small-open economy where

farmers are heterogeneous in their landholdings, input demands vary with plot size, and local consumption

is a major determinant of aggregate labor demand. First, I present the economy’s endowments, the market

environment, and the technologies. Then, I define the competitive equilibrium and explain the intuition

behind the comparative statics. The last subsection discusses the role of land sales markets and examines

the type of transactions that would take place in the long run.

2.4.1 Environment

Consider a small open economy that produces an agricultural crop qa and a nonagricultural good qn. The

prices of these two goods are pa and pn, respectively, and the non-agricultural good is nontradable. In this

economy, individuals consume these two locally produced goods, in addition to a third good that is produced

and sold in the city qc. This city good is a higher-quality substitute for the non-agricultural good that is
17For instance, it is reasonable to think that wealthier producers are more likely to replace local goods with higher-quality

counterparts produced and sold in the cities (De Janvry and Sadoulet, 1993).
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produced locally.

This local economy is endowed with fixed supply of labor L and farmland H. All individuals are endowed

with one unit of labor that is supplied inelastically but have different endowments of land. In particular,

there are θL agents that have landholdings, and each one of them has a different endowment of hectares given

by the distribution f(h). The supply of capital in this rural economy K comes from the city and is perfectly

elastic at a fixed rate r. Once landholdings are realized, individuals make their choices in two stages. First,

they choose inputs to maximize profits, and then they finance consumption with their disposable income.

In this model, agents are competitive in output markets, and labor is perfectly mobile across sectors.

This latter assumption implies a unique equilibrium wage w and precludes selection as a potential channel

for the allocation of employment across sectors. Consistent with the patterns documented in Section 2.3,

there are pecuniary economies in the agricultural capital market. Namely, the effective rental price that

farmers pay per unit of capital Ri varies across agents and decreases with holding size, i.e, R′
i(hi) < 0. The

land market in this model also departs from its competitive benchmark. Notably, land cannot be rented

in or rented out. This assumption is consistent with the finding that rental markets in Colombia are thin

due to high informality and credit rationing (Gáfaro et al., 2014). Thus, this static model is intended to

explain how exogenous shifts in the farm size distribution affect rural employment rather than how this new

distribution emerges.18

Technologies:

Agriculture: the agricultural good is produced using land h, labor ℓa, and capital ka. The technology

features constant returns to scale and is given by

qa = hγ [ηℓρ
a + (1 − η)kρ

a]
1−γ

ρ

where γ is the output elasticity of land and η ∈ (0, 1) captures the relative importance of labor to capital

in production. The parameter ρ < 1 determines the elasticity of substitution between labor and capital, i.e.

σ = 1
1−ρ . As ρ −→ 1, labor and capital become highly substitutable.

Nonagriculture: the nonagricultural good is produced by a stand-in firm. The technology uses labor and

capital and features constant returns to scale:

Qn = Lα
nK

1−α
n

18See Section 2.4.4 for a discussion on the role of sale markets in the consolidation of land in the long run. For a two-sector
static model that endogenizes the farm size distribution, see Adamopoulos and Restuccia (2014) and Chen (2017).
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The nonfarm good is nontradable and thereby production depends on local demand. This characterization

precludes the production of value-added products to focus attention on the role of local consumption as a

driver of employment in this sector (see Section 2.3).19 In contrast to agricultural production, there are

no pecuniary economies in the production of the nonfarm good. Thus, the effective price of capital for the

stand-in firm equals the exogenous rate determined in the city, r, and π∗
n = 0.

Preferences:

I consider an economy where agents consume three types of goods. Two of them are the agricultural {ca}

and nonagricultural {cn} goods produced in the rural economy. The third one is a good that is produced

and sold in the city {cc}, which is a higher-quality substitute for the locally produced (and traded) nonfarm

good. Agents choose consumption to maximize

max
ca,cn,cc

u(ca, cn, cc) = ωalog(ca − c̄a) + ωnlog(cn) + ωclog(cc + c̄c)

s.t. paca + pncn + pccc ≤ Y

(2.4.1)

where ωj is the relative weight for good j, c̄a > 0 is a subsistence constraint of food consumption, and

c̄c > 0 determines the level of utility when consumption of the city good is zero. The motivation behind

these non-homothetic preferences is to account for the observation that changes in income lead to changes

in expenditure shares (see the fourth pattern documented in Section 2.3). If c̄a > 0, the income elasticity of

the agricultural good is less than one. If c̄c > 0, the income elasticity of the city good is greater than one.20

The Agent’s Problem:

The problem for each agent can be solved in a recursive way. First, she maximizes income. Then, she chooses

consumption demands subject to that income. The disposable income of a landless agent is given by the

value of their labor endowment Y = w. The disposable income of a farmer is given by the sum of the value

of their labor and the agricultural profits, Y = w + π∗
a.

Given the market environment, agricultural profits are given by:

max
ℓa,ka

πa = paqa − wℓa −Ri(h)ka (2.4.2)

19According to the National Household Survey, manufacturing of food, beverages, tobacco, and leather products only con-
tributed with 8% of rural nonfarm employment in 2017. This represents a two percentage point increase since 2006.

20Note that these preferences are defined as long as Y ≥ pac̄a
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To gain insight, I posit that the effective rental price for each farmer i is

Ri(h) = r
(

1 + 1
hν

i

)

where r is the benchmark price that is exogenously determined in the city and 0 < ν < 1.21

2.4.2 Equilibrium

I focus on the competitive equilibrium of the model. Given the market environment, two prices are endoge-

nously determined. These prices are the equilibrium wage w and the price of the nontradable good pn. The

price of the agricultural crop pa is set in the international market, and the prices of the city good pc and

capital r are determined in their respective markets in the city.

Market of nonfarm good: the problem for the stand-in firm that produces the non-farm good implies

that aggregate production is perfectly elastic. This indicates that total production is pinned down by the

aggregate consumption of the good,

Qn = Cn = (1 − θ)Lc0
n(w) + θL

[∫ h−1(Ỹ )
c1

n(h)dF (h) +
∫

h−1(Ỹ )
c2

n(h)dF (h)
]

(2.4.3)

where c0
n(w) is the consumption function of landless agents, and c2

n(h) (c1
n(h)) is the consumption for agents

who do (do not) purchase the city good.22 Since π∗
n = 0, in equilibrium, p∗

n equals the marginal cost

MC(w, r).

Labor market: the clearing condition that defines the equilibrium wage in this economy is given by the

equality of total labor supply and total labor demand,

L̄ = Ln + La = Ln + θL

∫
ℓa(h)dF (h) (2.4.4)

The aggregate labor demand equals the sum of the demand for workers in the non-farm sector Ln and the

total workers required by the farmers La. Since the supply of the nonfarm good is perfectly elastic, Ln is

pinned down by local consumption Cn.

21This functional form implies that R′
i(hi) < 0 and R′′

i (hi) > 0.
22Ỹ is the income threshold at which agents start consuming the city good.
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Definition 2.4.1. The equilibrium in this economy is given by input demands {La, Ln,Ka,Kn}, consumption

demands {Ca, Cn, Cc}, and prices {w, r, pa, pn, pc} such that:

1. Input demands in agriculture satisfy the agent’s optimization in Equation 2.4.2.

2. Consumption demands are consistent with the agent’s optimization in Equation 2.4.1.

3. Total production of the nonfarm good is given by Equation 2.4.3, and p∗
n = MC(w, r).

4. Labor market clears following the equality in Equation 2.4.4.

5. Total farmland equals the sum of endowments across landed agents: H = θL
∫
hidF (h).

The exogenous price p∗
a is set internationally and p∗

c and r∗ are set in the city.

2.4.3 Characterization and Discussion

Partial Equilibrium Relationships

In what follows, I provide three propositions that summarize the main partial equilibrium relationships of

the model. These relationships provide insights into the key ingredients of this framework and are consistent

with the empirical patterns presented in Section 2.3. The proofs of these propositions are provided in Section

2C.2.

Proposition 1. If ν > 0 and 1
σ < γ, labor per hectare decreases with holding size.

This proposition indicates that if the elasticity of substitution between labor and capital is high, large

producers will substitute labor for capital and become less labor intensive than smaller producers. This

substitution is driven by the nonlinearities in the pricing of capital for farmers. If Ri = r for all producers,

input intensity would not vary across farm size.

Proposition 2. If 0 < ν < 1, yields and profit per hectare increase with holding size.

Proposition 3. There exists an income threshold Ỹ at which agents start consuming the city good:

Ỹ = pac̄a + pcc̄c(1 − ωc)
ωc

Further, if pac̄a < pcc̄c , there is a hump-shaped relationship between the expenditure share of the local

nonfarm good and income.23

23In contrast to dynamic models of structural transformation, this static model does not aim to be consistent with a
balanced growth path. Therefore, this potential hump-shaped relationship between expenditure share and income is given
by the possibility that pac̄a − pcc̄c ̸= 0. Balance growth, on the other hand, requires that pac̄a − pcc̄c = 0. In this case,
the expenditure share of cn would remain constant as income increases while the expenditure share of ca (cn) would decline
(increase). See Herrendorf et al. (2014) for more details on the dynamic models that are consistent with balanced growth path.

46



This proposition indicates that there are two potential consumption regimes in the economy.24 First,

given subsistence level c̄a > 0 and c̄c > 0, individuals with low income levels (i.e. Y ≤ Ỹ ) set c∗
c = 0 and

spend their money on food and the locally traded nonfarm good.25 In this regime, the subsistence constraint

ceases to bind as income increases, and individuals start substituting expenditure on food with expenditure

on nonfarm goods. Thus, an increase in income leads to an increase in the budget share allocated to the

locally produced good, i.e., cn.

At higher levels of income, Y > Ỹ , individuals can afford to purchase the good produced and sold in the

city (c∗
c > 0). In this regime, non-homothetic preferences imply that individuals increase their budget share

spent on this good as income augments. If pac̄a < pcc̄c, this budget share increases at a higher rate than

the rate at which the share in food expenditures decreases. As a result, when income increases, individuals

finance their consumption of the city good by reducing the expenditure share in both food and the nonfarm

good.

Mechanisms

In this subsection, I describe the main mechanisms behind the effect of an exogenous increase in large-scale

concentration on sectoral employment and the equilibrium wage. To illustrate the intuition, consider Panel

A of Figure 2.4, which features the rural labor market. In this figure, the x-axis represents the total supply

of workers in the economy, and the red line represents the demand for farm and non-farm labor. The blue

line depicts the demand for non-farm labor, which has its origin in the bottom right corner of the figure.

Effect on the equilibrium wage: an increase in large-scale consolidation will have two main effects on

the equilibrium wage. First, an increase in the average plot size in the economy will result in a decrease

of labor intensity, and thereby a reduction in farm labor demand (i.e. labor intensity effect).26 Second,

consolidation will affect the demand for nonfarm labor since the expenditure in local consumption, Cn, varies

with the changes in agricultural profits. In contrast to the labor intensity effect, this shift in the demand

for nonfarm labor is ambiguous as it depends on two offsetting effects. On one hand, a larger average plot

size increases agricultural profits and thereby the income to spend in the local economy (i.e. profit effect).

On the other, the concentration of profits will decrease the income share allocated to local consumption,

as wealthier farmers are more likely to replace local consumption with goods that are only sold in the city
24If Ỹ <= w, there is only one regime as everyone can afford to buy the city good.
25This corner solution in the consumption of city goods is relevant for rural areas of developing countries due to the vast

heterogeneity in individual income.
26In theory, the direction of the labor intensity effect depends on the elasticity of substitution between labor and capital

(see Proposition 1). However, in this illustration, I focus on the case where labor intensity decreases with plot size since this is
consistent with the empirical patterns documented for the main crops in Colombia in Section 2.3.
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Figure 2.4: Overall Effect on Equilibrium Wage: An Illustration

Panel A. Rural Labor Market

Panel B: Negative Pull Effect Panel C: Positive Pull Effect

Notes: Own illustration.
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(i.e. budget share effect). Given these offsetting effects, the shift in the demand for nonfarm labor as a

consequence of large-scale consolidation will depend on whether the positive profit effect is larger than the

negative budget share effect. If the positive effect is larger, the demand for nonfarm labor will increase

(i.e. positive pull response). Conversely, if the budget share effect is larger, there will be a decrease in the

nonfarm labor demand (i.e. negative pull response).

To illustrate how these three effects impact the equilibrium wage, refer to Figure 2.4 . If there is a

negative pull response in the nonfarm sector, the demand for nonfarm labor will decrease and there will be

an unambiguous reduction in the equilibrium wage (Panel B). In contrast, if there is a positive pull response,

the net effect on the wage will be ambiguous and will depend on whether the increase in the demand for

nonfarm labor is large enough to offset the labor intensity effect (Panel C).

Effect on the share of agricultural workers: similar to the analysis on the comparative statics for

the wage, the effect of an increase in concentration on the share of agricultural workers will depend on the

sign and magnitude of the shift in the demand for nonfarm labor. A positive pull response will result in a

decrease in the share of farm workers, as the gap in sectoral wages will promote the reallocation of labor

from the farm to the nonfarm sector until a new equilibrium emerges. Meanwhile, a negative pull response

will result on an ambiguous overall effect since the type of reallocation will depend on the relative strength

of the inward shifts in both curves.

Two important insights emerge from this analysis. First, land consolidation affects the demand for both

farm and non-farm labor. Second, the sign of the overall effect on the equilibrium wage is ambiguous. This

overall effect depends on the interaction of three main competing effects. The labor intensity effect, the

profit effect, and the budget share effect.

The last subsection discusses the role of land sales markets and examines the type of transactions that

would take place in the long run.

2.4.4 Does Land Get Consolidated Via Sales Markets In The Long Run?

In this model, the distribution of land only changes due to exogenous policies since land cannot be rented in

our out. However, in the long run, the distribution of farm size can change through the operation of the sales

market. In this section, I analyze the role of these markets following the approach in Carter and Salgado

(1998) and Carter and Zegarra (1994). In particular, I compare the competitiveness of landholders using a

land valuation exercise. The question at hand is: what type of transactions would take place if competitive

sales markets are considered?
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Given the model in Section 2.4.1, an agent’s willingness to rent land is given by her shadow rental price:

µi = γh
(γ−1)
i [η(ℓ∗

i )ρ + (1 − η)(k∗
i )ρ]

(1−γ)
ρ

where hi is the size endowment and ℓ∗
i and k∗

i are the optimal demands for labor and capital, respectively.27

Thus, we can obtain a measure of land valuation for each agent i as the capitalized stream of the income

increments given by this shadow rental price:

∆i =
T∑

t=1

µit

[1 + r]t

where r is the interest rate and T is the time horizon over which the household expect to receive benefits

from that land. This measure represents the net present production value of land for each agent. Notably, if

a household wants to buy (sell) one unit of land, ∆i is the maximum (minimum) price that agent i is willing

to pay (accept) for that unit without losing money. The higher this value, the more competitive an agent is

in the sales market as land will flow to those agents with a higher willingness to pay.

Proposition 4. If µit = µi and γ < 1, the net present production value of land increases with plot size

sign
(∂∆i

∂h

)
= sign

(∂µi

∂h

)
> 0

The proposition above implies that large producers place a higher value on land. In particular, given

advantages in capital markets, they are more productive and thereby more willing to pay a higher price

than small producers for one unit of land. This difference in the valuation of land makes large holders more

competitive in sales markets. Thus, since the land will flow from smaller to larger producers, these results

suggest that the model would predict a consolidation in large farms if sales markets are considered.

This net present value approach to land valuation is useful and informative about the core income factors

that shape the willingness to pay for land. Yet, in comparison to a dynamic general equilibrium model, it

abstracts away from risk and intertemporal consumption choices that may also affect the willingness to pay

for land (Carter and Kalfayan, 1989; Carter and Salgado, 1998; Carter and Zegarra, 1994). While these

two factors may have opposing effects on the competitiveness of smallholders, previous research shows that

their consideration may reduce their land valuation even further (Carter and Zimmerman, 2000). Thus, the

results obtained with a dynamic model will probably enforce the long-run tendency to consolidate land in

large farms.
27Note that if rental markets were thick and considered in the modeled, an agent’s willingness to pay to rent land would be

equal to the market rental price.
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2.5 Model Calibration

2.5.1 Parameters and Targets

I calibrate the model to data on Colombia’s rural economy. The parameters to calibrate are: technological

parameters (A, γ, ρ, η, ν, α), preference parameters (ωa, ωn, c̄a, pcc̄c), distributional parameters (θ, τ), exoge-

nous prices (pa, r), and endowments (L,H). The calibration strategy follows two steps. First, I calibrate

some parameters externally based on values taken from the literature. Some of them are assigned directly,

and others are chosen to match analytical properties of the farm size distribution that are independent of

the model’s equilibrium outcomes. The second step consists of using the structure of the model to jointly

calibrate the remaining parameter values by matching targeted moments from the model to those in the data.

Parameters calibrated externally: Table 2.1 summarizes the parameters that are calibrated based on

values from the literature. I normalize productivity and the output price in agriculture (A, pa) to 1 and set

γ = 0.40 based on the land shares estimated by Avila and Evenson (2010).28 Similarly, I set the labor share

in nonfarm production to α = 0.59 based on the estimates for services in Hamann et al. (2019). The relative

weights of consumption goods in preferences are chosen following the structural transformation literature.

On one hand, I set ωa equal to the long-run share of rural employment in agriculture.29 On the other, I set

ωn based on the estimates of the weight of services in preferences obtained by Herrendorf et al. (2013).30

The motivation for using estimates from the service sector to calibrate ωn is that the local nonagricultural

good in the model is non-tradable.

In regards to land, I set the proportion of individuals with land to θ = 0.42 based on the estimates of

Gáfaro et al. (2014). Further, since the distribution of farm sizes resembles a Pareto distribution, I assume

that F (h) = 1 −
(

hm

h

)τ

, where τ refers to the shape parameter and hm corresponds to the minimum farm

size.31 To create the grid of farm sizes, I use a discrete approximation of the Pareto distribution following

the approach in (Henderson and Isaac, 2017). I set τ = 1.08 and hm = 1.29 to match a Gini of 0.86 and

an average farm size of 17.2 hectares.32 Additionally, given the total number of farmland hectares (H = 31
28This value is obtained as the area-weighted average of the land share in crop production (0.23) and livestock raising (0.44)

in Colombia. The value of land share for crops is in line with that of Peru (Sotelo, 2020), which has a similar crop portfolio.
29This share is obtained using data from the 1990 US population census since it is the latest source that reports these statistics

for rural areas. This value (7%) is larger than the national long-run share of agricultural workers used in the literature, which
oscillates between 1% and 5% (Chen, 2017; Adamopoulos and Restuccia, 2014; Herrendorf et al., 2013).

30The results of Herrendorf et al. (2013) imply that services account for 83% of the importance of the nonagricultural goods
in preferences. Thus, since ωa = 0.07 , I calculate ωn as 0.83 × (1 − 0.07) = 0.77.

31The Pareto distribution is a standard way to model land heterogeneity in the development literature. See, for instance,
Bazzi (2017), Carter and Kalfayan (1989), and Eswaran and Kotwal (1986).

32This average farm size value is calculated using data from the agricultural census and is similar to the one estimated by
Hamann et al. (2019).
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million), I set the rural workforce L to match a farm-to-labor ratio of 7.22. This ratio is obtained from a

property of the Pareto distribution, H
L = θ τhm

(τ−1) , and yields a workforce value that is close to recent estimates

from national household surveys (Otero-Cortés, 2019).

Finally, I use data on the real interest rate to determine the value of the benchmark price of capital.

Specifically, I set r = 7% based on the average rate over the last decade.

Table 2.1: Parameters Calibrated Externally

Description Paramater Value
Productivity in agriculture A 1.000
Price agricultural good pa 1.000
Land share of income in agriculture γ 0.398
Labor share of income in nonfarm sector α 0.590
Weight agricultural consumption ωa 0.072
Weight local nonfarm consumption ωn 0.770
Share of landed agents θ 0.416
Pareto distribution (shape) τ 1.081
Pareto distribution (scale) hm 1.294
Aggregate farmland H 31,046
Aggregate labor L 4,300

Notes: This table presents the parameter values taken from the
literature or obtained from properties of the Pareto distribution.
Aggregate land refers to thousands of hectares, and aggregate labor
corresponds to thousands of rural workers.

Parameters calibrated using the structure of the model: Equipped with the distribution of farm

sizes and the parameters in Table 1, I jointly choose the value of the remaining five parameters (η, ρ, ν, c̄a, c̄c)

to match five moments in the data.33 These moments are the labor cost share in agricultural production, the

ratio of labor per hectare between smallest and largest farm, the average ratio of capital’s price between large

and small farms, the expenditure share in agricultural goods, and the expenditure share in nonagricultural

tradables.

Although these five parameters affect all moments simultaneously, some moments are more informative

of certain parameters. On the one hand, farm costs and input intensity are more important to identify the

parameters pertaining agricultural production since the latter determine input choices. For instance, the

target on labor intensity ratio across farm sizes is informative of the elasticity of substitution between labor

and capital since the higher the ratio the higher ρ is. Additionally, the target on the capital’s price ratio

across farm sizes is informative of ν since in the model the capital’s price ratio between any two farm sizes
33This calibration is conducted using the simulated method of moments procedure, which obtains parameter vector b by

minimizing the distance between the model simulated moments m(b) and the corresponding set of actual moments in the data.
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i and j is:34

Ri

Rj
=

(
1 + 1

tν
i

)
(

1 + 1
tν

j

)
On the other hand, expenditures in food and tradables are more important to identify preference parameters

since c̄a and c̄c affect consumption levels. A key feature of the model is that expenditure in consumption is

proportional to the quantity consumed as all consumers face the same price. Thus, in the absence of price

data on nonfarm city goods (pc), I use the following transformation of the preferences and jointly identify

pcc̄c:35

u(c) = ωalog(ca − c̄a) + ωnlog(cn) + ωclog(pccc + pcc̄c) − log(pc)

The value of the targeted moments are either taken from the literature or calculated using surveys that

are representative from the rural context in Colombia. The labor intensity ratio is calculated using data

from the 2014 National Agricultural Census, and the labor cost share is obtained from the estimates in Avila

and Evenson (2010) by averaging the values across crop and livestock farming. In regards to expenditures,

I obtain measures on the share of final expenses using aggregate data on monthly household spending from

the Households’ Budget Survey. The share in agricultural goods refers to the expenditures in food and

non-alcoholic drinks, while the share in nonfarm tradables refers to expenditures in home furniture, clothing,

footwear, alcoholic drinks, and restaurants and hotels.36 Finally, the capital price ratio is calculated as the

average price for tractor services between farms above and below one hundred hectares (U$25 and U$30

per hectare, respectively). These values were obtained from focus groups conducted during fieldwork in the

second semester of 2019 since there are no official surveys that collect this data in the country.37

Table 2.2 presents the value of the parameters obtained with the calibration as well as the value of the

target moments in the model and the data. The target moments in the data are matched closely by the

corresponding moments in the model. The results suggest that η = 0.89, which is close to the value calculated

by Foster and Rosenzweig (2022) in their analysis of productivity and farm scale in India. In addition, the

findings imply a high substitution of labor and capital in farm production (ρ = 0.99), which is consistent

with the empirical pattern of decreasing labor intensity across farm sizes. Given the distribution of farm
34In practice, one alternative moment that is informative of the decay in capital pricing ν is the capital cost ratio between

large and small farms. As discussed in Section 2.3, this ratio has an average value of 0.86 suggesting that there are pecuniary
economies in capital markets. In the model, however, the calibrated elasticity of substitution between labor and capital is high
and capital per hectare increases with farm size. Thus, since large farmers use much more capital than small producers, it is
not feasible to match the target value by design.

35See Section 2C.3 in the appendix for more details on this transformation of the preferences.
36Note that these measures are obtained using the final consumption framework, which is more appropriate when the

dominant force in the model is the income effect (and not the price effect) Herrendorf et al. (2013).
37The values are calculated using an exchange rate of $4, 000 colombian pesos. The study on production costs by Perfetti

et al. (2012) discussed in Section 2.3 does not collect price data.
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sizes, the value ν = 0.07 in the model suggests that the effective capital price paid by the largest farm is

two-thirds of the price paid by the smallest farm. The level of subsistence consumption c̄a that matches

expenditure shares in agricultural goods is 0.72, implying that the income elasticity of the agricultural good

is smaller than one.38 On the other hand, since pcc̄c = 0.00003 > 0, the income elasticity of the city nonfarm

good is greater than one.

This set of calibrated parameters yields a proportion of rural agricultural workers that is lower than

the observed one in the data, however. Specifically, the proportion in the model is 0.30 while the data

suggests is 0.47 (Tenjo and Jaimes, 2015).39 To reconcile the proportion in the model with that in the

data, I introduce a barrier to labor mobility between the agricultural and nonagricultural sectors in rural

economies. In particular, I assume that the standing firm that produces the nonfarm good needs to pay

extra benefits for its employees (e.g. contributions to health and retirement).40 These benefits are a portion

0 < ψ ≤ 1 of the wage, so the firm’s unitary cost of labor is w(1 +ψ). I assume they are paid to the national

government, and thus they are not spent in the local economy. This barrier is chosen to match a proportion

of agricultural workers of 0.47 and remains unchanged in the quantitative analyses in Section 2.6.

Table 2.2: Parameters Calibrated Using The Structure of The Model

Paramater Value Moment Target Model
η 0.885 Labor cost share 0.36 0.34
ρ 0.989 Labor-to-land ratio (smallest/largest farm) 240 238
ν 0.071 Capital price ratio (large/small farms) 0.83 0.83
c̄a 0.716 Expenditure share in agriculture 0.31 0.30
pcc̄c 3e-05 Expenditure share in nonagricultural tradables 0.13 0.12
ψ 0.989 Share of agricultural labor 0.47 0.41

Notes: This table presents the parameter values that are obtained with the simulated
method of moments procedure. The last two columns report the value of the target moment
in the data and the corresponding value in the calibrated model.

2.5.2 Model Performance and Discussion

The calibrated model does a good job matching untargeted features of the land distribution in Colombia.

Although the calibration only targets the overall Gini index assuming a Pareto density, the model generates

a distribution of farm size that resemble the observed one in the data (see panel A in Figure 2.5). For

instance, it reproduces the observations that close to seventy percent of farms are smaller than four hectares.
38This value of c̄a is higher than the one obtained in Hamann et al. (2019), which is consistent with the higher consumption

of agricultural goods in rural areas.
39This proportion is obtained using the new classification of rural towns, which represents a more precise approximation to

the rurality of the country. The figures provided in Section 2.2.3 use the standard rural definition since the microdata of the
household surveys with the new classification are not publicly available.

40This assumption is inline with the observation that the nonagricultural sector has a higher prevalence of formal jobs. For
other studies that introduce a barrier to labor mobility across sectors to reconcile moments in the model and the data see Chen
(2017) and Adamopoulos and Restuccia (2014).
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Similarly, the calibrated distribution of area resembles the shape of the observed one (see panel B in Figure

2.5), indicating that farms over one hundred hectares account for more than sixty percent of farmland. The

Pareto density, however, tends to overestimate the area in farms that belong to the last size category. As

a result, large-farm consolidation – defined as the share of area in farms above 500 hectares– is somewhat

higher in the model relative to the data (61% vs. 40%).41

Figure 2.5: Untargeted Variables by Farm Size

Panel A. Farm size distribution Panel B. Land distribution

Panel C. Labor-to-land ratio (relative to largest size range)

Notes: These figures present the value of untargeted variables in the model with their respective counterpart
in the data. The values in the data are calculated using the 2014 National Agricultural Census. See Section
2A for more details on the census and definitions.

Regarding input use, the model is qualitatively consistent with the negative relationship between labor

intensity and farm size in the data. However, in contrast to the distribution of land, it does not successfully

match the labor intensity ratios across untargeted size categories. As shown in panel C in Figure 2.5, the

model fails to capture the sharp decrease in labor intensity for farms over four hectares and overestimates

the labor-to-land ratio for farmers across most size categories. These discrepancies are explained by the high

elasticity of substitution between labor and capital in the model since ρ = 0.99 implies that both inputs

are close to being perfect substitutes in farm production. Note that ρ affects the aggregate demand for

agricultural workers besides the labor intensity ratio between the largest and smallest size categories. Thus,
41This is perhaps not surprising given that the Pareto density Type I is characterized by having a long tail. In a future

version of this work, I will calibrate the model to match the measure of large-farm consolidation instead of the overall Gini
index to assess the robustness of the results in Section 2.6.
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since this ratio is substantially high at 240 hours per hectare, the model requires that most farmers belong

to the most labor-intensive regimes in order to attain the target proportion of farmworkers. A possible

interpretation of this finding is that ρ is also capturing other factors that drive the substitution of capital

and labor in production, such as access to credit markets. Thus, for a future version of this draft, I will

adjust the model to consider the role of credit constraints on input choices (Carter, 1984) and use data on

credit access from the agricultural census to calibrate it.

2.6 Policy Analysis

I now use the calibrated model to examine how large-farm consolidation affects the structure of rural em-

ployment and workers’ income. In addition, I study how these effects differ by type of consolidation. I

examine two counterfactual policies that attain the same level of large-farm consolidation by merging land

from different parts of the distribution. One consolidates exclusively small farms into large farms, while the

other one only consolidates land from middle-size farms.

For each policy, I quantify impacts on structural change and workers’ income. In addition, I quantify

effects on aggregate social welfare using the following Benthamite welfare function:42

W = N0U(c) +N1

∫
U(c)dF (h)

where N0 = (1 − θ)L corresponds to the individuals without access to land and N1 = θL corresponds to

landed individuals.

One important caveat of these analyses is that the current calibrated model underestimates labor intensity

decreases relative to those observed in the data. As discussed in Section 2.5.2, this is because of the mismatch

in labor-to-land ratios across the middle section of the farm size distribution. This mismatch implies that

the calibrated model underestimates the decrease in farm labor demand when land consolidation increases.

Thus, while these counterfactual exercises are informative about the potential effects of consolidation policies,

the results are still preliminary and should be regarded with caution.

2.6.1 Large-Farm Consolidation and Rural Labor Markets

To quantify the effects of large-farm consolidation, I conduct an experiment that increases the share of area

in farms over 500 hectares while holding the economy’s endowments and parameters constant. Assuming

that the ex-post distribution remains Pareto, I reduce the proportion of landed individuals as to increase
42This function has been previously used to study welfare effects in the literature. See, for instance, the analysis in Eswaran

and Kotwal (1986).

56



large-farm consolidation by thirteen percentage points. This increase corresponds to one standard deviation

of the change in consolidation observed in the country during the 1990s and constitutes a useful reference

to compare the results of the current analysis with the reduced-form estimates from that setting.43 Figure

2.6 presents the farm size and area distributions before and after the policy. This policy change increases

average farm size by eleven hectares and reduces the proportion of landed individuals by sixteen percentage

points (see Panel A in Table 2.3).

Figure 2.6: Farm Size Distribution Before and After Large-Farm Consolidation

Panel A. Farm Size Distribution Panel B. Land Distribution

Notes: These figures present the distribution of farms and land before and after the experiment described in Section
2.6.1. Panel A presents the number of farms across size ranges and Panel B presents the total area in each size
range.

The results of this policy experiment indicate that large-farm consolidation has a meaningful impact on

the structure of rural employment (see Panels B and C in Table 2.3). The increase in the share of area in

large farms led to a four percentage points decline in the proportion of farmworkers. This finding is driven by

a decrease in the demand for agricultural labor when the average farm size in the economy increases since the

labor to land ratio declined by 10%. In line with the economies of scale in the model, consolidation increases

aggregate agricultural profits and the demand for non-tradable services in the economy. As a result, the

demand for nonfarm workers at baseline prices increased by 2%.44 However, since the positive pull effect in

demand for nonfarm workers was smaller than the push effect in the farm sector, land consolidation led to a

decline in the aggregate demand for rural labor and a reduction in the equilibrium wage of 8%. These results

imply that the structural transformation of rural economies was accompanied by a decline in the income

of rural workers, which is unexpected given the positive correlation between income and labor reallocation

documented in the structural change literature (Herrendorf et al., 2014).

When I focus on the impacts of consolidation on welfare, I find that consolidation led to a slight increase
43See Ortiz-Becerra (2022) for more details on the large-farm consolidation that occurred in several regions during the 1990s

and its impacts on the income of workers and the structure of rural employment.
44This value is obtained by evaluating the demand for nonfarm workers in the ex-post economy at the prices of the baseline

economy.

57



Table 2.3: Impacts of Large-Farm Consolidation

Panel A: Land Distribution
Description Baseline Ex-Post Change
Share of landed (%) 42.0 25.9 -16.0pp
Gini (index) 0.86 0.91 0.05
Average farm size (hectares) 17.2 27.8 10.6
Share of area in large farms (%) 61.0 74.0 13.0pp

Panel B: Labor Markets
Description Baseline Ex-Post Change
Share of farm workers (%) 41.5 37.3 -4.2pp
Equilibrium wage ($) 1.2 1.1 -7.7%
Push vs Pull Effects:

# farm workers at baseline prices 1,784 1,170 -34.5%
# nonfarm workers at baseline prices 2,516 2,559 1.7%

Panel C: Additional Outcomes
Description Baseline Ex-Post Change
Aggregate farm labor to land ratio 0.06 0.05 -10.0%
Aggregate farm profits ($) 4,149 4,435 6.9%
Production of nontradables (units) 9,182 9,514 3.6%
Consumption (units):

Aggregate consumption 14,393 14,700 2.1%
Average among landed 4.5 7.2 43.8%
Average among landless 2.2 2.1 -2.7%

Income ($):
Aggregate income 9,265 9,154 -1.2%
Average among landed 3.5 5.1 45.4%
Average among landless 1.2 1.1 -7.7%

Notes: This table presents the results of the policy experiment described in Section
2.6.1. The second column presents the outcomes of the baseline economy and the
third one the economy after consolidation. The change in average farm size refers to
number of hectares and the change in Gini refers to the index’s units.
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in aggregate consumption due to the rise in agricultural productivity and the decline in the price of non-

tradables. Yet, a key finding that emerges from this analysis is that these welfare effects vary widely in

magnitude and direction across population groups. Landed individuals had a large increase in average income

(45%) and consumption (44%), while landless individuals experienced a small decrease in consumption due

to the decline in the equilibrium wage. These heterogeneous effects imply that the large majority of rural

inhabitants (74%) are worse off after land consolidation, while only a small proportion benefit greatly from

it. As a result, aggregate social welfare falls in 53%.

Overall, these findings are qualitatively similar to the quasi-experimental results obtained in Ortiz-Becerra

(2022). In that companion paper, I estimate that regions with an increase in large-farm consolidation during

the 1990s experienced a ten percentage point decline in the proportion of farmworkers, a fourteen percentage

point increase in unemployment, and a general reduction in workers’ income of between one and fifty percent.

The quantitative model developed in this study explains 42% of the estimated reduction in farm workers

despite that the calibration did not target any of these quasi-experimental results. In regards to income, the

model explains 15% of the decline in the worst-case estimated scenario and overstates the effects of the most

conservative estimates. This potential overestimation is not surprising when we consider that the reduced-

form estimates correspond to findings over the span of twelve years while the model is designed to quantify

short-term effects in a benchmark economy with no labor mobility across space. Taken together, these results

suggest that the model helps explain an important component of the impacts of land consolidation on rural

labor markets. Nonetheless, future work is needed to examine the role of migration in the middle and long

term.

2.6.2 Does The Type of Consolidation Matter?

I conduct two counterfactual experiments to examine whether the effects of large-farm consolidation vary

by the size of the consolidated farms. These experiments are consistent with an exogenous land policy

that targets a specific set of farm sizes instead of a market-driven process that affects the whole farm size

distribution. In the first experiment, I increase the area in farms with more than five hundred hectares

by merging land from the smallest farms into one single large plot. In the second experiment, I increase

large-farm consolidation by merging land from middle-size farms into one single large plot.45 In contrast

to Section 2.6.1, I examine an increase in large-farm consolidation of eight percentage points to focus on

combining plots that are not too close in size to the large farms.46 Figures 2C and 2D in the appendix
45Holdings between 50 and 500 hundred hectares are defined as middle-sized farms. See Section 2.2.2 for more details on

these definitions.
46An increase in large-farm consolidation of thirteen percentage points in the second experiment implies the merging of farms

that are too close to the five hundred hectares threshold that defines large farms.
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present the change in the distribution of sizes and area after each policy.47

The first policy has substantial effects on the distribution of land (see Panel A in Table 2.4). It reduces

the proportion of landed individuals from 42% to 19% and increases the average farm size by 22 hectares.

These significant changes are driven by the fact that many small farms need to be consolidated to achieve a

high increase in the proportion of area in large farms. In contrast, the consolidation of middle-sized farms

(second policy) has a relatively small effect in these moments of land distribution. The proportion of landed

individuals decreases by less than one percentage point, and the average farm size in the economy only

increases by 0.23 hectares. This second policy also has a milder impact on overall inequality as measured by

the Gini index. Merging middle-sized farms increases the coefficient by 0.01, while combining the smallest

farms increases it by 0.02.

Table 2.4 presents the effects of both counterfactual policies relative to the baseline economy. In line

with the results in Section 2.6.1, these findings indicate that both consolidation experiments lead to the

reallocation of workers out of the agricultural sector and a decline in their income (see Panel B). Interestingly,

the magnitudes of these effects are relatively similar across policies. For instance, the wage declines by -2.60%

when merging small farms and -2.47% after combining middle-sized farms. These results are unexpected

given the stark difference in average farm size across policies and urge the need for further exploration. One

possible reason behind this finding might be the limited ability of the calibrated model to reproduce the

variation in the labor-to-land ratio across size ranges.48 In particular, since the model underestimates the

changes in labor intensity across the lower tail of the distribution, it is likely that the decline in farm labor

demand after merging small farms is undervalued.

With this caveat, the general pattern that emerges from this analysis is that merging smaller farms leads

to a slightly larger increase in agricultural productivity and production of non-tradables relative to combining

middle-sized farms. This result can be explained by the substantial rise in the average farm size (i.e., scale

economies) and the faster increase in the expenditure on local services by farmers with lower income. Policy

1, however, is also characterized by a sharper decline in the demand for labor on the farms. Thus, despite the

greater gains in productivity, the consolidation of smaller farms leads to a steeper decline in the aggregate

demand for rural workers and their wages.

As for welfare, both experiments suggest that the effects on income and consumption are positive for

agricultural producers and negative for individuals without access to land. Yet, given differences in the

proportion of landed individuals across policies, the average welfare gains for farm producers vary substan-

tially between them. For example, Policy 1 yields an average consumption increase of 75%, whereas the rise
47Note that by definition, land distribution is no longer Pareto after consolidation.
48See Section 2.5.2 for a discussion on this limitation.
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Table 2.4: Impacts of Large-Farm Consolidation by Merge Type

Panel A: Land Distribution

Description Base
line

Merging Small
Farms

Merging
Middle-Sized Farms

Ex-Post Change Ex-Post Change
(1) (2) (3) (4) (5)

Share of landed (%) 42.0 18.5 -23.5pp 41.4 -0.6pp
Gini (index) 0.86 0.88 0.02 0.87 0.01
Average farm size (hectares) 17.2 39.1 21.9 17.4 0.23
Share area in large farms (%) 61.0 69.0 8.0pp 69.0 8.0pp

Panel B: Labor Markets

Description Base
line

Merging Small
Farms

Merging
Middle-Sized Farms

Ex-Post Change Ex-Post Change
(1) (2) (3) (4) (5)

Share of farm workers (%) 41.48 40.31 -1.17pp 40.38 -1.10pp
Equilibrium wage ($) 1.19 1.16 -2.60% 1.16 -2.47%
Push vs Pull effects:

# of farm workers at baseline prices 1,784 1,459 -18.21% 1,475 –17.33%
# of nonfarm workers at baseline prices 2,516 2,522 0.24% 2,522 0.22%

Panel C: Additional Outcomes

Description Base
line

Merging Small
Farms

Merging
Middle-Sized Farms

Ex-Post Change Ex-Post Change
(1) (2) (3) (4) (5)

Aggregate farm labor to land ratio 0.057 0.056 -2.81% 0.056 -2.66%
Aggregate farm profits ($) 4,149 4,221 1.73% 4,217 1.64%
Production of nontradables (units) 9,182 9,264 0.90% 9,260 0.85%
Price of nontradables ($) 0.78 0.76 -1.54% 0.77 -1.47%
Consumption (units):

Aggregate consumption 14,393 14,461 0.47% 14,457 0.45%
Average among landed 4.97 8.72 75.36% 5.07 2.02%
Average among landless 2.17 2.15 -0.91% 2.15 -0.87%

Income ($):
Aggregate income 9,265 9,203 -0.66% 9,206 -0.63%
Average among landed 3.49 6.47 85.67% 3.53 1.14%
Average among landless 1.19 1.16 -2.60% 1.16 -2.47%

Notes: This table presents the results of the policy experiments described in Section 2.6.2. Column (1) reports
the outcomes in the baseline economy. Columns (2) and (3) report the outcomes after the consolidation of small
farms (policy experiment 1), and columns (4) and (5) report the outcomes after the consolidation of middle-sized
farms (policy experiment 2). The change in average farm size refers to number of hectares and the change in Gini
refers to the index’s units.
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after Policy 2 is less than 3%. This stark difference in consumption effects across policies has important

implications on welfare. Merging the smallest farms decreases aggregate social welfare by 34%, which is

almost third times the effect of combining middle-sized farms instead (12%).

2.7 Conclusion

I develop a tractable framework to quantify the effects of large-farm consolidation on the welfare of rural

populations. This analysis is particularly relevant in the Colombian setting given the current levels of farm-

land consolidation and the purpose of the upcoming land reform. Considering the role of i) the non-tradable

nonfarm sector and ii) non-homothetic consumption growth enables me to shed light on the distributional

effects across workers and producers. This tractable framework also allows me to examine whether these

welfare effects vary by type of consolidation.

My findings show that land consolidation affects farmers and workers differently. Farmers benefit from

increases in agricultural productivity, while workers are adversely affected by an overall decrease in rural

labor demand. Overall, social aggregate welfare declines since large-farm consolidation results in a substantial

increase of rural landless. The magnitude of this decline in welfare, however, depends on whether the rise of

large operations is driven by merging the smallest farms or combining middle-sized plots.

While this paper is a step toward understanding the welfare effect of large-farm consolidation, it opens

several questions for future research. My quantitative framework constitutes a short-term benchmark that

abstracts from several factors that are critical when examining land allocation and local labor markets. For

instance, spatial labor mobility is an essential margin of adjustment in the medium and long-term (Dix-

Carneiro and Kovak, 2019). Moreover, land sales, coupled with imperfections in land markets, can revert

the impacts of land policies (Carter and Zegarra, 1994; Carter and Salgado, 1998). Finally, it is crucial

to complement this quantitative analysis with (quasi) experimental evidence on the welfare effects of land

policies. Such an analysis would allow for the validation of the model and aid in testing the importance of

its mechanisms.
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2A Data Sources and Variables

National Agricultural Census: this census, conducted in 2013, collects information on agricultural pro-

duction and practices in the country. This census covers the scattered rural area from all the municipalities

and includes all the agricultural production units (UPAs) regardless of titling and tenure regime.7 From the

2.4 million agricultural units that are part of this census, 86% are held by private individuals and companies,

and 14% are held by communities under collective rights. For each production unit, this instrument collects

data on location, size, land use, number of workers, machinery possession, credit access, and livestock in-

ventory. In addition, it collects information on production, final destination, and agricultural practices for

each crop produced. This survey also contains data on the number of households that occupy the UPA, the

dwellings’ features, and the sociodemographic characteristics of the habitual residents.

I focus on the set of agricultural production units held by private individuals and companies, where the

concept of land consolidation is relevant. Thus, I exclude those production units located in indigenous and

afro-Colombian communities, which have collective rights to their land. Besides, I exclude the farms that

are located in protected areas according to the Agricultural Rural Planning Unit (UPRA), since agriculture

is not meant to be the main land vocation in these locations. Finally, following Hamann et al. (2019), I

also exclude those production units below 100 square meters and the farms above the average size in three

standard deviations or more. My sample accounts for seventy-four percent of the total farmland and has an

average area size of 17.2 hectares.

The following are the definitions of the main variables I use in this analysis:

Size of agricultural production unit: area of all the plots of the production unit, in hectares.

Number of agricultural workers: number of permanent workers in the production unit doing agricultural

activates over the last thirty days plus (including main producer and family members) plus number of

additional “labor days” paid over the same time period. To make these two measures comparable, I follow

Hamann et al. (2019) and assume that a permanent worker corresponds to six “labor days” in a week and

24 “labor days” in a month.

Machinery possession: whether there is at least one machinery in the farm for the development of

agricultural activities or not.

Main crop: to identify the main crop in the agricultural unit , I focus on the crop that is produced in

the largest plot. If the largest plot produces more than one crop, however, I focus on the crop that has had

the largest production in the last couple of years.49

49The census collects information on production for the years 2012 and 2013. Focusing on production over a span of two
years allows me to avoid comparability issues due to the seasonality of crops.
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National Household Surveys: I use the National Household Survey of 2016 to obtain information on

the allocation of employment across economic sectors. This survey collects quarterly data on employment

and socio-demographic characteristics for a representative sample of the population. This information is also

representative at the level of rural and urban areas.

To classify employment by sector, I use information on the industry in which individuals worked in the

last two weeks. I define agricultural employment as those activities that make an intensive use of land for

two main purposes: i) the production of food crops and raw materials such as cotton and tobacco, and ii) the

raising of livestock. This category excludes those activities related to the processing and elaboration of food

and beverages, and the transformation of raw materials since they are not characterized by an intensive used

of land. Conversely, I define non-farm employment as all other activities that do not belong to agriculture,

which implies that this sector is composed of several industries.

National Households’ Budget Survey: I use aggregate data from the National Households’ Budget

Survey of 2017 to obtain information on the final expenditure share of rural households across sectors. I use

this data to calculate the expenditure shares in agricultural goods and nonfarm tradables. On one hand,

the share in agricultural goods refers to the expenditures in food and non-alcoholic drinks. On the other,

the share in nonfarm tradables refers to expenditures in home furniture, clothing, footwear, alcoholic drinks,

and restaurants and hotels.

Study on the costs of agricultural production conducted by Perfetti et al. (2012): This study,

conducted in 2012, collects data on the structure of production costs for twelve agricultural products in

Colombia (rice, maize, potatoes, flowers, oil palm, cocoa, coffee, bananas, sugar cane, milk, livestock and

chicken). This information was collected using close to 1,600 surveys to producers, input sellers, and technical

assistants in agricultural production. For most crops, these data are representative of the agricultural setting

in regions with the largest participation in production.

From these twelve crops, four have information on the structure of production costs by farm size cate-

gories: oil palm, potatoes, maize, and rice. Farms with a size below to one family farm unit are considered

small, while farms with one family farm unit or more are considered large.50 In this analysis, I use data from

these four crops to calculate the ratio of farm equipment cost per hectare between small and large farms.

These costs are associated with the use of motorized equipment to conduct tasks across all stages of produc-

tion. According to details from this study, some of the stages with a higher prevalence of mechanization are

harvest and land preparation.
50The family farm unit is a policy instrument representing the minimum plot size needed to generate an income surplus

given the agro-ecological conditions of the plot’s location. See Ortiz-Becerra (2022) for more details.
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2B Context and Patterns: Additional Figures and Tables

Table 2A: Top Twenty Crops by Sown Area

Crop Type Total Area (%) Total Farms (%)
Coffee Perennial 10.63 45.07
Plantain Perennial 9.07 28.58
Rice Seasonal 7.21 4.15
Yellow corn Seasonal 6.86 10.95
African Palm Perennial 6.02 1.93
Yucca Seasonal 5.35 15.18
White Corn Seasonal 4.22 7.99
Sugar Cane (panela) Perennial 3.38 15.72
Potatoes Seasonal 3.34 3.62
Sugar Cane (refined sugar) Perennial 3.06 1.28
Cocoa (grain) Perennial 2.13 8.73
Pineapple Perennial 1.47 2.46
Banana Perennial 1.47 4.49
Kidney Bean Seasonal 1.24 4.88
Avocado Perennial 1.05 4.10
Arracacha Seasonal 0.90 2.80
Ñame Seasonal 0.84 2.21
Orange Perennial 0.66 2.49
Banana for exports Perennial 0.64 0.20
Cotton Seasonal 0.60 0.68

Notes: This table presents the participation of the top twenty main crops in the
sown area and the number of farms that produce them. These 20 crops account
for 70% of planted area in the country. Since a farmer can plant more than one
crop, the shares in the third column do not necessarily add up to one.

Figure 2A: Rural Farm Employment by Quarter and Region

Notes: This figure presents the proportion of agricultural workers in rural
areas by quarter and region using data from the national household surveys.
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Figure 2B: Labor Intensity and Farm Size By Type of Crop

Coffee Oil Palm

Plantain Rice

Cane Yucca

Notes: Own illustrations using data from the 2014 National Agricultural
Census.
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2C Model Derivations and Proofs

2C.1 Optimal Input and Consumption Demands

Agricultural production: Since this economy has no active markets for land, only individuals with a

positive endowment of hectares produce the agricultural crop. These individuals face a vector of prices

[pa, pn, pc, w, r] and choose labor and capital to maximize their profits:

max
ℓa,ka

πa = pah
γ
a[ηℓρ

a + (1 − η)kρ
a]

(1−γ)
ρ − wℓa −R(ha)ka

where R(ha) = r(1 + 1
hν

a
) is the effective price of capital that depends on the benchmark rate r.

The solution to this maximization is characterized by the following first order conditions:

(1) : γh
(γ−1)
a [ηℓρ

a + (1 − η)kρ
a]

(1−γ)
ρ = µ

(2) : (1 − γ)hγ
a[ηℓρ + (1 − η)kρ

a]
(1−γ−ρ)

ρ ηℓρ−1
a = w

(3) : (1 − γ)hγ
a[ηℓρ

a + (1 − η)kρ]
(1−γ−rho)

ρ (1 − η)kρ−1
a = r(1 + 1

hν
a

)

(4) : µh = 0

where µ is the shadow price of land. Thus, since the value of the marginal productivity of land is positive

for any finite farm size, µ > 0, and the optimal input demands are:

h∗ = he

ℓ∗
a = he

[
(1 − γ)ηpa

w

] 1
γ
[

(1 − η)
(

(1 − η)
η

w

R(he)

) ρ
(1−ρ)

+ η

] (1−γ−ρ)
γρ

k∗
a = he

[
(1 − γ)(1 − η)pa

R(he)

] 1
γ
[
η

(
η

(1 − η)
R(he)
w

) ρ
(1−ρ)

+ (1 − η)
] (1−γ−ρ)

γρ

where he is the land endowment of individual i.

Local nonfarm production: The nonfarm good is produced by a stand-in firm using a CRS technology

with labor and capital

max
Ln,Kn

πn = pnL
α
nK

1−α
n − wLn − rKn

Thus, profits equal zero and the conditional input demands are given by:

L∗
n = Qn

(
α

(1 − α)
r

w

)(1−α)

K∗
n = Qn

(
(1 − α)
α

w

r

)α
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Consumption: All individuals in this economy maximize utility conditional on total net income Y :

max
ca,cn,cc

u(ca, cn, cc) = ωalog(ca − c̄a) + ωnlog(cn) + ωclog(cc + c̄c)

s.t. paca + pncn + pccc ≤ Y

ca, cn > 0 ; c̄a, c̄c > 0; cc ≥ 0

The solution to this maximization is characterized by the following first order conditions:

(1) : ωa

ca−c̄a
− λpa = 0

(2) : ωn

cn
− λpn = 0

(3) : ωc

cc+c̄c
− λpc + µc = 0

(4) : µccc = 0

(5) : Y − paca − pncn − pccc = 0

where λ is the multiplier of the budget constraint and µc is the shadow price of the city good.

These preferences admit two potential consumption regimes. If µ∗
c > 0 (i.e., corner solution), individuals

do not consume the city good and the optimal consumption demands are:

c∗
a = Y ωa + pac̄aωn

pa(ωa + ωn)

c∗
n = ωn

pn

(
Y − pac̄a

ωa + ωn

)

c∗
c = 0

If µ∗
c = 0 (i.e., interior solution), on the other hand, individuals consume the city good and the consump-

tion demands are given by:

c∗
a = c̄a + ωa

pa
(Y − pac̄a + pcc̄c)

c∗
n = ωn

pn
(Y − pac̄a + pcc̄c)

c∗
c = ωc

pc
(Y − pac̄a + pcc̄c) − c̄c

Note that these preferences are determined for all individuals as long as Y > pac̄a. Total net income Y

is heterogeneous across individuals and depends on production and endowments. For farmers, total income

equals the sum of agricultural profits and value of labor endowment (Y = π∗
a +wℓe). For landless individuals,

on the other hand, Y = wℓe.
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2C.2 Proofs

Proposition 1

Consider the labor-to-land relationship:

ℓ∗

h∗ =
[ (1 − γ)η

(1−γ)
ρ

[
1 +

(
1−η

η

) 1
(1−ρ)

(
w
R

) ρ
(1−ρ)

] 1−γ−ρ
ρ

w

] 1
γ

where R = r(1 + 1
hν ). Let Ω1 =

(
ℓ∗

h∗

)γ

> 0 and Ω2 =
[
1 +

(
1−η

η

) 1
(1−ρ)

(
w
R

) ρ
(1−ρ)

]
> 0.

The change in labor intensity when the plot size increases in one hectares is given by:

1
γ

Ω
1−γ

γ

1 Ω
1−γ−2ρ

ρ

2
ρ

1 − ρ

( whν

r(tν + 1)

) (2ρ−1)
(1−ρ) rνwh(ν−1)

(rhν + r)2

Thus, since ν > 0, this derivative is negative if and only if (1 − γ) < ρ.

Proposition 2:

I first show that there exists an income threshold Ỹ at which individuals start purchasing the city good.

Consider the optimal consumption demand for city goods in the case of interior solution:

c∗
c = ωc(Y + pcc̄c − pac̄a)

pc
− c̄c

Thus, for consumption to be positive, it must be that the income of the individual is at least as large as

the following threshold,

Y > pcc̄c

(1 − ωc

ωc

)
+ pac̄a︸ ︷︷ ︸

Ỹ

This threshold Ỹ is always positive since 0 < ωc < 1. Individuals with an income equal or below this

threshold set c∗
c = 0 and have an utility of consumption determined by the non-homothetic parameter c̄c. If

total labor endowment is greater than this threshold (i.e., wℓe > Ỹ ), there is only one consumption regime

and everyone in the economy consumes the city good.

Now, to illustrate the hump-shaped relationship between expenditure share in local nonfarm consumption

and income, let wℓe ≤ Ỹ such that both consumption regimes exist. The expenditure share when individuals

do not consume the city good is ωn(Y −pac̄a)
Y (ωa+ωn) , and ωn(Y −pac̄a+pcc̄c)

Y when individuals consume the city good.
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Taking the derivatives of these shares with respect to income, we obtain ωnpac̄a

Y 2(ωa+ωn) and ωn

Y 2 (pac̄a − pcc̄c)

in the first and second regime, respectively. Thus, if pac̄a < pcc̄c, the expenditure share in the second

regime declines with income, leading to the hump-shaped relationship between income and the budget share

allocated to local nonfarm consumption.

2C.3 Identification of pcc̄c

The consumption of city goods is determined by two main parameters of interest: pc and c̄c. However, since

I do not observe information on prices in the data, I cannot construct a relevant moment to calibrate pc.

This section presents a useful transformation that allows me to jointly identify pcc̄c without affecting the

demands for ca and cn.

Consider the non-homothetic preferences:

u(c) = ωalog(ca − c̄a) + ωnlog(cn) + ωf log(cc + c̄c)

Since prices are the same for all agents, expenditure in consumption is proportional to quantity con-

sumed. This property implies that I can rewrite the utility component of the city good (cc) as a function of

expenditure, and thus, multiplying and dividing by pc inside the logarithmic function I get:

u(c) = ωalog(ca − c̄a) + ωnlog(cn) + log

(
pfcf + pcc̄c

pf

)

u(c) = ωalog(ca − c̄a) + ωnlog(cn) + log(pccc + pcc̄c) − log(pc)

Based on these preferences, the solution to the consumer problem yields optimal demands for food and

nontradables (c∗
a, c

∗
n) and optimal expenditure for the city good (pcc

∗
c). This transformation allows me to

jointly identify pcc̄c using one moment for both parameters. Since log(pc) is the same for everyone (i.e.,

constant), the optimal demands for ca and cn do not change.
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2D Policy Analysis: Additional Figures and Tables

Figure 2C: Farm Size Distribution Before and After Merging Smallest Farms

Panel A. Farm size Distribution Panel B. Land Distribution

Notes: These figures present the distribution of farms and land before and after the experiment that merges the
smallest farms described in Section 2.6.2. Panel A presents the number of farms across size ranges and Panel B
presents the total area in each size range.

Figure 2D: Farm Size Distribution Before and After Merging Middle-Sized Farms

Panel A. Farm Size Distribution Panel B. Land Distribution

Notes: These figures present the distribution of farms and land before and after the experiment that merges middle-
sized farms farms described in Section 2.6.2. Panel A presents the number of farms across size ranges and Panel B
presents the total area in each size range.
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Chapter 3

Testing Attrition Bias in Field

Experiments
Dalia Ghanem, Sarojini Hirshleifer, and Karen Ortiz-Becerra

3.1 Introduction

Randomized control trials (RCTs) are an increasingly important tool of applied economics since, when

properly designed and implemented, they can produce internally valid estimates of causal impact.1 Non-

response on outcome measures at endline, however, is an unavoidable threat to the internal validity of

many carefully implemented trials. Long-distance migration can make it prohibitively expensive to follow

members of an evaluation sample. Conflict, intimidation or natural disasters sometimes make it unsafe

to collect complete response data. In high-income countries, survey response rates are often low and may

be declining.2 The recent, increased focus on the long-term impacts of interventions has also made non-

response especially relevant. Thus, researchers often face the question: How much of a threat is attrition to

the internal validity of a given study?

In this paper, we approach attrition in field experiments with baseline data as an identification problem

in a nonseparable panel model. We focus on two identification questions generated by attrition in this

setting. First, does the difference in mean outcomes between treatment and control respondents identify

the average treatment effect for the respondent subpopulation (ATE-R)? Second, is this estimand equal
1Since in the economics literature the term “field experiment” generally refers to a randomized controlled trial, we use the

two terms interchangeably in this paper. We do not consider “artefactual” field experiments, also known as “lab experiments
in the field,” since attrition is often not relevant to such experiments.

2See, for example, Meyer et al. (2015) and Barrett et al. (2014).
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to the average treatment effect for the study population (ATE)?3 To answer these questions, we examine

the testable implications of the relevant identifying assumptions and propose procedures to test them. Our

results provide insights that are relevant to current empirical practice.

We first conduct a systematic review of 96 recent field experiments with baseline outcome data in order

to document attrition rates and understand how authors test for attrition bias. Attrition and attrition

tests are both common in published field experiments. Although we find wide variation in the choice and

implementation of attrition tests in the literature, we are able to identify two main types: (i) a differential

attrition rate test that determines if attrition rates are different across treatment and control groups, and (ii)

a selective attrition test that attempts to determine if the mean of baseline observable characteristics differs

across the treatment and control groups conditional on response status. While authors report a differential

attrition rate test for 79% of field experiments, they report a selective attrition test only 60% of the time. In

addition, for a substantial minority of field experiments (36%), authors conduct a determinants of attrition

test for differences in the distributions of respondents and attritors.

Next, we present a formal treatment of attrition in field experiments with baseline outcome data. Specif-

ically, we establish the identifying assumptions in the presence of attrition for two cases that are likely to be

of interest to the researcher. For the first case, in which the researcher’s objective is internal validity for the

respondent subpopulation (IV-R), the identifying assumption is random assignment conditional on response

status (IV-R assumption). This implies that the difference in the mean outcome across the treatment and

control respondents identifies the ATE-R, a local average treatment effect for the respondents.4 In the sec-

ond case, where internal validity for the study population (IV-P) is of interest, the identifying assumption is

that the unobservables that affect response and outcome are independent in addition to the initial random

assignment of the treatment (IV-P assumption). If this identifying assumption holds, the ATE for the study

population is identified. This second case is especially relevant in settings where the study population is

representative of a larger population.

We then derive testable restrictions for each of the above identifying assumptions. If treatment effects for

the respondents are the researchers’ object of interest, they can implement a test of the IV-R assumption.

The null hypothesis of the IV-R test consists of two equality restrictions on the baseline outcome distribution;

specifically, for treatment and control respondents as well as treatment and control attritors. Alternatively, if

the researchers are interested in treatment effects for the study population, they can test the restriction of the

IV-P assumption. The hypothesis of the IV-P test is the equality of the baseline outcome distribution across

all four treatment/response subgroups. We show that these testable restrictions are sharp, meaning that they
3We refer to the population selected for the evaluation as the study population.
4For brevity, we use a “difference in means” to refer to a “difference in population means”. To distinguish it from its sample

analogue, we refer to the latter as a “difference in sample means”.
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are the strongest implications that we can test given the available data.5 We also propose randomization

procedures to test the sharp distributional restrictions implied by each identifying assumption as well as

regression-based procedures to test their mean counterparts.

In a motivating example, we apply our proposed attrition tests to the randomized evaluation of the

Progresa program in which the study population is representative of a broader population of interest. We

focus on two main outcomes, school enrollment and adult employment. The IV-R test does not reject for

either of these outcomes, which is promising for the identification of the treatment effects for the respondent

subpopulation. Interestingly, the IV-P test rejects for school enrollment, but it does not reject for adult

employment. Thus, for school enrollment only, we reject the internal validity of its treatment effects for

the study population. This application illustrates that attrition can have differential implications for the

interpretation of treatment effects for different outcomes, even those collected in the same survey. An

important takeaway from our analysis is that researchers should consider an outcome-specific approach to

testing for attrition bias.

Given their relevance to current empirical practice, we also provide a formal treatment of the differential

attrition rate test and the use of covariates. In order to understand the role of differential attrition rates

for internal validity, we apply the framework of partial compliance from the local average treatment effect

(LATE) literature to potential response.6 We demonstrate that even though equal attrition rates are sufficient

for IV-R under additional assumptions, they are not a necessary condition for internal validity in general. We

illustrate using an analytical example and simulations that it is possible to have differences in attrition rates

across treatment and control groups while internal validity holds not only for the respondent subpopulation

but also the study population. Next, we examine the use of covariates in testing the IV-R or IV-P assumption,

which is useful for settings where data on the outcome is not available at baseline. We note two types of

covariates that may be included: (i) determinants of the outcome, and (ii) “proxy” variables which are

determined by the same variables as the outcome in question. We caution that using covariates that do not

fulfill either of these criteria can lead to a false rejection of the IV-R or IV-P assumption.

Finally, we illustrate the empirical relevance of our results by applying our tests to five published field

experiments with high attrition rates.7 A particularly notable result is that, for two-thirds of the outcomes,

we neither reject the IV-R nor the IV-P assumption, which ensures the identification of treatment effects

for the study population. This is promising for field experiments where the study population is of interest.
5Sharp testable restrictions are the restrictions for which there are the smallest possible set of cases such that the testable

restriction holds even though the identifying assumption does not. The concept of sharpness of testable restrictions was
previously developed and applied in Kitagawa (2015), Hsu et al. (2019), and Mourifié and Wan (2017).

6See the foundational work in the LATE literature (Imbens and Angrist, 1994; Angrist et al., 1996).
7We choose the five published field experiments from our review that have the highest attrition rates subject to data

availability.
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For the remaining outcomes, however, our tests reject the IV-P but not the IV-R assumption. In other

words, for those outcomes, the researcher would reject the internal validity of the corresponding treatment

effect for the study population, but would not reject the assumption that ensures the internal validity of

the treatment effect for the respondent subpopulation. When we consider the authors’ attrition tests, we

find heterogeneity in the choice of tests as well as their implementation, consistent with the findings from

our review. Furthermore, our empirical results support the limitations of the differential attrition rate test

highlighted by the theoretical analysis. For about one-quarter of the outcomes, our test results are consistent

with the conditions under which this test would not control size as a test of internal validity.

This paper has several implications for current empirical practice. First, our theoretical and empirical

results imply that the most widely used test in the literature, the differential attrition rate test, may overreject

internal validity in practice. The second most widely used test, the selective attrition test, is implemented

using a variety of approaches. Most such tests constitute IV-R tests, although those typically use respondents

only. Our theoretical results indicate, however, that the implication of the relevant identifying assumption is

a joint test that uses all of the available information in the baseline data, and thus includes both respondents

and attritors. In addition, while the majority of testing procedures pertain to IV-R and not IV-P, the use

of determinants of attrition tests suggests that some researchers may be interested in implications of the

estimated treatment effects for the study population. Finally, we note that authors do not typically correct

for multiple hypothesis testing in the implementation of selective attrition tests, even when these tests are

performed on a non-trivial number of baseline variables. This is another possible source of overrejection of

internal validity in the literature. More generally, this paper highlights the importance of understanding the

implications of attrition for a broader population when interpreting field experiment results for policy.8

This paper contributes to a growing literature that considers methodological questions relevant to field

experiments.9 Given the wide use of attrition tests, we formally examine the testing problem here. Our

focus complements a thread in this literature that outlines various approaches to correcting attrition bias

in field experiments (Horowitz and Manski, 2000; Lee, 2009; Huber, 2012; Behagel et al., 2015; Millán and

Macours, 2019).10 These corrections build on the vast sample selection literature in econometrics going
8External validity can be assessed in a number of ways (see, for example, Andrews and Oster (2019) and Azzam et al.

(2018)). In our setting, we note that if IV-R holds but not IV-P, we may be able to draw inference from the local average
treatment effect for respondents to a broader population.

9Bruhn and McKenzie (2009) compare the performance of different randomization methods; McKenzie (2012) discusses the
power trade-offs of the number of follow-up samples in the experimental design; Baird et al. (2018) propose an optimal method
to design field experiments in the presence of interference; de Chaisemartin and Behaghel (2018) present how to estimate
treatment effects in the context of randomized wait lists; Abadie et al. (2018) propose alternative estimators that reduce the
bias resulting from endogenous stratification in field experiments; Muralidharan et al. (2019) examine empirical practice in
analyzing experiment with factorial design and analyze the trade-off between power and correct inference in this setting; Kasy
and Sautmann (2020) propose a treatment assignment algorithm to choose the best among a set of policies at the end of an
experiment; Vazquez-Bare (2020) examines the identification and estimation of spillover effects in randomized experiments.

10Other work considers corrections for settings with sample selection and noncompliance. Chen and Flores (2015) rely on
monotonicity restrictions to construct bounds for average treatment effects in the presence of partial compliance and sample
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back to Heckman (1976, 1979).11 While the latter literature is broadly concerned with population objects,

work that is relevant to program evaluation proposes corrections for objects pertaining to subpopulations

(e.g. Lee, 2009; Huber, 2012; Chen and Flores, 2015). Our paper provides tests of identifying assumptions

emphasizing the distinction between the (study) population and the respondent subpopulation. Finally, the

randomization tests we propose contribute to recent work that examines the potential use of randomization

tests in analyzing field experiment data (Young, 2018; Athey and Imbens, 2017; Athey et al., 2018; Bugni

et al., 2018).

We also build on other strands of the econometrics literature. Recent work on nonparametric identification

in nonseparable panel data models informs our approach (Altonji and Matzkin, 2005; Bester and Hansen,

2009; Chernozhukov et al., 2013; Hoderlein and White, 2012; Ghanem, 2017). Specifically, the identifying

assumptions in this paper fall under the nonparametric correlated random effects category (Altonji and

Matzkin, 2005). Furthermore, we build on the literature on randomization tests for distributional statistics

(Dufour, 2006; Dufour et al., 1998).

The paper proceeds as follows. Section 3.2 presents the review of the field experiment literature. Section

3.3 formally presents the identifying assumptions and their sharp testable restrictions. It also includes a

formal treatment of differential attrition rates and of the role of covariates in testing internal validity. Section

3.4 presents simulation experiments to illustrate the theoretical results. Section 3.5 presents the results of

the empirical application exercise. Section 3.6 concludes. Sections 3A and 3B present the randomization and

regression-based procedures, respectively, to test the IV-R and IV-P assumptions for completely, stratified

and cluster randomized experiments.

3.2 Attrition in the Field Experiment Literature

We systematically reviewed 93 recent articles published in economics journals that report the results of 96 field

experiments. The objective of this review is to understand both the extent to which attrition is observed and

the implementation of tests for attrition bias in the literature.12 Our categorization imposes some structure

selection. Fricke et al. (2015) consider instrumental variables approaches to address these two identification problems.
11Nonparametric Heckman-style corrections have been proposed for linear and nonparametric outcome models (e.g. Ahn and

Powell, 1993; Das et al., 2003). Inverse probability weighting (Horvitz and Thompson, 1952; Hirano et al., 2003; Robins et al.,
1994) is another important category of corrections for sample selection bias, frequently used in the field experiment literature.
Attrition corrections for panel data have also been proposed (e.g. Hausman and Wise, 1979; Wooldridge, 1995; Hirano et al.,
2001). Finally, nonparametric bounds is an alternative approach relying on weaker conditions (Horowitz and Manski, 2000;
Manski, 2005; Lee, 2009; Kline and Santos, 2013).

12We included articles from 2009 to 2015 that were published in the top five journals in economics as well as five highly
regarded applied economics journals that commonly publish field experiments: American Economic Review, American Eco-
nomic Journal: Applied Economics, Econometrica, Economic Journal, Journal of Development Economics, Journal of Human
Resources, Journal of Political Economy, Review of Economics and Statistics, Review of Economic Studies, and Quarterly
Journal of Economics. Section 3D.1 in the online appendix includes additional details on the selection of papers and relevant
attrition rates. Section 3I in the online appendix contains a list of all the papers included in the review.
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on the variety of different estimation strategies used to test for attrition bias in the literature.13 In keeping

with our panel approach, we focus on field experiments in which the authors had baseline data on at least

one main outcome variable.14

Figure 3.1: Attrition Rates Relevant to Main Outcomes in Field Experiments

Panel A. Overall Attrition Rate Panel B. Differential Attrition Rate

Notes: We report one observation per field experiment. Specifically, the highest attrition rate relevant to a result
reported in the abstract of the article. The Overall rate is the attrition rate for the full sample, which is composed
of the treatment and control groups. The Differential rate is the absolute value of the difference in attrition rates
across treatment and control groups. The blue (orange) line depicts the average overall (differential) attrition rate
in our sample of field experiments. Panel A includes 93 field experiments and Panel B includes 76 experiments since
the relevant attrition rates are not reported in some articles.

We review reported overall and differential attrition rates in field experiment papers and find that attrition

is common. As depicted in Panel A in Figure 3.1, even though 22% of field experiments have less than 2%

attrition overall, the distribution of attrition rates has a long right tail. Specifically, 45% of reviewed field

experiments have an attrition rate higher than the average of 15%.15 Of the experiments that report a

differential attrition rate, Panel B in Figure 3.1 illustrates that a majority have little differential attrition for

the abstract results: 63% have a differential rate that is less than 2 percentage points, and only 11% have a

differential attrition rate that is greater than 5 percentage points.16

13We identify fifteen estimation strategies used to conduct attrition tests (see Section 3E in the online appendix).
14We exclude 64 field experiments that were published during that time period, since they lack baseline data for any outcome

mentioned in the abstract. Of those, slightly less than half (44%) are experiments for which the baseline outcome is the same
for everyone by design and hence is not informative (see Section 3D.1 in the online appendix).

15To understand the extent of attrition that is relevant to the main outcomes in the paper, we focus on attrition rates that
are relevant to outcomes reported in the abstract (i.e. “abstract results"). Most papers report attrition rates at the level of
the data source or subsample, rather than at the level of the outcome. Since the number of data sources and/or subsamples
that are relevant to the abstract results vary by experiment, we include one attrition rate per field experiment for consistency.
Specifically, we report the highest attrition rate relevant to an abstract result. Authors do not in general report attrition rates
conditional on baseline response. A noteworthy finding from Table 3B in the online appendix is that attrition rates are higher
on average for experiments in high-income countries.

16It is possible, however, that these numbers reflect authors’ exclusion of results with higher differential attrition rates than
those that were reported or published.
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We then study how authors test for attrition bias. Notably, attrition tests are widely used in the literature:

92% of field experiments with an attrition rate of at least 1% for an outcome with baseline data conduct

at least one attrition test. We first identify two main types of tests that aim to determine the impact

of attrition on internal validity: (i) a differential attrition rate test, and (ii) a selective attrition test. A

differential attrition rate test determines whether the rates of attrition are statistically significantly different

across treatment and control groups. In contrast, a selective attrition test aims to determine whether,

conditional on being a respondent and/or attritor, the mean of observable characteristics is the same across

treatment and control groups. We find that there is no consensus on whether to conduct a differential

attrition rate test or a selective attrition test, however (Panel A in Table 3.1). In the field experiments

that we reviewed, the differential attrition rate test is substantially more common (79%) than the selective

attrition test (60%). In fact, 30% of the articles that conducted a differential attrition rate do not conduct

a selective attrition test.17

Table 3.1: Distribution of Field Experiments by Attrition Test

Panel A: Differential and Selective Attrition Tests

Proportion of field experiments that conduct: Selective attrition test

No Yes Total

Differential attrition rate test
No 10% 10% 21%
Yes 30% 49% 79%

Total 40% 60% 100%

Panel B: Types of Selective Attrition Test
Conditional on conducting a selective attrition test:

Test using respondents and attritors 29%
Test using respondents only 67%
Test using attritors only 4%

Total† 100%

Panel C: Determinants of Attrition Tests

Proportion of field experiments that conduct: Determinants of attrition test

Yes No Total

Differential attrition rate test only 12% 18% 30%
Selective attrition test only 1% 9% 10%
Differential & selective attrition tests 21% 28% 49%
No differential & no selective attrition test 1% 9% 10%

Total 36% 64% 100%

Notes: Panel A and C include 77 field experiments that have an attrition rate of at
least 1% for an outcome with baseline data. Panel B includes 46 of those experiments
that conducted a selective attrition test (†). For details on the classification of the
empirical strategies, see Section 3E in the online appendix.

We further consider if selective attrition tests include both respondents and attritors or if they include
17We also consider some potential determinants of the use of selective attrition tests: overall attrition rates, differential rates,

year of publication, journal of publication. We do not find any strong correlations given the available data.
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either only respondents or only attritors (Panel B in Table 3.1). Conditional on having conducted any

type of selective attrition test, authors include both respondents and attritors in only 29% of those field

experiments. Instead, authors conduct a selective attrition test on the sample of respondents in most

cases (67%). Although our review is limited to experiments in which baseline outcome data is available,

covariates are typically included in attrition tests along with the baseline outcome. In particular, 98% of

field experiments that report a selective attrition test include more than one baseline variable in that test.18

A key issue that arises with the inclusion of covariates is how to approach the issue of multiple testing. We

find that 75% of the experiments that implement a selective attrition test conduct it on an average of 16

variables, and none of those implement a multiple testing correction (Table 3C in online appendix). Only a

minority of authors conduct a joint test across all of the baseline variables included in the test (25%).

Another important aspect of testing for attrition bias is testing for differences in the distributions of

respondents and attritors. Such tests can illustrate the implications of the main results of the experiment

for the study population. We define a determinants of attrition test as a test of whether baseline outcomes

and covariates correlate with response status and find that authors conduct such a test in approximately

one-third of field experiments (Panel C of Table 3.1). Table 3.1 illustrates that conducting the determinants

of attrition test does not have a one-to-one relationship with either conducting a differential attrition rate

test or conducting a selective attrition test.19

3.3 Testing Attrition Bias Using Baseline Data

This section presents a formal treatment of attrition in field experiments with baseline outcome data. First,

we motivate the problem with an example from the Progresa evaluation. Then, we present the identifying

assumptions in the presence of non-response and show their sharp testable implications when baseline out-

come data is available for both completely and stratified randomized experiments. We further examine the

role of the widely-used differential attrition rate test and discuss the implications of our theoretical analysis

for empirical practice.
18Although identifying which variables are outcomes or covariates is beyond the scope of this paper, we note that in 91% of

the experiments the selective attrition test includes at least one variable that we can easily identify as a covariate (such as age
or gender).

19Approximately half of the determinants of attrition tests are conducted using the same regression used to test for differential
attrition rates. We categorize this strategy as both types of tests since authors typically interpret both the coefficients on
treatment and the baseline covariates.
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3.3.1 Motivating Example

To illustrate the problem of attrition in field experiments, we use data collected for the randomized evaluation

of Progresa, a social program in Mexico that provides cash to eligible poor households on the condition that

children attend school and family members visit health centers regularly (Skoufias, 2005). The evaluation

of Progresa relied on the cluster-level random assignment of 320 localities into the treatment group and 186

localities into the control group. These localities, which constitute the study population, were selected to be

representative of a larger population of 6396 eligible localities across seven states in Mexico.20 The surveys

conducted for the experiment include a baseline and three follow-up rounds collected 5, 13, and 18 months

after the program began.21 We examine two outcomes of the evaluation that have been previously studied:

(i) current school enrollment for children 6 to 16 years old, and (ii) paid employment for adults in the last

week.

Table 3.2: Summary Statistics for the Outcomes of Interest for Progresa

Full Sample Respondent Subsample at Follow-up

Round N Control
Mean T − C p-value Attrition

Rate
Control
Mean T − C p-value

Panel A. School Enrollment (6-16 years old)

Baseline 24353 0.824 0.007 0.455
Pooled 0.183 0.793 0.046 0.000
1st 0.142 0.814 0.043 0.000
2nd 0.234 0.829 0.046 0.000
3rd 0.174 0.740 0.047 0.000

Panel B. Employment Last Week (18+ years old)

Baseline 31237 0.471 -0.006 0.546
Pooled 0.161 0.464 0.014 0.002
1st 0.096 0.460 0.016 0.016
2nd 0.196 0.459 0.009 0.138
3rd 0.192 0.472 0.018 0.001

Notes: T and C refer to treatment and control group, respectively. T − C is the difference in sample means between the treatment
and control groups and the p-value is estimated with a regression of outcome on treatment that clusters standard errors at the locality
level. The attrition rates reported are conditional on responding to the baseline survey. Pooled refers to data from all three follow-ups
combined.

In Table 3.2, we report the initial sample size and summary statistics for each outcome by treatment

group at baseline and follow-up. The failure to reject the null hypothesis of the equality of means across

the treatment and control groups at baseline is suggestive evidence that the randomization of localities into

treatment and control was implemented correctly. In the context of treatment randomization and absence of

attrition, the difference in a mean outcome across treatment and control groups at follow-up would identify

the average treatment effect for the study population.22 Pooling data from the three follow-up rounds, we
20Localities were eligible if they ranked high on an index of deprivation, had access to schools and a clinic, and had a

population of 50 to 2500 people. See INSP (2005) for details about the experiment. For this analysis, we use the evaluation
panel dataset, which can be found on the official website of the evaluation at https://evaluacion.prospera.gob.mx/es/eval_
cuant/p_bases_cuanti.php.

21The baseline was collected in October 1997 and the three follow-ups were collected in October 1998, June 1999, and
November 1999.

22Here we follow our convention of referring to a “difference in population means” as a “difference in means.”
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would conclude that the impact of Progesa on school enrollment (adult employment) is an increase of 4.6

(1.4) percentage points. The attrition rate, however, varies from 10% to 24% depending on the outcome

and the follow-up round. These attrition rates raise the question of whether these treatment effect estimates

are unbiased for at least one of two objects of interest: (i) the average treatment effect for the respondent

subpopulation (ATE-R) or (ii) the average treatment effect for the entire study population (ATE).

In order to understand whether attrition affects the internal validity of this experiment, we inspect

the mean baseline outcomes across the four treatment-response subgroups. For the outcome of school

enrollment, there are two distinct patterns. First, baseline school enrollment is similar across treatment

and control respondents as well as treatment and control attritors. Second, we find meaningful differences

when we compare respondents and attritors: baseline school enrollment is around 87% for the respondents

and 61% for the attritors in the pooled follow-up sample. Taken together, these two patterns suggest that

while the unobservables that affect the outcome are correlated with response, they are still independent of

the treatment within respondents and within attritors. As we formalize in the next section, independence

between treatment status and the unobservables that affect the outcome conditional on response status

constitutes the identifying assumption of internal validity for the respondents (IV-R assumption). We show

that the IV-R assumption implies the identification of treatment effects for the respondent subpopulation

and that its testable implication is that the distribution of a baseline outcome is identical across treatment

and control respondents as well as treatment and control attritors. Applying this test to school enrollment

in Column 7 of Table 3.3, we do not reject the IV-R assumption.23 If the IV-R assumption does hold for

this outcome, then the difference in means across treatment and control respondents at follow-up identifies

an average treatment effect for the respondents (ATE-R).

Next, we examine the second outcome, adult employment, as observed at baseline. In contrast to school

enrollment, adult employment is similar across all four treatment-response subgroups. This pattern indicates

that the unobservables that determine the outcome are independent of treatment and response status.

This is consistent with the identifying assumption for internal validity for the study population (the IV-P

assumption), which we formally define in the next section. We then show that under random assignment

the IV-P assumption implies the identification of treatment effects for the study population and its testable

implication is indeed that the distribution of baseline outcome is identical across all four treatment-response

subgroups. When we formally test the implication of the IV-P assumption for adult employment, we do not

reject it (Column 8 of Table 3.3). Thus, we do not reject the assumption that ensures that the difference
23Note that the two outcomes we examine here are binary, so the equality of means is equivalent to a distributional equality.

It is worth noting that a multiple testing correction would not change the decisions of any of the tests in our example. For
instance, applying the Bonferroni correction for each outcome would yield a significance level for each hypothesis of 0.63% to
control a family-wise error rate of 5% across the eight tests we conduct.
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Table 3.3: Internal Validity in the Presence of Attrition for Progresa

Follow-up
Sample Attrition Rate Mean Baseline Outcome by Group Test of IV-R Test of IV-P

C Differential TR CR TA CA p-value p-value
(1) (2) (3) (4) (5) (6) (7) (8)

Panel A. School Enrollment (6-16 years old)

Pooled 0.187 -0.007 0.878 0.874 0.615 0.605 0.836 0.000
1st 0.150 -0.013 0.875 0.871 0.550 0.554 0.810 0.000
2nd 0.244 -0.017 0.901 0.897 0.590 0.595 0.824 0.000
3rd 0.168 0.009 0.859 0.856 0.697 0.663 0.217 0.000

Panel B. Employment Last Week (18+ years old)

Pooled 0.157 0.007 0.463 0.468 0.472 0.486 0.698 0.132
1st 0.100 -0.007 0.464 0.471 0.472 0.473 0.825 0.860
2nd 0.195 0.001 0.463 0.465 0.474 0.496 0.566 0.058
3rd 0.175 0.027 0.463 0.469 0.471 0.481 0.769 0.503

Notes: The mean baseline outcomes correspond to the groups of treatment respondents (TR), control respondents (CR), treatment attritors
(TA), and control attritors (CA). Pooled refers to all the three follow-ups. The tests of internal validity were conducted using the regression tests
proposed in Section 3B. All regression tests use clustered standard errors at the locality level.

in mean employment rates between treatment and control respondents at follow-up identifies not only the

ATE-R but also the average treatment effect (ATE). For the outcome of school enrollment, however, we

do reject the IV-P assumption (Column 8 of Table 3.3), and thus the estimated treatment effect cannot be

interpreted as internally valid for the study population. This is consistent with our previous observation

that the children that are observed in the follow-up data are substantially different at baseline from those

that are not.

Understanding treatment effects for the study population is especially relevant to understanding the

impact of large-scale programs such as Progresa, where the study population is representative of a larger

population. In this type of study, if we do reject the IV-P assumption but not the IV-R assumption for

an outcome such as school enrollment, we can still draw inferences about an average treatment effect on a

larger population. That average treatment effect, however, is a local average treatment effect for the type

of participants for which there would be follow-up data available for a given outcome.

3.3.2 Internal Validity in the Presence of Attrition

In this section, we derive the testable implications of our distributional and mean identifying assumptions.

We also present the extension of the results to stratified randomization and heterogeneous treatment effects,

formally defined as conditional average treatment effects.

Internal Validity and its Testable Restrictions

In a field experiment with baseline outcome data, we observe individuals i = 1, . . . , n over two time periods,

t = 0, 1. We will refer to t = 0 as the baseline period, and t = 1 as the follow-up period. Individuals

are randomly assigned in the baseline period to the treatment and control groups. We use Dit to denote
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treatment status for individual i in period t, where Dit ∈ {0, 1}.24 Hence, the treatment and control groups

can be characterized by Di ≡ (Di0, Di1) = (0, 1) and Di = (0, 0), respectively. For notational brevity, we

let an indicator variable Ti denote the group membership. Specifically, Ti = 1 if individual i belongs to the

treatment group and Ti = 0 if individual i belongs to the control group.

For each period t = 0, 1, we observe an outcome Yit, which is determined by the treatment status and a

dU × 1 vector of time-invariant and time-varying variables, Uit ≡ (α′
i, η

′
it)′,

Yit = µt(Dit, Uit). (3.3.1)

Given this structural function, we can define the potential outcomes Yit(d) = µt(d, Uit) for d = 0, 1. We use

structural notation here since it is more common in the panel literature. This notation also allows us to refer

to the unobservables that affect the outcome, which play an important role in understanding internal validity

questions in our problem. To simplify illustration, we postpone the discussion of covariates to Section 3.3.4.

Consider a properly designed and implemented RCT such that by random assignment the treatment

and control groups have the same distribution of unobservables. That is, (Ui0, Ui1) ⊥ Ti, which can be

expressed as (Yi0(0), Yi0(1), Yi1(0), Yi1(1)) ⊥ Ti using the potential outcomes notation. This implies that the

control group provides a valid counterfactual outcome distribution for the treatment group, i.e. Yi1(0)|Ti =

1 d= Yi1|Ti = 0, where d= denotes the equality in distribution. In this case, any difference in the outcome

distribution between treatment and control groups in the follow-up period can be attributed to the treatment.

The ATE can be identified as the difference in mean outcomes between the treatment and control group,

E[Yi1(1) − Yi1(0)]︸ ︷︷ ︸
AT E

= E[Yi1|Ti = 1] − E[Yi1|Ti = 0]. (3.3.2)

We now introduce the possibility of attrition in our setting. We assume that all individuals respond in

the baseline period (t = 0), but there is possibility of non-response in the follow-up period (t = 1). Response

status in the follow-up period is determined by the following equation,25

Ri = ξ(Ti, Vi), (3.3.3)

where Vi denotes a vector of unobservables that determine response status and potential response can be

defined as Ri(τ) = Ri(τ, Vi) for τ = 0, 1. If individual i responds, then Ri = 1, otherwise it is zero. As a
24The extension to the multiple treatment case is in Section 3G of the online appendix.
25Since non-response is only allowed in the follow-up period, we omit time subscripts from the response equation for notational

convenience.
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result, instead of observing the outcome for all individuals in the treatment and control groups at follow-up,

we can only observe the outcome for respondents in both groups. Random assignment in the presence of

attrition, (Ui0, Ui1, Vi) ⊥ Ti, does not ensure that comparisons between treatment and control respondents

are solely attributable to the treatment, since these comparisons are conditional on being able to observe

individuals at follow-up (Ri = 1).26

Two questions arise in this setting. First, do the control respondents provide an appropriate coun-

terfactual for the treatment respondents, Yi1|Ti = 0, Ri = 1 d=Yi1(0)|Ti = 1, Ri = 1? This would im-

ply that we can obtain internally valid estimands for the respondent subpopulation, such as the ATE-R,

E[Yi1(1) −Yi1(0)|Ri = 1]. Second, do the outcome distributions of treatment and control respondents in the

follow-up period identify the potential outcome distribution of the study population with and without the

treatment, Yi1|Ti = τ,Ri = 1 d= Yi1(τ) for τ = 0, 1? This would imply that we can obtain internally valid

estimands for the study population, such as the ATE.

The next proposition provides sufficient conditions to obtain each of the aforementioned equalities as well

as their respective sharp testable restrictions. Restrictions are sharp when they are the strongest implications

that can be tested given the available data (see Figure 3.4). Part a (b) of the following proposition refers

to the case where we can obtain valid estimands for the respondent subpopulation (study population). The

proof of the proposition is given in Section 3C.

Proposition 5. Assume (Ui0, Ui1, Vi) ⊥ Ti.27

(a) If (Ui0, Ui1) ⊥ Ti|Ri holds, then

(i) (Identification) Yi1|Ti = 0, Ri = 1 d= Yi1(0)|Ti = 1, Ri = 1

(ii) (Sharp Testable Restriction) Yi0|Ti = 0, Ri = r
d= Yi0|Ti = 1, Ri = r for r = 0, 1.

(b) If (Ui0, Ui1) ⊥ Ri|Ti holds, then

(i) (Identification) Yi1|Ti = τ,Ri = 1 d= Yi1(τ) for τ = 0, 1.

(ii) (Sharp Testable Restriction) Yi0|Ti = τ,Ri = r
d= Yi0 for τ = 0, 1, r = 0, 1.

Proposition 1(a) relies on the assumption of random assignment conditional on response status (IV-R

assumption). This assumption implies that the outcome distributions of treatment and control respondents

at endline would have been the same if the treatment status had never been assigned. We refer to this

equality (a.i) as internal validity for the respondent subpopulation (IV-R). When IV-R holds, the difference
26We use a random assignment condition similar to Lee (2009). Using potential outcome and response notation, we can

express the random assignment condition as (Yi0(0), Yi0(1), Yi1(0), Yi1(1), Ri(0), Ri(1)) ⊥ Ti which is similar to Lee (2009).
27The random assignment condition can be expressed as (Yi0(0), Yi0(1), Yi1(0), Yi1(1), Ri(0), Ri(1)) ⊥ Ti in potential outcome

and response notation.
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in means between treatment and control respondents identifies the ATE-R. IV-R cannot be tested directly,

however, since treatment was in fact assigned. Thus, we derive a sharp testable restriction (a.ii) of the

IV-R assumption, which exploits the information in the baseline data.28 This restriction implies that the

appropriate attrition test (when the object of interest is the treatment effect on the respondent subpopulation)

is a joint test of the equality of the baseline outcome distribution between treatment and control respondents

as well as treatment and control attritors.29

The assumption in Proposition 1(b), under random assignment, implies that treatment and response

status are jointly independent of the unobservables in the outcome equation.30 As a result, in the absence of

treatment, all four treatment-response sub-groups would have the same outcome distribution. We refer to this

case as internal validity for the study population (IV-P) and the assumption in (b) as the IV-P assumption.

When IV-P holds, the ATE is identified, and so are quantile and other distributional treatment effects for

the study population. The sharp testable restriction of the IV-P assumption under random assignment is

given in (b.ii).

Mean Tests of Internal Validity

The vast majority of selective attrition tests implemented in the literature are based on restrictions on

the mean of the baseline variables in question. The IV-R and IV-P assumptions we present above ensure

the identification of distributional treatment effects in addition to average treatment effects. In some ex-

periments, however, researchers may be solely interested in average treatment effects. Here, we discuss

the weaker conditions required to identify these objects and their sharp testable implications. Section 3B

presents regression-based tests for these restrictions.

If the researcher is interested in mean impacts for the respondent subpopulation, then the IV-R assump-

tion in Proposition 5(a), while sufficient, is stronger than required. A weaker condition that ensures that

the average potential outcome without the treatment is identical for treatment and control respondents as
28While it is theoretically possible for identification to hold while the testable restriction is violated, it is not an interesting

case empirically. If a field experimentalist finds violations of the testable implication of the IV-R (or IV-P) assumption at
baseline, it is highly unlikely that they will discount this evidence and argue that identification of the ATE-R (or ATE) remains
possible from a simple difference of means between treatment and control respondents.

29If IV-R is of interest, a natural question is whether one should simply test the implication of (Ui0, Ui1) ⊥ Ti|Ri = 1 in lieu of
the IV-R assumption ((Ui0, Ui1) ⊥ Ti|Ri). This would be empirically relevant if it is plausible that (Ui0, Ui1) ⊥ Ti|Ri = 1 holds
while (Ui0, Ui1) ⊥ Ti|Ri = 0 is violated. Using the subgroups defined by potential response status, we note that a primitive
condition for this to hold is (Ui0, Ui1)|(Ri(0), Ri(1)) d= (Ui0, Ui1)|max{Ri(0), Ri(1)}. This condition is not empirically plausible
since it implies that the unobservable distribution is the same for always-responders, treatment-only and control-only responders,
but different for the never-responders.

30This implies missing-at-random as defined in Manski (2005). In the cross-sectional setup, the missing-at-random assump-
tion is given by Yi|Ti, Ri

d= Yi|Ti. Manski (2005) establishes that this assumption is not testable in that context. We obtain the
testable implications by exploiting the panel structure. It is important to emphasize that this definition of missing-at-random is
different from the assumption in Hirano et al. (2001) building on Rubin (1976), which would translate to Yi1 ⊥ Ri|Yi0, Ti in our
notation. Finally, while we do not distinguish between observables and unobservables here, it is worth noting that Assumption
3 in Huber (2012) provides a set of conditions that imply the assumption in Proposition 5(b).
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well as treatment and control attritors, specifically

E[Yit(0)|Ti, Ri] = E[Yit(0)|Ri], t = 0, 1, (Mean IV-R Assumption) (3.3.4)

implies the identification of the ATE-R. Its sharp testable implication is the mean version of the testable

restriction in Proposition 5(a.ii),

E[Yi0|Ti, Ri] = E[Yi0|Ri], (3.3.5)

so it also includes testable restrictions on attritors and respondents. We will refer to a test of the mean

equality restrictions in (3.3.5) as a mean IV-R test.

Similarly, if the object of interest is the ATE for the study population, then the relevant identifying

assumption is

E[Yit(d)|Ti, Ri] = E[Yit(d)], d = 0, 1, t = 0, 1, (Mean IV-P Assumption) (3.3.6)

which ensures that the average potential outcomes are identical across the four treatment-response subgroups.

The sharp testable restriction of this assumption,

E[Yi0|Ti, Ri] = E[Yi0], (3.3.7)

involves all treatment-response subgroups as its distributional version in Proposition 5(b.ii). We will refer

to a test based on (3.3.7) as a mean IV-P test.

Heterogeneous Treatment Effects and Stratified Randomization

In this section, we extend our analysis to discuss heterogeneous treatment effects and stratified randomiza-

tion. Heterogeneous treatment effects, more formally referred to as conditional average treatment effects

(CATE), are of interest in many experiments. Stratified randomization is also common in empirical practice.

Sometimes it is a necessity of the design, such as when the study is randomized within roll-out waves or

locations. At other times, it is included in the experimental design with the aim of increasing precision

and reducing bias of both average and heterogeneous treatment effects. The results in this section are rele-

vant both for stratified randomized experiments and for completely randomized experiments that estimate

heterogeneous treatment effects.31

31This framework can also be extended to test unconfoundedness assumptions, which motivate IPW-type attrition corrections
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In the following, let Si denote the stratum of individual i which has support S, where |S| < ∞.32 To

exclude trivial strata, we assume that P (Si = s) > 0 for all s ∈ S throughout the paper. In a stratified

randomized experiment, random assignment is defined by (Ui0, Ui1, Vi) ⊥ Ti|Si, whereas in a completely

randomized experiment this conditional independence assumption holds as an implication of simple ran-

domization ((Si, Ui0, Ui1, Vi) ⊥ Ti). As a result, the following proposition applies to both completely and

stratified randomized experiments.

Proposition 6. Assume (Ui0, Ui1, Vi) ⊥ Ti|Si.

(a) If (Ui0, Ui1) ⊥ Ti|Si, Ri, then

(i) (Identification) Yi1|Ti = 0, Si = s,Ri = 1 d= Yi1(0)|Ti = 1, Si = s,Ri = 1, for s ∈ S.

(ii) (Sharp Testable Restriction) Yi0|Ti = 0, Si = s,Ri = r
d= Yi0|Ti = 1, Si = s,Ri = r for r = 0, 1,

s ∈ S.

(b) If (Ui0, Ui1) ⊥ Ri|Ti, Si, then

(i) (Identification) Yi1|Ti = τ, Si = s,Ri = 1 d= Yi1(τ)|Si = s, for τ = 0, 1, s ∈ S.

(ii) (Sharp Testable Restriction) Yi0|Ti = τ, Si = s,Ri = r
d= Yi0(0)|Si = s for τ = 0, 1, r = 0, 1, s ∈ S.

The equality in (a.i) implies that we can identify the average treatment effect conditional on S for

respondents as the difference in mean outcomes between treatment and control respondents in each stratum,

E[Yi1(1) − Yi1(0)|Ti = 1, Si = s,Ri = 1]

=E[Yi1|Ti = 1, Si = s,Ri = 1] − E[Yi1|Ti = 0, Si = s,Ri = 1]. (CATE-R) (3.3.8)

Alternatively, the ATE-R can then be identified by averaging over Si, i.e.

∑
s∈S

P (Si = s|Ri = 1) (E[Yi1|Ti = 1, Si = s,Ri = 1] − E[Yi1|Ti = 0, Si = s,Ri = 1])

The testable restriction in (a.ii) is the identity of the distribution of baseline outcome for treatment and

control groups conditional on response status and stratum. In other words, the equality of the outcome

distribution for treatment and control respondents (as well as for treatment and control attritors) conditional

on stratrum is the sharp testable restriction of the IV-R assumption in the case of block randomization. The

(Huber, 2012), using baseline data. While interesting, this issue is outside the scope of the present paper.
32The finiteness of the number of strata motivates the finite-support assumption on S. It is worth noting, however, that the

results in the proposition hold for continuous conditioning variables as well.
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results in part (b) of the proposition refer to IV-P in the context of block randomization. Thus, they are

also conditional versions of the results in Proposition 5(b).

Randomization tests of the restrictions in Proposition 6(a.ii) and (b.ii) are provided in Section 3A,

respectively. The key distinction between the randomization tests for stratified and completely randomized

experiments is that in the former permutations are performed within strata.

3.3.3 Differential Attrition Rates and Internal Validity

The differential attrition rate test is the most widely used according to our review. Thus, we examine the

relationship between internal validity and differential attrition rates (P (Ri = 0|Ti = 1) ̸= P (Ri = 0|Ti = 0)).

Our goal in this section is to formally understand the properties of the differential attrition rate test as a

test of internal validity.

We first adapt the LATE framework (Imbens and Angrist, 1994; Angrist et al., 1996) to potential response.

Specifically, in order to understand how treatment and control respondents and attritors consist of different

response types, we modify the four types from the LATE literature: never-takers, always-takers, compliers

and defiers. We establish four similar types as shown in Figure 3.2: never-responders ((Ri(0), Ri(1)) = (0, 0)),

always-responders ((Ri(0), Ri(1)) = (1, 1)), treatment-only responders ((Ri(0), Ri(1)) = (0, 1)), and control-

only responders ((Ri(0), Ri(1)) = (1, 0)).

Figure 3.2: Respondent and Attritor Subgroups
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We can now examine the attrition rates in the treatment and control group and how they relate to

the different response types. By random assignment, the distribution of response types is identical across

treatment and control groups, (Ri(0), Ri(1)) ⊥ Ti. In other words, the treatment and control groups consist

of the same proportion of never responders, treatment-only responders, control-only responders and always

responders, which we denote by p00, p01, p10 and p11, respectively. With the aid of Figure 3.2, we note

that the attrition rate in the control group equals the proportion of never-responders and treatment-only

responders, whereas the attrition rate in the treatment group equals the proportion of never-responders and

control-only responders, specifically

P (Ri = 0|Ti = 0) = p00 + p01, P (Ri = 0|Ti = 1) = p00 + p10. (3.3.9)
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The difference in attrition rates across groups depends on the difference between the proportion of treatment-

only and control-only responders, i.e. P (Ri = 0|Ti = 0) − P (Ri = 0|Ti = 1) = p01 − p10. Thus, attrition

rates are equal if the proportions of treatment-only and control-only responders are equal.

Next, we illustrate the relationship between differential attrition rates and the IV-R assumption (Propo-

sition 5(a)), (Ui0, Ui1) ⊥ Ti|Ri. The proof of the proposition is given in Section 3C.

Proposition 7. Suppose, in addition to (Ui0, Ui1, Vi) ⊥ Ti, one of the following is true,

(i) (Ui0, Ui1) ⊥ (Ri(0), Ri(1)) (Unobservables in Y ⊥ Potential Response)

(ii) Ri(0) ≤ Ri(1) (wlog), (Monotonicity)

& P (Ri = 0|Ti) = P (Ri = 0) (Equal Attrition Rates)

(iii) (Ui0, Ui1)|Ri(0), Ri(1) d= (Ui0, Ui1)|Ri(0) +Ri(1) (Exchangeability)

& P (Ri = 0|Ti) = P (Ri = 0) (Equal Attrition Rates)

then (Ui0, Ui1) ⊥ Ti|Ri.

The main takeaway from the above proposition is that equal attrition rates alone do not constitute a

sufficient condition for internal validity. Proposition 7(i) provides a case in which equal attrition rates are

not necessary for internal validity. The assumption requires that all four treatment-response subgroups have

the same unobservable distribution, which not only implies IV-R, but also IV-P, under random assignment.

In the two other cases, (ii) and (iii), equal attrition rates together with an additional assumption imply

the IV-R assumption. The monotonicity assumption in (ii) is from Lee (2009) and rules out control-only

responders. The exchangeability restriction allows for both treatment-only and control-only responders, but

it assumes that these two types have the same distribution of (Ui0, Ui1). This assumption may be plausible

in experiments with two treatments.

Using these insights, we now provide two simple examples that illustrate that differential attrition rates

can coincide with internal validity (Example 1 ) and that equal attrition rates can coincide with a violation

of internal validity (Example 2 ). In Section 3.4, we design simulation experiments that mimic both examples

to illustrate these points numerically. Furthermore, we find several empirical cases in Section 3.5 that are

consistent with the theoretical conditions of Example 1.

Example 1. (Internal Validity & Differential Attrition Rates)

Assume that potential response satisfies monotonicity, i.e. p10 = 0, and all response types have the same un-

observable distribution, (Ui0, Ui1) ⊥ (Ri(0), Ri(1)). Panel A of Figure 3.3 illustrates the resulting distribution

of Uit. By the above proposition, IV-P holds under random assignment, since (Ui0, Ui1) ⊥ (Ri(0), Ri(1)) ⇒
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(Ui0, Ui1)|Ti, Ri
d= (Ui0, Ui1). Suppose that there is a group of individuals for whom it is too costly to respond

if they are in the control group, so they only respond if assigned the treatment. Due to the presence of these

treatment-only responders (p01 > 0), the attrition rates in the treatment and control groups are not equal,

specifically P (Ri = 0|Ti = 1) = p00, and P (Ri = 0|Ti = 0) = p00 + p01. This example thereby provides

a case where we have differential attrition rates even though not only IV-R but also IV-P holds. Under

these conditions, the differential attrition rate test would not control size as a test of internal validity as we

illustrate in the simulation section.

Figure 3.3: Distribution of Uit for Different Response Types
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Notes: The above figure illustrates the distribution of Uit for the different subpopulations in Examples 1 and 2, where we
assume Uit|(Ri(0), Ri(1)) = (r0, r1) i.i.d.∼ N(δr0r1 , 1) for all r0, r1 ∈ {0, 1}2 for t = 0, 1. Panel A represents Example 1 where
we assume (Ui0, Ui1) ⊥ (Ri(0), Ri(1)), hence δ00 = δ01 = δ11. Panel B represents Example 2 where δr0r1 is unrestricted
for (r0, r1) ∈ {0, 1}2.

Example 2. (Equal Attrition Rates & Violation of Internal Validity)

Assume that potential response violates monotonicity, such that there are treatment-only and control-only

responders,33 but their proportions are equal (p10 = p01 > 0), which yields equal attrition rates across

treatment and control groups.34 If (Ui0, Ui1) ̸⊥ (Ri(0), Ri(1)), then the different response types will have

different distributions of unobservables, as illustrated in Panel B of Figure 3.3. As a result, the distribution

of (Ui0, Ui1) for treatment and control respondents defined in (3C.2)-(3C.3) will be different and hence IV-R
33Violations of monotonicity are especially plausible in settings where we have two treatments. For the classical treatment-

control case, a nice example of a violation of monotonicity of response is given in Glennerster and Takavarasha (2013). Suppose
the treatment is a remedial program for public schools targeted toward students that have identified deficiencies in mathematics.
Response in this setting is determined by whether students remain in the public school, which depends on their treatment status
and initial mathematical ability, Vi. On one side, low-achieving students would drop out of school if they are assigned to the
control group, but would remain in school if assigned the treatment. On the other side, parents of high-achieving students in
the treatment group may be induced to switch their children to private schools because they are unhappy with the larger class
sizes, while in the control group those students would remain in the public school. Furthermore, in the context of the LATE
framework, de Chaisemartin (2017) provides several applications where monotonicity is implausible and establishes identification
of a local average treatment effect under an alternative assumption.

34In the multiple treatment case, equal attrition rates are possible without requiring any two response types to have equal
proportions in the population. See Section 3F in the online appendix for a derivation.
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is violated.

A further limitation of the focus on the differential attrition rate test in empirical practice is that we

cannot use it to test IV-P, even in cases where the differential attrition rate test is a valid test of IV-R. For

instance, consider the case in which monotonicity holds and the attrition rates are equal across groups. We

can then identify the ATE-R, since the respondent subpopulation is composed solely of always-responders

as pointed out above. If the researchers are interested in identifying the treatment effect for the study

population, however, they would have to test whether the always-responders are “representative” of the

study population. To do so, one would have to test the restriction of the IV-P assumption in Proposition

5(b.ii).

3.3.4 Implications for Empirical Practice

Our theoretical analysis has multiple implications for empirical practice. For one, it underscores the im-

portance of the object of interest in determining the appropriateness of an attrition test. Hence, explicitly

stating the object of interest, whether it is the ATE-R, ATE, CATE-R or CATE, is important to justify a

particular attrition test.

Our results further clarify the interpretation of attrition tests in the field experiment literature. The

differential attrition rate test, which is implemented in 79% of papers in our review, is not based on a

necessary condition of IV-R, and is not designed to test IV-P. Turning to the selective attrition tests, used

in 60% of the papers, the null hypotheses are largely implications of the IV-R assumption (see Section 3E.2

in the online appendix). The most common version of this test (40% of all papers) uses respondents only;

and hence, it does not exploit all the information in the baseline sample, specifically the attritors. Seventeen

percent of papers do implement a selective attrition test that includes both respondents and attritors,

suggesting that some authors are aware of the value of this information. Several of the null hypotheses they

use, however, do not constitute IV-R or IV-P tests. This is perhaps unsurprising given the wide range of

null hypotheses tested. Although authors do not in general conduct a direct test of IV-P, the inclusion of

respondents and attritors in some selective attrition tests as well as the use of determinants of attrition tests

suggest that some authors are likely interested in internally valid estimates for the study population. As

we discuss in the empirical applications of Section 3.5, our results are promising for field experiments where

treatment effects for the study population are of interest.
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The Role of Covariates

An important question that arises in empirical practice is whether to include covariates in attrition tests.

In our review of field experiments, we find that most authors use covariates in attrition tests regardless of

the design of the study. While we restrict our review to experiments with baseline outcome data, there are

settings where using covariates may be the only way to test attrition bias. In particular, some experiments

target a population for which the baseline outcome always takes on the same value by design (e.g. if a job

training program is targeted to unemployed people and employment is the main outcome). In other field

experiments, baseline outcome data may not be available. We therefore provide a formal discussion of the

role of covariates in attrition tests in this section.

Suppose that there is a set of covariates that are functions of the same determinants as the outcome,

formally

Wit = νt(Uit) for t = 0, 1. (3.3.10)

This definition pins down two types of covariates: (i) covariates that are themselves determinants of the

outcome, i.e. W k
it = U j

it for some k, j, k = 1, . . . , dW , j = 1, . . . , dU , or (ii) “proxy” variables, which are

covariates determined by the same factors as the outcome Yit. If this a priori information is true, the testable

restrictions of the IV-R and IV-P assumptions would be on the joint distribution of Zi0 = (Yi0,W
′
i0)′.35

However, if this a priori information is false, then including covariates may lead to a false rejection of the

identifying assumption in question. In addition, we note that studies that implement the selective attrition

tests on all baseline variables, Zi0 = (Yi0,W
′
i0, X

′
i0)′, are testing the IV-R assumption for all variables in the

survey as opposed to the outcome in question only. This IV-R assumption is a much stronger condition that

may be violated, even if the IV-R assumption for the outcome in question holds.36

Thus, if the baseline survey contains determinants of the outcome or proxy variables (Wi0), then they

can be included in tests of the IV-R or IV-P assumption for the outcome in question. Our results suggest,

however, that the inclusion of covariates that are not determined solely by the same unobservables as the

outcome (Xi0) may lead to false rejection of the IV-R or IV-P assumption. This outcome-specific approach

to including other variables in attrition tests is further supported by our Progresa example, which illustrates

empirically that attrition may affect internal validity differently for two different outcomes collected in the

same survey. Another reason for potential over-rejection of internal validity in the literature is that a
35See Section 3B for details on regression tests for the multivariate case.
36Formally, the IV-R assumption relevant to all variables in the survey is (Ei0, Ei1) ⊥ Ti|Ri, where Zit = ξt(Eit) and

Eit = (U ′
it, η′

it)′. However, the IV-R assumption that ensures identification of treatment effects for the outcome in question is
weaker, since it imposes the conditional random assignment restriction on the unobservables relevant to that outcome only, Uit.
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substantial proportion of the implementation of selective attrition tests consists of individual tests for each

baseline variable without correcting for multiple testing.

The implications of our analysis for empirical practice resonate with existing recommendations in the

literature regarding the random assignment method used to ensure the similarity of treatment and control

groups in terms of baseline observables in a given sample (i.e. “balance"). In seminal work on clinical trials,

Altman (1985) emphasizes that imbalance should only concern the researcher if the variable in question

relates to the outcome. Bruhn and McKenzie (2009) compare different stratified randomization procedures

in terms of their ability to achieve balance. They point to the potential cost of using “irrelevant” variables in

their simulation study and find that baseline outcome is by far the most informative determinant of future

outcomes in various datasets.

Attrition Tests as Identification Tests

Our approach emphasizes that attrition tests are identification tests. While rejection of such tests is clear

evidence against the identifying assumption in question, it is possible to fail to reject such tests when the

assumption is in fact violated. This is because in general we can only test identifying assumptions by

implication. In other words, their testable restrictions are necessary, but not sufficient for the identifying

assumption to hold.37 Figure 3.4 graphically presents this issue. The light gray area represents cases where

the identifying assumption is violated yet the sharp testable restriction holds true.

Figure 3.4 also illustrates that the sharp testable restriction is the strongest testable implication of the

identifying assumption. Basing a test of the identifying assumption on another implication (C) leads to more

cases where the implication holds yet the identifying assumption fails, represented by the dark gray area.

Using sharp testable restrictions eliminates the cases in the dark gray area. The cases in the light gray area,

which are unavoidable in general, complicate the interpretation of non-rejection of any identification test.

Fortunately, our framework allows us to characterize the set of conditions under which this may or may not

be a concern.

For both the IV-R and IV-P assumptions, there is a set of conditions in our setup under which identi-

fication holds if and only if the testable implication holds. These conditions consist of time homogeneity

of the structural function and the unobservable distribution for the different treatment-response subpopu-

lations (Chernozhukov et al., 2013).38 This assumption may be plausible in some field experiments where

researchers do not expect the structural function or the determinants of the outcome to vary between the

baseline and follow-up surveys. To provide a simple example, suppose that the outcome equation is deter-
37In Footnote 28, we elaborate on why the theoretical case where the testable restriction is violated while identification holds

is not empirically relevant in our setting.
38Formally, µ0(d, u) = µ1(d, u) and Ui0|Ti, Ri

d= Ui1|Ti, Ri.
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Figure 3.4: Graphical Illustration of Sharp Testable Restriction
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mined by ability (U1
i ) and the opportunity cost of time (U2

i ), where the super-script is an index for the

unobservables. We assume that both unobservables are time-invariant here to simplify notation. For a more

general example with time-varying variables, see Section 3C.1. Now suppose that ability fulfils the IV-R

assumption (U1
i ⊥ Ti|Ri), whereas the cost of time does not (U2

i ̸⊥ Ti|Ri). If ability and the cost of time

both enter the baseline and follow-up outcomes, for instance,

Yi0 = U1
i + U2

i

Yi1 = U1
i + U2

i + Ti(U1
i + U2

i )

then comparisons between treatment and control respondents at follow-up would not be solely attributable to

the treatment. Baseline outcome data would allow us to detect a violation of internal validity by comparing

treatment and control respondents as well as treatment and control attritors.

Now let us consider a case where baseline outcome data would not help us detect such a violation of

internal validity. This would require baseline outcome to only be a function of ability and not the cost of

time, which only determines the outcome in the follow-up period,

Yi0 = U1
i

Yi1 = U1
i + U2

i + Ti(U1
i + U2

i ).

Since ability fulfils the IV-R assumption, when comparing baseline outcome data of treatment and control

respondents as well as treatment and control attritors, we would not detect any substantial differences
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between these subgroups, even though internal validity is violated.39 While we focus the example on the

IV-R assumption, similar arguments can be made for the IV-P assumption.

A practical implication of our analysis is that when interpreting non-rejection of tests of the IV-R or

IV-P assumptions, practitioners should consider whether the relationship between the outcome and its de-

terminants may have changed over the time span between baseline and follow-up periods.

3.4 Simulation Study

We illustrate the theoretical results in the paper using a numerical study. The simulations examine the

performance of the differential attrition rate test as well as both the mean and distributional tests of the

IV-R and IV-P assumptions.

3.4.1 Simulation Design and Test Statistics

The data-generating process (DGP) is described in Panel A of Table 3.4. We assign individuals to one

of the four response types: always-responders, never-responders, control-only responders, and treatment-

only responders. The unobservables that determine the outcome consist of time-invariant and time-varying

components. We introduce dependence between the unobservables in the outcome equation and potential

response by allowing the means of the time-invariant component to differ for each response type. We also

allow for heterogeneous treatment effects, so that the ATE-R can differ from the ATE.

We conduct simulations using four variants of this simulation design that feature different cases of IV-R

and IV-P as summarized in Panel B of Table 3.4.40 Designs I and II present cases where the differential

rate test would have desirable properties as a test of IV-R.41 Both designs allow for dependence between

the unobservables in the outcome equation and potential response and impose monotonicity in the response

equation by ruling out control-only responders. Design I allows for non-zero proportions of treatment-only

responders and thereby a violation of IV-R. Design II rules out treatment-only responders and, as a result,

we have IV-R, but not IV-P.

Designs III and IV illustrate Examples 1 and 2 in Section 3.3.3, respectively. Design III demonstrates
39An interesting case that we illustrate in Section 3C.1 is that if the cost of time only interacts with the treatment, the

difference in mean outcome between treatment and control respondents identifies an internally valid estimand that is not equal
to the ATE-R.

40We only consider these four designs to keep the presentation clear. However, it is possible to combine different assumptions.
For instance, if we assume p01 = p10 and (Ui0, Ui1) ⊥ (Ri(0), Ri(1)), then we would have equal attrition rates and IV-P. We
can also obtain a design that satisfies exchangeability by assuming δ01 = δ10. If combined with p01 = p10, then we would have
equal attrition rates and IV-R only (Proposition 7(iii)).

41To be precise, in these designs, the differential attrition rate test would have non-trivial power when IV-R is violated while
controlling size when IV-R holds.
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Table 3.4: Simulation Design

Panel A. Data-Generating Process

Outcome: Yit = β1Dit + β2Ditαi + αi + ηit for t = 0, 1
where β1 = β2 = 0.25.

Treatment: Ti
i.i.d.∼ Bernoulli(0.5), Di0 = 0, Di1 = Ti.

Response: Ri = (1 − Ti)Ri(0) + TiRi(1)
where pr0r1 = P ((Ri(0), Ri(1)) = (r0, r1)) for r0, r1 ∈ {0, 1}2 .

Unobservables:


Uit = (αi, ηit)′, t = 0, 1,

αi|Ri(0), Ri(1) i.i.d.∼


N(δ00, 1) if (Ri(0), Ri(1)) = (0, 0),
N(δ01, 1) if (Ri(0), Ri(1)) = (0, 1),
N(δ10, 1) if (Ri(0), Ri(1)) = (1, 0),
N(δ11, 1) if (Ri(0), Ri(1)) = (1, 1).

ηi1 = 0.5ηi0 + ϵi0, (ηi0, ϵi0)′ i.i.d.∼ N(0, 0.5I2)

Panel B. Variants of the Design
Design I II III IV

Monotonicity in the Response Equation Yes Yes Yes No

Equal Attrition Rates No Yes No Yes

IV-R Assumption No Yes Yes No

IV-P Assumption ((Ui0, Ui1) ⊥ Ri) No No Yes No

Notes: For an integer k, Ik denotes a k × k identity matrix. In Designs I and II, we let δ00 = −0.5, δ01 = 0.5,
and δ11 = −(δ00p00 + δ01p01)/p11, such that E[αi] = 0. In Design III, δr0r1 = 0 for all (r0, r1) ∈ {0, 1}2,
which implies Uit ⊥ (Ri(0), Ri(1)) for t = 0, 1. In Design IV, δ00 = −0.5, δ01 = −δ10 = 0.25, and δ11 =
−(δ00p00 + δ01p01 + δ10p10)/p11. As for the proportions of the different subpopulations, in Designs I-III, we let
p00 = P (Ri = 0|Ti = 1), p01 = P (Ri = 0|Ti = 0) − P (Ri = 0|Ti = 1), and p11 = 1 − p00 − p01, whereas in Design
IV, we fix p10 = p01, p00 = p10/4, and P (Ri = 0|Ti = 0) = p00 + p10.
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a setting in which we have differential attrition rates and IV-P. It imposes monotonicity and differential

attrition rates as in Design I, but allows the unobservables in the outcome equation and potential response

to be independent. Finally, Design IV follows Example 2 in demonstrating a case in which there are equal

attrition rates and a violation of internal validity. Here, we allow for a violation of monotonicity and

dependence between the unobservables in the outcome equation and potential response. We impose that the

proportion of treatment-only and control-only responders is identical and, as a result, the design features

equal attrition rates.

In all four designs, we chose a range of attrition rates from the results of our review of the empirical

literature (see Figure 3.1). Specifically, we allow for attrition rates in the control group from 5% to 30%, and

differential attrition rates from zero to ten percentage points. To illustrate the implication of the designs for

estimated mean effects, we report the simulation mean and standard deviation of the estimated difference

in mean outcomes for the treatment and control respondents in the follow-up period (Ȳ T R
1 − Ȳ CR

1 ).

The primary goal of our simulation analysis is to compare the performance of the differential attrition

rate test as well as the mean and distributional IV-R and IV-P tests using a 5% level of significance. The

differential attrition rate test is a two-sample t-test of the equality of attrition rates between the treatment

and control group, P (Ri = 0|Ti) = P (Ri = 0). The hypotheses of the mean IV-R and IV-P tests (denoted

with an M subscript) are given by:

Yi0 = γ11TiRi + γ01(1 − Ti)Ri + γ10Ti(1 −Ri) + γ00(1 − Ti)(1 −Ri) + ϵi (3.4.1)

H1,1
0,M : γ10 = γ00, (CR-TR)

H1,2
0,M : γ11 = γ01, (CA-TA)

H1
0,M : γ10 = γ00 & γ11 = γ01, (IV -R) (3.4.2)

H2
0,M : γ11 = γ01 = γ10 = γ00, (IV -P ) (3.4.3)

H1,1
0,M (H1,2

0,M) tests the significance of mean differences between the treatment and control respondents

(attritors) only. These two hypotheses are similar to widely used tests in the literature and are both

implications of the IV-R assumption. H1
0,M (H2

0,M) are the hypotheses of the mean IV-R (IV-P) tests in

Section 3.3.2, which we implement using Wald statistics and asymptotic χ2 critical values. To implement

the distributional IV-R and IV-P tests, we use Kolmogorov-Smirnov-type (KS) statistics of their respective

hypotheses,

H1
0 : Yi0|Ti, Ri = r

d= Yi0|Ri = r, for r = 0, 1, (3.4.4)
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H2
0 : Yi0|Ti, Ri

d= Yi0. (3.4.5)

We formally define the KS statistics for the above hypotheses in Section 3A.1, where we also describe the

randomization procedures we use to obtain their p-values.

3.4.2 Simulation Results

Table 3.5 reports simulation rejection probabilities for the differential attrition rate test as well as the

mean and distributional tests of the IV-R and IV-P assumptions for Designs I-IV. First, we consider the

performance of the differential attrition rate test. Columns 1 through 3 of Table 3.5 report the simulation

mean of the attrition rates for the control (C) and treatment (T ) groups as well as the probability of rejecting

a differential attrition rate test. Designs I and II, which obey monotonicity and allow for dependence between

the unobservables in the outcome equation and potential response, illustrate the typical cases in which the

differential attrition rate test can be viewed as a test of IV-R. In Design I, where internal validity is violated,

the test rejects above 5%, while in Design II, where IV-R holds, the test controls size. Designs III and IV,

on the other hand, illustrate the concerns we raise regarding the use of the differential attrition rate test as

a test of IV-R. In Design III, the differential attrition rate test rejects at a frequency higher than 5% simply

because the attrition rates are different even though IV-P holds. In Design IV, however, the differential

attrition rate test does not reject above 5% when internal validity is violated because attrition rates are

equal.

Next, we examine the performance of the IV-R tests, which are given in Columns 4 through 7 of Table

3.5. As expected, where IV-R holds (Designs II and III), the tests control size. Similarly, where IV-R is

violated (Designs I and IV), the tests reject above 5%. In general, the relative power of the test statistics may

differ depending on the DGP. In our simulation design, however, the rejection probabilities of the attritors-

only test (CA-TA) and the joint tests (Mean and KS) are significantly higher than the test based on the

difference between the treatment and control respondents (CR-TR).42

The test statistics of the IV-P assumption (Columns 8 and 9 in Table 3.5) also behave according to our

theoretical predictions. In Designs I, II and IV, where there is dependence between the unobservables in the

outcome equation and potential response, the IV-P test rejects above 5%. Of particular interest is Design

II, since internal validity holds for the respondents, but not for the population (i.e. IV-R holds, but IV-P

does not). Thus, although the IV-P test does reject, the IV-R test does not reject above 5%. In this case,

the difference in mean outcomes between treatment and control respondents (i.e. the estimated treatment
42This may be because the treatment-only responders are proportionately larger in the control attritor subgroup than in the

treatment respondent subgroup.
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effect) is not unbiased for the ATE (0.25), but it is internally valid for the respondents. In Design III, which

is the only design where IV-P holds, both the mean and KS tests control size. Examining the difference in

mean outcomes between treatment and control respondents at follow-up in this design, we find that it is

unbiased for the ATE across all combinations of attrition rates.

Overall, the simulation results illustrate the limitations of the differential attrition rate test and show that

the tests of the IV-R and IV-P assumptions we propose behave according to our theoretical predictions. For

a more thorough numerical analysis of the finite-sample behavior of the Kolmogorov-Smirnov and Cramer-

von-Mises statistics, see Section 3H in the online appendix.

3.5 Empirical Applications

To complement our simulation analysis, we apply the proposed tests of attrition bias to five published field

experiments. The data comes from field experiments with both high attrition rates and publicly available

data that includes attritors.43 Thus, the exercise is not intended to draw inference about implications of

applying various attrition tests to a representative sample of published field experiments. In addition, field

experiments that are published in prestigious journals may not to be representative of all field experiment

data, especially if perceptions of attrition bias had an impact on publication.

3.5.1 Implementation of Attrition Tests

Across the five selected articles included in this exercise, we conduct attrition tests for a total of 33 outcomes.

This includes all outcomes with baseline data that are reported in the abstracts as well as all other unique

outcomes with baseline data.44 For each outcome included in this exercise, the appropriate attrition test

depends on the type of outcome and the approach to randomization used in the experiment. For fully

randomized experiments, we apply the tests of the IV-R and IV-P assumptions in Proposition 5. For stratified

experiments, we instead apply the tests of the assumptions in Proposition 6.45 For binary outcomes and

also for all outcomes from clustered experiments, we apply regression-based mean tests (see Section 3B). For

continuous outcomes in non-clustered experiments, we report p-values of the KS distributional tests using

the appropriate randomization procedure.46 For all tests, the results are presented in a way that is designed
43We selected the articles with the five highest attrition rates for which the data required to implement the attrition tests is

available (see Section 3D.2 in the online appendix for details).
44If the article reports results separately by wave, we report attrition tests for each wave of a given outcome. We did not,

however, report results for each heterogeneous treatment effect unless those results were reported in the abstract.
45When the number of strata in the experiment is larger than ten, we conduct a test with strata fixed effects only as

opposed to the fully interacted regression in Section 3B in order to avoid high dimensional inference issues. Under the null, this
specification is an implication of the sharp testable restrictions proposed in Proposition 6.

46We apply the Dufour (2006) randomization procedure to accommodate the possibility of ties.
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to preserve the anonymity of the results and papers. Thus, attrition rates are presented as ranges, the results

are not linked to specific articles, and we randomize the order of the outcomes such that they are not listed

by paper.

In addition to applying our proposed attrition tests, we also consider how those tests might compare

to other approaches. Thus, we apply a version of the tests commonly used in the literature to the data,

including: the differential attrition rate test, the IV-R test using the respondent subsample only, and the

IV-R test using the attritor subsample only. We use the same approaches to handling stratification and

continuous outcomes in all three IV-R tests to ensure they are directly comparable, but that also means

that we do not necessarily replicate the exact tests that are used in the articles from which we drew data

for this exercise. Instead, we indicate whether authors’ attrition tests reject for the outcomes for which they

are available.

In keeping with our findings from Section 3.2, there is heterogeneity in the application of attrition tests

across these articles. Two of the articles only report a differential attrition rate test, one article only reports

a selective attrition test and two report both. The differential attrition rate test used by authors is based on

survey-level attrition rates. As for the selective attrition test, each of the three articles that conducts such a

test relies on a different implementation. One article uses a selective attrition test that neither constitutes

an IV-R nor an IV-P test. The two other articles examine experiments that are randomized within strata.

One article includes strata fixed effects in its selective attrition test in line with the IV-R tests implied by

our analysis, whereas the other does not, and thus does not account for the stratification of the experimental

design.

3.5.2 Results of the Empirical Applications

Our IV-R and IV-P test results reported in Table 3.6 have promising implications for the internal validity

of randomized experiments. The joint IV-R test does not reject for any of the 33 outcomes at the 5% level.

The IV-R tests using only respondents or attritors yield the same conclusion for all outcomes. Although

there is often a substantial difference in the p-values for these two simple tests relative to the joint test for

a given outcome, there is no consistent pattern in the direction of those differences. The IV-P test also

does not reject the IV-P assumption at the 5% level for 26 out of the 33 outcomes (28 when accounting for

multiple hypothesis testing).47 While keeping in mind the usual caveats regarding the power of any test

in finite samples, our results suggest that a researcher interested in treatment effects for the respondent

subpopulation would not reject the relevant identifying assumption for any of the outcomes in our analysis,
47Although the number of outcomes from a given field experiment varies widely, the results are not driven by any one

experiment or type of outcome.
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even when exploiting all the information in the baseline sample (i.e. respondents and attritors). It is

particularly notable that, for a majority of the outcomes we consider, a researcher would also not reject the

identifying assumption that ensures the identification of the treatment effects for the study population.

Given its wide use in empirical practice, we also implement the differential attrition rate test. Using

outcome-level attrition rates, we reject the null hypothesis of equal attrition rates at the 5% level for 9 of 33

outcomes (3 outcomes after correcting for multiple hypothesis testing).48 For all 9 outcomes, the differential

attrition rate test rejects the null hypothesis at the 5% level, whereas the IV-P assumption is not rejected at

the 5% level using our test. These empirical cases are consistent with the testable implications of Example 1.

Thus, according to our theoretical analysis, a researcher using the differential attrition rate test may falsely

reject not only IV-R but also IV-P for these outcomes.

Next, we consider the results of the attrition tests reported by the authors (Table 3.6). The authors

report a differential attrition rate test that is relevant to 30 out of the 33 outcomes and a selective attrition

test for 8 outcomes. The reported differential attrition rate tests are rejected at the 5% level for 23 outcomes.

The higher frequency of rejections of the authors’ differential attrition rate test relative to ours is driven

by their use of survey-level, as opposed to outcome-level, attrition rates. In the three articles in which the

authors conduct a selective attrition test, they largely do not find evidence of selective attrition. They do,

however, reject their version of the test at the 10% level for 2 of the 8 outcomes.

When we compare our test results with the authors’, we note several differences. While we do not reject

the IV-R assumption for any of the outcomes we consider, the authors reject their survey-level differential

attrition rate test for 23 outcomes. Once we account for outcome-level attrition, we only reject equal attrition

rates for 9 outcomes. As we note above, in all of these cases, our IV-P (or IV-R) test does not reject, which

suggests that the differential attrition rate test is likely falsely rejecting internal validity for these outcomes.

In addition, authors do not consistently account for the stratification of the experimental design in their

selective attrition test, which may lead to a false rejection of internal validity.49 Furthermore, one of the

selective attrition tests used in the articles we examine does not constitute an IV-R or IV-P test. One

limitation in comparing our results with the authors’ is that, since they do not state their object of interest,

it is not clear whether they intend to test for IV-R or IV-P.

Thus, we draw several conclusions from this empirical exercise. Our analysis illustrates that the differen-
48The relatively high differential attrition rates we find in this exercise are perhaps not surprising, given that overall attrition

rates and differential attrition rates seem to be correlated, and these outcomes have fairly high attrition rates (McKenzie, 2019).
49To provide a simple example, consider a case where there are two strata (men and women). For simplicity, assume all

men respond in the follow-up period. Now suppose 10% (5%) of women in the control (treatment) group do not respond to
the follow-up survey, but the unobservables that affect outcome are independent of response. As a result, the treatment and
control respondents consist of different proportions of men and women. It follows that, even though women in the different
treatment-response subgroups have the same mean baseline outcome, the pooled treatment and control respondents may differ
in that regard. Thus, a regression-based IV-R test that does not account for the stratification may falsely reject internal validity.
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tial attrition rate test may lead to over-rejection of internal validity in practice. Furthermore, our empirical

analysis highlights the disadvantages of the lack of consensus in empirical practice. Selective attrition tests

are not universally implemented. The heterogeneity in the implementation of selective attrition tests could

lead empirical researchers to unnecessarily question the internal validity of their study. In contrast, for all

outcomes we consider, the results of our proposed joint IV-R test would not reject the identifying assumption

that allows them to interpret their treatment effects as internally valid for the respondent subpopulation.

If researchers were interested in the study population, our IV-P test results suggest that the data do not

reject the identifying assumption in question for the majority of the outcomes in this exercise. Building

on the Progresa example, our empirical exercise provides several additional cases where attrition impacts

outcomes in the same experiment differently. These findings further highlight the advantages of our testing

framework that allows the empirical researcher to align their attrition testing procedure with the outcome

and population of interest.

3.6 Conclusion

This paper presents the problem of testing attrition bias in field experiments with baseline outcome data as

an identification problem in a panel model. The proposed tests are based on the sharp testable restrictions

of the identifying assumptions of the specific object of interest: either the average treatment effect for the

respondents, the average treatment effect for the study population or a heterogeneous treatment effect. This

study also provides theoretical conditions under which the differential attrition rate test, a widely used test,

may not control size as a test of internal validity. The theoretical analysis has important implications for

current empirical practice in testing attrition bias in field experiments. It also highlights that the majority of

testing procedures used in the empirical literature have focused on the internal validity of treatment effects

for the respondent subpopulation. The theoretical and empirical results, however, suggest that the treatment

effects of the study population are important and possibly attainable in practice.

While this paper is a step forward toward understanding current empirical practice and establishing a

standard in testing attrition bias in field experiments, it opens several questions for future research. Despite

the availability of several approaches to correct for attrition bias (Lee, 2009; Huber, 2012; Behagel et al., 2015;

Millán and Macours, 2019), alternative approaches that exploit the information in baseline outcome data

as in the framework here may require weaker assumptions and hence constitute an important direction for

future work. The extension of the analysis in this paper to the problem of attrition in the presence of partial

compliance is another interesting direction. Furthermore, several practical aspects of the implementation of

the proposed test may lead to pre-test bias issues. For instance, the proposed tests may be used in practice
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to inform whether an attrition correction is warranted or not in the empirical analysis. Empirical researchers

may also be interested in first testing the identifying assumption for treatment effects for the respondent

subpopulation and then testing their validity for the entire study population. Inference procedures that

correct for these and other pre-test bias issues are a priority for future work.

Finally, this paper has several policy implications. Attrition in a given study is often used as a metric

to evaluate the study’s reliability to inform policy. For instance, What Works Clearinghouse, an initiative of

the U.S. Department of Education, has specific (differential) attrition rate standards for studies (IES, 2017).

Our results indicate an alternative approach to assessing potential attrition bias. Furthermore, questions

regarding external validity of treatment effects measured from field experiments are especially important

from a policy perspective. This paper points to the possibility that in the presence of response problems, the

identified effect in a given field experiment may only be valid for the respondent subpopulation, and hence

may not identify the ATE for the study population. This is an important issue to consider when synthesizing

results of field experiments to inform policy.
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3A Randomization Tests of Internal Validity

We present randomization procedures to test the IV-R and IV-P assumptions for completely and stratified

randomized experiments. The proposed procedures approximate the exact p-values of the proposed distri-

butional statistics under the cross-sectional i.i.d. assumption when the outcome distribution is continuous.50

They can also be adapted to accommodate possibly discrete or mixed outcome distributions, which may

result from rounding or censoring in the data collection, by applying the procedure in Dufour (2006). In

this section, we focus on distributional statistics for the testable restrictions on the baseline outcome as

in Propositions 5 and 6. The randomization procedures we propose, however, can be applied to test joint

distributional hypotheses that include covariates as in Section 3.3.4.

We first outline a general randomization procedure that we adapt to the different settings we consider.51

Given a dataset Z and a statistic Tn = T (Z) that tests a null hypothesis H0, we use the following procedure

to provide a stochastic approximation of the exact p-value for the test statistic Tn exploiting invariant

transformations g ∈ G0 (Lehmann and Romano, 2005, Chapter 15.2). Specifically, the transformations

g ∈ G0 satisfy Z d= g(Z) under H0 only.

Procedure 1. (Randomization)

1. For gb, which is i.i.d. Uniform(G0), compute T̂n(gb) = T (gb(Z)),

2. Repeat Step 1 for b = 1, . . . , B times,

3. Compute the p-value, p̂n,B = 1
B+1

(
1 +

∑B
b=1 1{T̂n(gb) ≥ Tn}

)
.

A test that rejects when p̂n,B ≤ α is level α for any B (Lehmann and Romano, 2005, Chapter 15.2).

In our application, the invariant transformations in G0 consist of permutations of individuals across certain

subgroups in our data set. The subgroups are defined by the combination of response and treatment in the

case of completely randomized trials, and all the combinations of response, treatment, and stratum in the

case of trials that are randomized within strata.

3A.1 Completely Randomized Trials

The testable restriction of the IV-R assumption, stated in Proposition 5(a.ii), implies that the distribution of

baseline outcome is identical for treatment and control respondents as well as treatment and control attritors.
50We maintain the cross-sectional i.i.d. assumption to simplify the presentation. The randomization procedures proposed

here remain valid under weaker exchangeability-type assumptions.
51See Lehmann and Romano (2005); Canay et al. (2017) for a more detailed review.
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Thus, the joint hypothesis is given by

H1
0 : FYi0|Ti=0,Ri=r = FYi0|Ti=1,Ri=r for r = 0, 1. (3A.1)

The general form of the distributional statistic for each of the equalities in the null hypothesis above is

T 1
n,r =

∥∥√
n
(
Fn,Yi0|Ti=0,Ri=r − Fn,Yi0|Ti=1,Ri=r

)∥∥ for r = 0, 1,

where for a random variable Xi, Fn,Xi
denotes the empirical cdf, i.e. the sample analogue of FXi

, and ∥.∥

denotes some non-random or random norm. Different choices of the norm give rise to different statistics.

For instance, the KS and CM statistics are the most widely known and used. The former is obtained by

using the L∞ norm over the sample points, i.e. ∥f∥n,∞ = maxi |f(yi)|, whereas the latter is obtained by

using an L2 norm, i.e. ∥f∥n,2 =
∑n

i=1 f(yi)2/n. In order to test the joint hypothesis in (3A.1), the two

following statistics that aggregate over T 1
n,r for r = 0, 1 are standard choices in the literature (Imbens and

Rubin, 2015),52

T 1
n,m = max{T 1

n,0, T
1
n,1},

T 1
n,p = pn,0T

1
n,0 + pn,1T

1
n,1, where pn,r =

n∑
i=1

1{Ri = r}/n for r = 0, 1.

The joint KS statistic we use to test H1
0 in the simulation and empirical section is given by

KS1
n,m = max{KS1

n,0,KS
1
n,1},where for r = 0, 1

KS1
n,r = max

i:Ri=r

∣∣√n (Fn,Yi0(yi0|Ti = 1, Ri = r) − Fn,Yi0(yi0|Ti = 0, Ri = r))
∣∣ . (3A.2)

Let G1
0 denote the set of all permutations of individual observations within respondent and attritor

subgroups, for g ∈ G1
0 , g(Z) = {(Yi0, Tg(i), Rg(i)) : Rg(i) = Ri, 1 ≤ i ≤ n}. Under H1

0 and the cross-sectional

i.i.d. assumption, Z d= g(Z) for g ∈ G1
0 . Hence, we can obtain p-values for T 1

n,m and T 1
n,p under H1

0 by

applying Procedure 1 using the set of permutations G1
0 .

We now consider testing the restriction of the IV-P assumption stated in Proposition 5(b.ii). This

restriction implies that the distribution of the baseline outcome variable is identically distributed across all

four subgroups defined by treatment and response status. Let (Ti, Ri) = (τ, r), where (τ, r) ∈ T × R =

{(0, 0), (0, 1), (1, 0), (1, 1)} and (τj , rj) denote the jth element of T × R. Then, the joint hypothesis is given
52There are other possible approaches to construct joint statistics. We compare the finite-sample performance of the two

joint statistics we consider numerically in Section 3H of the online appendix.
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wlog by

H2
0 : FYi0|Ti=τj ,Ri=rj

= FYi0|Ti=τj+1,Ri=rj+1 for j = 1, . . . , |T × R| − 1. (3A.3)

In this case, the two statistics that we propose to test the joint hypothesis are:

T 2
n,m = max

j=1,...,|T ×R|−1

∥∥√
n
(
Fn,Yi0|Ti=τj ,Ri=rj

− Fn,Yi0|Ti=τj+1,Ri=rj+1

)∥∥ ,
T 2

n,p =
|T ×R|−1∑

j=1
wj

∥∥√
n
(
Fn,Yi0|Ti=τj ,Ri=rj

− Fn,Yi0|Ti=τj+1,Ri=rj+1

)∥∥
for some fixed or data-dependent non-negative weights wj for j = 1, . . . , |T × R| − 1. In the simulation and

empirical sections, we use the following KS statistic to test H2
0

KS2
n = max

j=1,2,3
KS2

n,j , where (3A.4)

KS2
n,j = max

i

∣∣√n (Fn,Yi0(yi0|Ti = τj , Ri = rj) − Fn,Yi0(yi0|Ti = τj+1, Ri = rj+1))
∣∣ .

and {τj , rj} is the jth element of T × R = {(0, 0), (0, 1), (1, 0), (1, 1)}.

Under H2
0 and the cross-sectional i.i.d. assumption, any random permutation of individuals across the

four treatment-response subgroups will yield the same joint distribution of the data. Specifically, for g ∈ G2
0 ,

g(Z) = {(Yi0, Tg(i), Rg(i)) : 1 ≤ i ≤ n}. We can hence apply Procedure 1 using G2
0 to obtain approximately

exact p-values for the statistic T 2
n,m or T 2

n,p under H2
0 .

3A.2 Stratified Randomized Trials

As pointed out in Section 3.3.2, the testable restrictions in the case of stratified or block randomized trials

(Proposition 6) are conditional versions of those in the case of completely randomized trials (Proposition 5).

Thus, in what follows we lay out the conditional versions of the null hypotheses, the distributional statistics,

and the invariant transformations presented in Section 3A.1.

We first consider the restriction in Proposition 6(a.ii), which yields the following null hypothesis

H1,S
0 : FYi0|Ti=0,Si=s,Ri=r = FYi0|Ti=1,Si=s,Ri=r for r = 0, 1, s ∈ S. (3A.5)

To obtain the test statistics for the joint hypothesis H1,S
0 , we first construct test statistics for a given s ∈ S,

T 1,S
n,m,s = max

r=0,1

∥∥√
n
(
Fn,Yi0|Ti=0,Si=s,Ri=r − Fn,Yi0|Ti=1,Si=s,Ri=r

)∥∥ ,
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T 1,S
n,p,s =

∑
r=0,1

pr|s
n

∥∥√
n
(
Fn,Yi0|Ti=0,Si=s,Ri=r − Fn,Yi0|Ti=1,Si=s,Ri=r

)∥∥ ,
where pr|s

n =
∑n

i=1 1{Ri = r, Si = s}/
∑n

i=1 1{Si = s}. We then aggregate over each of those statistics to

get

T 1,S
n,m = max

s∈S
T 1,S

n,m,s,

T 1,S
n,p =

∑
s∈S

ps
nT

1,S
n,p,s, where ps

n =
n∑

i=1
1{Si = s}/n for s ∈ S.

In this case, the invariant transformations under H1,S
0 are the ones where n elements are permuted within

response-strata subgroups. Formally, for g ∈ G1,S
0 , g(Z) = {(Yi0, Tg(i), Sg(i), Rg(i)) : Sg(i) = Si, Rg(i) =

Ri, 1 ≤ i ≤ n}, where Z = {(Yi0, Ti, Si, Ri) : 1 ≤ i ≤ n}. Under H1,S
0 and the cross-sectional i.i.d. assumption

within strata, Z d= g(Z) for g ∈ G1,S
0 . Hence, using G1,S

0 , we can obtain p-values for T 1,S
n,m and T 1,S

n,p under

H1,S
0 .

We now consider testing the restriction in Proposition 6(b.ii). The resulting null hypothesis is given wlog

by the following

H2,S
0 : FYi0|Ti=τj ,Si=s,Ri=rj

= FYi0|Ti=τj+1,Si=s,Ri=rj+1 for j = 1, . . . , |T × R| − 1, s ∈ S. (3A.6)

To obtain the test statistics for the joint hypothesis H2,S
0 , we first construct test statistics for a given s ∈ S,

T 2,S
n,m,s = max

j=1,...,|T ×R|−1

∥∥√
n
(
Fn,Yi0|Ti=τj ,Si=s,Ri=rj

− Fn,Yi0|Ti=τj+1,Si=s,Ri=rj+1

)∥∥ ,
T 2,S

n,p,s =
|T ×R|−1∑

j=1
wj,s

∥∥√
n
(
Fn,Yi0|Ti=τj ,Si=s,Ri=rj

− Fn,Yi0|Ti=τj+1,Si=s,Ri=rj+1

)∥∥ ,
given fixed or random non-negative weights wj,s for j = 1, . . . , |T × R| − 1 and s ∈ S. We then aggregate

over each of those statistics to get

T 2,S
n,m = max

s∈S
T 2,S

n,m,s,

T 2,S
n,p =

∑
s∈S

wsT
2,S
n,p,s,

given fixed or random non-negative weights ws for s ∈ S.

Under the above hypothesis and the cross-sectional i.i.d. assumption within strata, the distribution of

the data is invariant to permutations within strata, i.e. for g ∈ G2,S
0 , g(Z) = {(Yi0, Tg(i), Sg(i), Rg(i)) : Sg(i) =
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Si, 1 ≤ i ≤ n}. Thus, applying Procedure 1 to T 2,S
n,m or T 2,S

n,p using G2,S
0 yields approximately exact p-values

for these statistics under H2,S
0 .

In practice, it may be possible that response problems could lead to violations of internal validity in some

strata but not in others. If that is the case, it may be more appropriate to test interval validity for each

stratum separately. Recall that when the goal is to test the IV-R assumption, the stratum-specific hypothesis

is H1,s
0 : FYi0|Ti=0,Si=s,Ri=r = FYi0|Ti=1,Si=s,Ri=r for r = 0, 1. Hence, for each s ∈ S, one can use G1,S

0 in

the above procedure to obtain p-values for T 1,S
n,m,s and T 1,S

n,p,s, and then perform a multiple testing correction

that controls either family-wise error rate or false discovery rate. We can follow a similar approach when

the goal is to test the IV-P assumption conditional on stratum.

The aforementioned subgroup-randomization procedures split the original sample into respondents and

attritors or four treatment-response groups. This approach does not directly extend to cluster randomized

experiments.53 Given the widespread use of regression-based tests in the empirical literature, we illustrate

how to test the mean implications of the distributional restrictions of the IV-R and IV-P assumptions using

regressions for completely, cluster, and stratified randomized experiments in Section 3B.

3B Regression Tests of Internal Validity

In this section, we show how to implement the mean IV-R and IV-P tests using regression-based procedures.

In completely and cluster randomized experiments, the null hypothesis of the IV-R test (H1
0,M) consists of

the equality of means across treatment and control responders as well as treatment and control attritors.

Meanwhile, the null hypothesis of the IV-P test (H2
0,M) consists of the equality of means across all treat-

ment/respondent subgroups. In the stratified randomization case, the null hypotheses of the IV-R and IV-P

tests consist of analogous restrictions within strata, H1,S
0,M and H2,S

0,M, respectively. Here, we present these

hypotheses as joint restrictions on linear regression coefficients, which are straightforward to test using the

appropriate standard errors. The Stata ado file to implement those regression-based tests is available at

https://github.com/daghanem/ATTRITIONTESTS.
53To test the distributional restrictions for cluster randomized experiments, the bootstrap-adjusted critical values for the KS

and CM-type statistics in Ghanem (2017) can be implemented.
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3B.1 Completely and Cluster Randomized Experiments

If the experiment is completely or cluster randomized and Yi0 is the baseline outcome, the practitioner may

implement one of two equivalent approaches to conducting the mean tests. The first approach is given by:

Yi0 = γ11TiRi + γ01(1 − Ti)Ri + γ10Ti(1 −Ri) + γ00(1 − Ti)(1 −Ri) + ϵi

H1
0,M : γ11 = γ01 & γ10 = γ00,

H2
0,M : γ11 = γ01 = γ10 = γ00.

The second approach allows for an intercept in the regression, which captures the mean baseline outcome

for the control attritors:

Yi0 = α+ β01Ri + β10Ti + β11TiRi + ϵi

H1
0,M : β10 = β11 = 0,

H2
0,M : β01 = β10 = β11 = 0.

In some cases, the practitioner may have collected baseline data on determinants of (or proxies for)

the outcome of interest, Wi0 (as defined in Equation 3.3.10). If the practitioner chooses to include these

determinants in testing for attrition bias, the regression-based procedure should test the joint hypotheses

across the baseline outcome (if available) and the dW baseline covariates that are relevant for such outcome,

i.e. Zi0 = (Yi0,W
′
i0)′, ∀j = 1, . . . , (dW + 1).

Zj
i0 = γj

11TiRi + γj
01(1 − Ti)Ri + γj

10Ti(1 −Ri) + γj
00(1 − Ti)(1 −Ri) + ϵi

H1
0,M : γj

11 = γj
01 & γj

10 = γj
00 ∀ j = 1, . . . , (dW + 1)

H2
0,M : γj

11 = γj
01 = γj

10 = γj
00 ∀ j = 1, . . . , (dW + 1)

As in the univariate case above, the null hypotheses in this multivariate case can also be tested using

the specification that inlcudes an intercept. Note that if the researcher is interested instead in testing across

multiple outcomes we recommend testing these individually rather than jointly (as in Section 3.3.1), while

accounting for multiple testing.

120



3B.2 Stratified Randomized Experiments

As in Section 3B.1, we again present two equivalent formulations of the tests for stratified experiments. In

these fully saturated models, the null hypotheses test the equality of means within strata. The first version

of the test is given by:

Yi0 =
∑
s∈S

[γs
11TiRi + γs

10Ti(1 −Ri) + γs
01(1 − Ti)Ri + γs

00(1 − Ti)(1 −Ri)] 1{Si = s} + ϵi

Hence, for s ∈ S,

H1,S
0,M : γs

11 = γs
01 & γs

10 = γs
00, for all s ∈ S,

H2,S
0,M : γs

11 = γs
01 = γs

10 = γs
00, for all s ∈ S.

In this case, the equivalent formulation uses a model with strata fixed effects and strata-specific coeffi-

cients,

Yi0 =
S∑

s=1
{αs + βs

01Ri + βs
10Ti + βs

11TiRi} 1{Si = s} + ϵi

H1,S
0,M : βs

10 = βs
11 = 0, for all s ∈ S,

H2,S
0,M : βs

01 = βs
10 = βs

11 = 0, for all s ∈ S.

When the number of strata is large, however, testing the equality of means across groups within each stra-

tum may result in high-dimensional inference issues. In that case, practitioners can instead test implications

of H1,S
0,M and H2,S

0,M as follows:

Yi0 =
S∑

s=1
(αs + βs

01Ri)1{Si = s} + π10Ti + π11TiRi + ϵi

H1′,S
0,M : π10 = π11 = 0,

Yi0 =
S∑

s=1
αs1{Si = s} + π01Ri + π10Ti + π11TiRi + ϵi

H2′,S
0,M : π01 = π10 = π11 = 0.

If the practitioner chooses to include baseline covariates for a stratified experiment, as in Section 3B.1,

she should test the joint hypotheses across the baseline outcome and all relevant baseline covariates.
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3C Proofs

Proof. (Proposition 5)

(a) Under the assumptions imposed it follows that FUi0,Ui1|Ti,Ri
= FUi0,Ui1|Ri

, which implies that for d = 0, 1,

FYit(d)|Ti,Ri
=
∫

1{µt(d, u) ≤ .}dFUit|Ti,Ri
(u) =

∫
1{µt(d, u) ≤ .}dFUit|Ri

(u) = FYit(d)|Ri
for t = 0, 1. (i)

follows by letting t = 1 and d = 0, while conditioning the left-hand side of the last equation on Ti = 0 and

Ri = 1, and the testable implication in (ii) follows by letting t = d = 0.

Following Hsu et al. (2019), we show that the testable restriction is sharp by showing that if

(Yi0, Yi1, Ti, Ri) satisfy Yi0|Ti = 0, Ri = r
d= Yi0|Ti = 1, Ri = r for r = 0, 1, then there exists (Ui0, Ui1)

such that Yit(d) = µt(d, Uit) for some µt(d, .) for d = 0, 1 and t = 0, 1, and (Ui0, Ui1) ⊥ Ti|Ri that gen-

erate the observed distributions. By the arbitrariness of Uit and µt, we can let Uit = (Yit(0), Yit(1))′ and

µt(d, Uit) = dYit(1) + (1 − d)Yit(0) for d = 0, 1, t = 0, 1. Note that Yi0 = Yi0(0) since Di0 = 0 w.p.1. Now

we need to construct a distribution of Ui = (U ′
i0, U

′
i1) that satisfies

FUi|Ti,Ri
≡ FYi0(0),Yi0(1),Yi1(0),Yi1(1)|Ti,Ri

= FYi0(0),Yi0(1),Yi1(0),Yi1(1)|Ri

as well as the relevant equalities between potential and observed outcomes. We proceed by first constructing

the unobservable distribution for the respondents. By setting the appropriate potential outcomes to their

observed counterparts, we obtain the following equalities for the distribution of Ui for the treatment and

control respondents

FUi|Ti=0,Ri=1 = FYi0(0),Yi0(1),Yi1(0),Yi1(1)|Ti=0,Ri=1 = FYi0(1),Yi1,Yi1(1)|Yi0,Ti=0,Ri=1FYi0|Ti=0,Ri=1

FUi|Ti=1,Ri=1 = FYi0(1),Yi1(0),Yi1|Yi0,Ti=1,Ri=1FYi0|Ti=1,Ri=1

By construction, FYi0|Ti,Ri=1 = FYi0|Ri=1. Now generating the two distributions above using

FYi0(1),Yi1(0),Yi1(1)|Yi0,Ti,Ri=1 which satisfies FYi0(1),Yi1,Yi1(1)|Yi0,Ti=0,Ri=1 = FYi0(1),Yi1(0),Yi1|Yi0,Ti=1,Ri=1

yields Ui ⊥ Ti|Ri = 1 and we can construct the observed outcome distribution (Yi0, Yi1)|Ri = 1 from

Ui|Ri = 1.

The result for the attritor subpopulation follows trivially from the above arguments,

FUi|Ti=0,Ri=0 = FYi0(1),Yi1(0),Yi1(1)|Yi0,Ti=0,Ri=0FYi0|Ti=0,Ri=0,

FUi|Ti=1,Ri=0 = FYi0(1),Yi1(0),Yi1(1)|Yi0,Ti=1,Ri=0FYi0|Ti=1,Ri=0,
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Since FYi0|Ti,Ri=0 = FYi0|Ri=0 by construction, it remains to generate the two distributions above using the

same FYi0(1),Yi1(0),Yi1(1)|Yi0,Ri=0. This leads to a distribution of Ui|Ri = 0 that is independent of Ti and that

generates the observed outcome distribution Yi0|Ri = 0.

(b) Under the given assumptions, it follows that FUi0,Ui1|Ti,Ri
= FUi0,Ui1|Ti

= FUi0,Ui1 where the last

equality follows by random assignment. Similar to (a), the above implies that for d = 0, 1 and t = 0, 1,

FYit(d)|Ti,Ri
=
∫

1{µt(d, u) ≤ .}dFUit|Ti,Ri
(u) =

∫
1{µt(d, u) ≤ .}dFUit(u) = FYit(d). (i) follows by letting

t = 1, while conditioning the left-hand side of the last equation on Ti = τ and Ri = 1 for d = τ and τ = 0, 1,

whereas (ii) follows by letting d = t = 0 while conditioning on Ti = τ and Ri = r for τ = 0, 1, r = 0, 1.

To show that the testable restriction is sharp, it remains to show that if (Yi0, Yi1, Ti, Ri) satis-

fies Yi0|Ti, Ri
d= Yi0(0), then there exists (Ui0, Ui1) such that Yit(d) = µt(d, Uit) for some µt(d, .) for

d = 0, 1 and t = 0, 1, and (Ui0, Ui1) ⊥ (Ti, Ri). Similar to (a.ii), we let Uit = (Yit(0), Yit(1))′ and

µt(d, Uit) = dYit(1) + (1 − d)Yit(0). Then Yi0 = Yi0(0) by similar arguments as in the above. Further-

more, FYi0|Ti,Ri
= FYi0 by construction and it follows immediately that

FUi|Ti=0,Ri=1 = FYi0(1),Yi1,Yi1(1)|Yi0Ti=0,Ri=1FYi0 ,

FUi|Ti=1,Ri=1 = FYi0(1),Yi1(0),Yi1|Yi0,Ti=1,Ri=1FYi0 ,

FUi|Ti=0,Ri=0 = FYi0(1),Yi1(0),Yi1(1)|Yi0,Ti=0,Ri=0FYi0 ,

FUi|Ti=1,Ri=0 = FYi0(1),Yi1(0),Yi1(1)|Yi0,Ti=1,Ri=0FYi0 .

Now constructing all of the above distributions using the same FYi0(1),Yi1(0),Yi1(1)|Ti,Ri
that satisfies

FYi0(1),Yi1,Yi1(1)|Yi0,Ti=0,Ri=1 = FYi0(1),Yi1(0),Yi1|Yi0,Ti=1,Ri=1 implies the result.

Proof. (Proposition 6) The proof is immediate from the proof of Proposition 5 by conditioning all statements

on Si.

Proof. (Proposition 7) For notational brevity, let Ui = (U ′
i0, U

′
i1). We first note that by random assignment,

it follows that

FUi|Ti,Ri(0),Ri(1) = FUi|Ti,ξ(0,Vi),ξ(1,Vi)=FUi|ξ(0,Vi),ξ(1,Vi) = FUi|Ri(0),Ri(1). (3C.1)

As a result,

FUi|Ti=1,Ri=1 =
p01FUi|(Ri(0),Ri(1))=(0,1) + p11FUi|(Ri(0),Ri(1))=(1,1)

P (Ri = 1|Ti = 1) , (3C.2)

FUi|Ti=0,Ri=1 =
p10FUi|(Ri(0),Ri(1))=(1,0) + p11FUi|(Ri(0),Ri(1))=(1,1)

P (Ri = 1|Ti = 0) . (3C.3)
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If (i) holds, then FUi|Ri(0),Ri(1) = FUi , hence

FUi|Ti=1,Ri=1 = p01FUi
+ p11FUi

P (Ri = 1|Ti = 1) = FUi , FUi|Ti=0,Ri=1 = p10FUi
+ p11FUi

P (Ri = 1|Ti = 0) = FUi .

We can similarly show that FUi|Ti,Ri=0 = FUi
, it follows trivially that Ui|Ti, Ri

d= Ui|Ri.

Alternatively, if we assume (ii), Ri(0) ≤ Ri(1) implies p10 = 0. As a result, P (Ri = 0|Ti = 1) =

P (Ri = 0|Ti = 0) iff p01 = 0. It follows that the terms in (3C.2) and (3C.3) both equal FUi|(Ri(0),Ri(1))=(1,1).

Similarly, it follows that FUi|Ti=1,Ri=0 = FUi|Ti=0,Ri=0 = FUi|(Ri(0),Ri(1))=(0,0), which implies the result.

Finally, suppose (iii) holds, then equal attrition rates imply that p01 = p10. The exchangeability restric-

tion implies that FUi|(Ri(0),Ri(1))=(0,1) = FUi|(Ri(0),Ri(1))=(1,0). Hence,

FUi|Ti=1,Ri=1 =
p01FUi|(Ri(0),Ri(1))=(0,1) + p11FUi|(Ri(0),Ri(1))=(1,1)

P (Ri = 1|Ti = 1)

=
p10FUi|(Ri(0),Ri(1))=(1,0) + p11FUi|(Ri(0),Ri(1))=(1,1)

P (Ri = 1|Ti = 0) = FUi|Ti=0,Ri=1. (3C.4)

Similarly, it follows that FUi|Ti=1,Ri=0 = FUi|Ti=0,Ri=0, which implies the result.

3C.1 Supplementary Example for Section 3.3.4

Suppose that there are two unobservables that enter the outcome equation, Uit = (U1
it, U

2
it)′ for t = 0, 1, such

that (U1
i0, U

1
i1) ⊥ Ti|Ri whereas (U2

i0, U
2
i1) ̸⊥ Ti|Ri. Let the outcome at baseline be a trivial function of U2

i0,

whereas the outcome in the follow-up period is a non-trivial function of both U1
i0 and U2

i0, e.g.

Yi0 = U1
i0

Yi1 = U1
i1 + U2

i1 + Ti(β1U
1
i1 + β2U

2
i1)

As a result, even though Yi0|Ti = 1, Ri
d= Yi0|Ti = 0, Ri holds, Yi1(0)|Ti = 1, Ri = 1

d

̸= Yi1|Ti = 0, Ri = 1.

In other words, the control respondents do not provide a valid counterfactual for the treatment respondents

in the follow-up period despite the identity of the baseline outcome distribution for treatment and control

groups conditional on response status. We can illustrate this by looking at the average treatment effect for

the treatment respondents,

E[Yi1(1) − Yi1(0)|Ti = 1, Ri = 1]

=E[U1
i1 + U2

i1 + β1U
1
i1 + β2U

2
i1|Ti = 1, Ri = 1]︸ ︷︷ ︸

E[Yi1|Ti=1,Ri=1]

−E[U1
i1 + U2

i1|Ti = 1, Ri = 1]︸ ︷︷ ︸
̸=E[Yi1|Ti=0,Ri=1]

.
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Hence, E[Yi1|Ti = 1, Ri = 1]−E[Yi1|Ti = 0, Ri = 1] ̸= β1E[U1
i1|Ti = 1, Ri = 1]+β2E[U2

i1|Ti = 1, Ri = 1], i.e.

the difference in mean outcomes between treatment and control respondents does not identify an average

treatment effect for the treatment respondents.

We could however have a case in which the control respondents provide a valid counterfactual for the

treatment respondents even though the treatment effect for individual i depends on an unobservable that is

not independent of treatment conditional on response, i.e. U2
it. Specifically, let

Yit = U1
it + Ti(β1U

1
it + β2U

2
it) (3C.5)

and consider the identification of an average treatment effect, E[Yi1(1) − Yi1(0)|Ti = 1, Ri = 1] = E[U1
i1 +

β1U
1
i1 + β2U

2
i1|Ti = 1, Ri = 1] − E[U1

i1|Ti = 1, Ri = 1] = E[Yi1|Ti = 1, Ri = 1] − E[Yi1|Ti = 0, Ri = 1], since

E[U1
i1|Ti = 1, Ri = 1] = E[U1

i1|Ti = 0, Ri = 1]. Note however that in this case what we identify is no longer

internally valid for the entire respondent subpopulation, but for the smaller subpopulation of treatment

respondents.

3D Selection of Articles from the Field Experiment Literature

3D.1 Selection of Articles for the Review

In order to understand both the extent of attrition as well as how authors test for attrition bias in practice,

we systematically reviewed articles that report the results of field experiments. We include articles that were

published in the top five journals in economics, as well as five highly regarded applied economics journals:

American Economic Review, American Economic Journal: Applied Economics, Econometrica, Economic

Journal, Journal of Development Economics, Journal of Human Resources, Journal of Political Economy,

Review of Economics and Statistics, Review of Economic Studies, and Quarterly Journal of Economics.54

By searching for RCT, randomized controlled trial, or field experiment in each journal’s website, we identified

202 articles that were published between 2009 and 2015.55 From these 202 articles, we review those in which

the main goal is to report the results of a field experiment and for which attrition is relevant given the

experiment’s study design. To be consistent with our panel approach in Section 3.3 in the paper, we only

focus on those experiments with baseline data on at least one main outcome variable.

Table 3A displays the distribution of the 93 articles that satisfied the selection criteria by journal and year
54We chose these four applied journals because they are important sources of published field experiments.
55Our initial search using these keywords yielded 235 articles but 33 of those papers were excluded since they were observa-

tional studies exploiting some sort of quasi-experimental variation.
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of publication.56 Of these 93 articles, 61% were published in the Journal of Development Economics, the

American Economic Journal: Applied Economics, and the Quarterly Journal of Economics. Approximately

56% of our sample of articles were published in 2014 and 2015.

Table 3A: Distribution of Articles by Journal and Year of Publication

Journal Year Total
2009 2010 2011 2012 2013 2014 2015

AEJ: Applied 0 0 0 3 3 3 8 17
AER 0 1 1 2 0 2 2 8
EJ 0 0 1 2 0 5 0 8
Econometrica 1 0 0 0 0 1 0 2
JDE 0 0 1 1 3 11 6 22
JHR 0 0 0 1 1 1 2 5
JPE 0 0 1 0 0 0 0 1
QJE 1 1 4 3 2 4 3 18
REstat 2 0 2 1 1 1 3 10
REstud 0 0 0 0 1 1 0 2
Total 4 2 10 13 11 29 24 93

Notes: The 93 articles that we include in our review correspond to 96 field experi-
ments. The two articles that reported more than one field experiment are published
in the AER(2015) and the QJE(2011), respectively.

We also exclude 64 articles that do not have available baseline data for any of the outcomes reported

in the abstract. From these papers, 52% do not collect baseline outcome and 5% collect baseline data but

have a baseline attrition above fifty percent. The remaining 28 papers that we exclude (43%) have the same

baseline outcome for everyone by design. Some examples in this category include training interventions that

target unemployed individuals and measure impacts on employment, and interventions that aim to estimate

which of the multiple treatment arms has a higher impact on the take-up of a newly introduced product.

One challenge that arose in our review was determining which attrition rates and attrition tests are most

relevant, since the reported attrition rates usually vary across different data sources or different subsamples.

We chose to focus on the results that are reported in the abstract in our analysis of attrition rates. But,

since many authors do not report attrition tests for each of the abstract results, in our analysis of attrition

tests we focus on whether authors report a test that is relevant to at least one abstract result.

3D.2 Selection of Articles for the Empirical Applications

In order to conduct the empirical applications in Section 3.5, we identified 47 articles that had publicly

available analysis files from the 93 articles in our review (see Section 3.2). To select the five articles that

had the highest attrition rates from that group, we reviewed the data files for twelve articles. We excluded
56Some of the articles report results for more than one intervention. Thus, these 93 articles correspond to 96 field experiments.
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field experiments for a variety of reasons that would not, in the majority of cases, affect the ability of the

authors to implement our tests. Of the seven experiments that were excluded: two did not provide the data

sets along with the analysis files due to confidentiality restrictions, two provided the data sets but did not

include attritors, and one did not provide sufficient information to identify the attritors. In two cases, an

exceptionally high number of missing values at baseline was the limiting factor since the attrition rate at

follow-up conditional on baseline response was lower than the attrition rate reported in the paper.

3E Attrition Tests in the Field Experiment Literature

In order to classify the attrition tests that are conducted in the 93 articles that we review, we gathered

information on the different econometric strategies that were carried out to test for attrition bias. In this

section, we describe these empirical strategies and classify them into differential attrition rates test, selective

attrition tests, and determinants of attrition test. We specify the null hypotheses of the selective attrition

tests since this test is closely related to the tests that we propose. In contrast, we categorize the estimation

strategies for the differential attrition rates test and the determinants of attrition test as broadly as possible

and include any article that performs a regression under any of these two categories as performing the

relevant test. Throughout this section, we use the following notation to facilitate the exposition of each

strategy and the comparison across them:

-Let Ri take the value of 1 if individual i belongs to the follow-up sample.

-Let Ti take the value of 1 if individual i belongs to the treatment group.

-Let Xi0 be a k × 1 vector of baseline variables.

-Let Yi0 be a l × 1 vector of outcomes collected at baseline.

-Let Zi0 = (X ′
i0, Y

′
i0)′.

-For a vector w, wj denotes the jth element of w.

3E.1 Differential Attrition Rates Test

The differential attrition rates test determines whether the rates of attrition are statistically significantly

different across treatment and control groups.

1. t-test of the equality of attrition rate by treatment group, i.e. H0 : P (Ri = 0|Ti = 1) = P (Ri = 0|Ti =

0).

2. Ri = γ + Tiβ + Ui; may include strata fixed effects.

3. Ri = γ + Tiβ +X ′
i0θ + Y ′

i0α+ Ui; may include strata fixed effects.
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3E.2 Selective Attrition Test

The selective attrition test determines whether, conditional on response status, the distribution of observable

characteristics is the same across treatment and control groups. We identify two sub-types of selective attri-

tion tests: i) a test that includes only respondents or attritors, and ii) a test that includes both respondents

and attritors. We note that the selective attrition tests are usually conducted on both baseline outcomes

and baseline covariates. Some authors conduct multiple tests for individual baseline variables while others

test all baseline variables jointly (see Table 3C for details). Thus, for each estimation strategy, we report

the null hypotheses that are used in each case.

Tests that include only respondents or attritors

1. t-test of baseline characteristics by treatment group among respondents:

(a) Multiple hypotheses for individual baseline variables:

For each j = 1, 2, . . . , (l + k)

Hj
0 : E[Zj

i0|Ti = 1, Ri = 1] = E[Zj
i0|Ti = 0, Ri = 1].

(b) Joint hypothesis for all baseline variables:

H0 : E[Zj
i0|Ti = 1, Ri = 1] = E[Zj

i0|Ti = 0, Ri = 1], ∀j = 1, . . . , (l + k).

2. Ti = γ +X ′
i0θ + Y ′

i0α+ Ui if Ri = 1; may include strata fixed effects.

(a) Joint hypothesis for all baseline variables:

H0 : θ = α = 0

3. Kolmogorov-Smirnov (KS) test of baseline characteristics by treatment group among respondents.

(a) Multiple hypotheses for individual baseline variables:

For each j = 1, 2, . . . , (l + k)

Hj
0 : FZj

i0|Ti,Ri=1 = FZj
i0|Ri=1

4. Zj
i0 = γ + Tiβ

j + U j
i if Ri = 1, for j = 1, 2, . . . , (l + k); may include strata fixed effects.

128



(a) Multiple hypotheses for individual baseline variables:

For each j = 1, 2, . . . , (l + k)

Hj
0 : βj = 0

(b) Joint hypothesis for all baseline variables:

H0 : β1 = β2 = · · · = βl+k = 0

5. Zj
i0 = γ + Tiβ

j + U j
i if Ri = 0, for j = 1, 2, . . . , (l + k); may include strata fixed effects.

(a) Multiple hypotheses for individual baseline variables:

For each j = 1, 2, . . . , (l + k)

Hj
0 : βj = 0

Tests that include both respondents and attritors

1. Zj
i0 = γj + Tiβ

j + (1 − Ri)λj + Ti(1 − Ri)ϕj + U j
i for j = 1, 2, . . . , (l + k); may include strata fixed

effects.

(a) Multiple hypotheses for individual baseline variables:57

For each j = 1, 2, . . . , (l + k)

Hj
0 : βj = 0

2. Ri = γ + Tiβ +X ′
i0θ + Y ′

i0α+ TiX
′
i0λ1 + TiY

′
i0λ2 + Ui; may include strata fixed effects.

(a) Multiple hypotheses for individual baseline variables I:

For each m = 1, 2, . . . , k and j = 1, 2, . . . , l

Hθ,m
0 : θm = 0 , Hα,j

0 : αj = 0 , H
λ1,m

0 : λm
1 = 0 , H

λ2,j

0 : λj
2 = 0

(b) Multiple hypotheses for individual baseline variables II:
57Although this null hypothesis is testing for the equality of means for treatment and control respondents, we classify this

strategy as one that includes both respondents and attritors given that the regression test is based on both samples.
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For each m = 1, 2, . . . , k and j = 1, 2, . . . , l

Hλ1,m
0 : λm

1 = 0 , H
λ2,j

0 : λj
2 = 0

(c) Joint hypothesis for all baseline variables I:

H0 : β = θ = α = λ1 = λ2 = 0

(d) Joint hypothesis for all baseline variables II:

H0 : λ1 = λ2 = 0

3. t-test of the equality of the difference in baseline outcome between respondents and attritors across

treatment groups.

(a) Multiple hypotheses for individual baseline outcomes:

For each j = 1, 2, . . . , l

Hj
0 : E[Y j

i0|Ti = 1, Ri = 1] − E[Y j
i0|Ti = 1, Ri = 0]

= E[Y j
i0|Ti = 0, Ri = 1] − E[Y j

i0|Ti = 0, Ri = 0]

3E.3 Determinants of Attrition Test

The determinants of attrition test determines whether attritors are significantly different from respondents

regardless of treatment assignment.

1. Ri = γ + Tiβ +X ′
i0θ + Y ′

i0α+ Ui; may include strata fixed effects.

2. Zj
i0 = γj + (1 −Ri)λj + U j

i , j = 1, 2, . . . , (l + k); may include strata fixed effects.

3. Ri = γ +X ′
i0θ + Y ′

i0α+ Ui; may include strata fixed effects.

4. Let Reasoni take the value of 1 if the individual identifies it as one of the reasons for which she dropped

out of the program. The test consists of a Probit estimation of:

Reasoni = γ + Tiβ + Ui if Ri = 1; may include strata fixed effects.
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Table 3B: Overall Attrition Rate by Country’s Income Group

Field Experiments in: N Mean SD Min Max p25 p75
Prop. of

Experiments
with Rate

> 15%
High income countries 28 20.7 24.2 0 87 3 28 46%
Upper middle income countries 18 15.6 13.1 0 54 7 20 55%
Low and lower middle income countries 47 11.9 12.6 0 59 2 18 34%
All countries 93 15.3 17.2 0 87 3.3 21 42%

Notes: This table considers the highest overall attrition rate for each field experiment in our review and
excludes one paper that does not report overall attrition rates. We classify countries by income group
according to the official definition of the World Bank.

Table 3C: Number of Baseline Variables Included in The Selective Attrition Test

Category No. of Baseline Variables Included
Mean SD Min Max p25 p75

All papers that conduct a selective attrition test 17.2 10.3 1 46 10 21
Papers that test on multiple baseline variables:

Multiple hypotheses for individual variables (75%) 16.6 9.7 2 46 10 21
Joint hypothesis for all variables (25%) 20.3 11.3 4 44 13 23

Notes: Of the 46 experiments that conduct a selective attrition test, 44 test on multiple baseline
variables. This table excludes one experiment that tests on multiple baseline variables but does
not provide sufficient information for it to be categorized. Percentages are a proportion of the 44
experiments that test on multiple baseline variables.

3F Equal Attrition Rates with Multiple Treatment Groups

In this section, we illustrate that once we have more than two treatment groups and violations of mono-

tonicity, then equal attrition rates are possible without imposing the equality of proportions of certain

subpopulations unlike Example 2 in the paper. Consider the case where we have three treatment groups,

i.e. Ti ∈ {0, 1, 2}. For brevity, we use the notation Pi((r0, r1, r2)) ≡ P ((Ri(0), Ri(1), Ri(2)) = (r0, r1, r2))

for (r0, r1, r2) ∈ {0, 1}3. Hence,

P (Ri = 0|Ti = 0) = Pi((0, 0, 0)) + Pi((0, 0, 1)) + Pi((0, 1, 0)) + Pi((0, 1, 1))

P (Ri = 0|Ti = 1) = Pi((0, 0, 0)) + Pi((0, 0, 1)) + Pi((1, 0, 0)) + Pi((1, 0, 1))

P (Ri = 0|Ti = 2) = Pi((0, 0, 0)) + Pi((1, 0, 0)) + Pi((0, 1, 0)) + Pi((1, 1, 0)) (3F.1)

131



The equality of attrition rates across the three groups, i.e. P (Ri = 0|Ti = 0) − P (Ri = 0|Ti = 1) = P (Ri =

0|Ti = 0) − P (Ri = 0|Ti = 2) = 0 implies the following equalities,

Pi((0, 1, 0)) + Pi((0, 1, 1)) = Pi((1, 0, 0)) + Pi((1, 0, 1))

Pi((0, 0, 1)) + Pi((0, 1, 1)) = Pi((1, 0, 0)) + Pi((1, 1, 0)) (3F.2)

which can occur without constraining the proportions of different subpopulations to be equal.

3G Identification and Testing for the Multiple Treatment Case

In this section, we present the generalization of Propositions 5 and 6 (Section 3G.1) as well as the distri-

butional test statistics (Section 3G.2) in the paper to the case where the treatment variable has arbitrary

finite-support. As in the paper, we provide results for completely and stratified randomized experiments.

We maintain that Di0 = 0 for all i, i.e. no treatment is assigned in the baseline period, Di1 ∈ D, where

wlog D = {0, 1, . . . , |D| − 1}, |D| < ∞. Di ≡ (Di0, Di1) ∈ {(0, 0), (0, 1), . . . , (0, |D| − 1)}. Let Ti denote the

indicator for membership in the treatment group defined by Di, i.e. Ti ∈ T = {0, 1, . . . , |D| − 1}, where

Ti = Di1 and hence |T | = |D| by construction.

3G.1 Identification and Sharp Testable Restrictions

Completely Randomized Trials

Proposition 8. Assume (Ui0, Ui1, Vi) ⊥ Ti.

(a) If (Ui0, Ui1) ⊥ Ti|Ri holds, then

(i) (Identification) Yi1|Ti = τ,Ri = 1 d= Yi1(τ)|Ri = 1 for τ ∈ T .

(ii) (Sharp Testable Restriction) Yi0|Ti = τ,Ri = r
d= Yi0|Ti = τ ′, Ri = r for r = 0, 1, for τ, τ ′ ∈ T , τ ̸=

τ ′.

(b) If (Ui0, Ui1) ⊥ Ri|Ti holds, then

(i) (Identification) Yi1|Ti = τ,Ri = 1 d= Yi1(τ) for τ ∈ T .

(ii) (Sharp Testable Restriction) Yi0|Ti = τ,Ri = r
d= Yi0 for τ ∈ T , r = 0, 1.

Proof. (Proposition 8) (a) Under the assumptions imposed it follows that FUi0,Ui1|Ti,Ri
= FUi0,Ui1|Ri

, which

implies that for d ∈ D, FYit(d)|Ti,Ri
=
∫

1{µt(d, u) ≤ .}dFUit|Ti,Ri
(u) =

∫
1{µt(d, u) ≤ .}dFUit|Ri

(u) =
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FYit(d)|Ri
. (i) follows by letting t = 1 and d = τ , while conditioning the left-hand side of the last equa-

tion on Ti = τ and Ri = 1 and the right-hand side on Ri = 1. The testable implication in (ii) follows by

letting t = d = 0 and conditioning the left-hand side on Ti = τ and Ri = r and the right-hand side on

Ti = τ ′ and Ri = r, where τ ̸= τ ′.

Following Hsu et al. (2019), we show that the testable restriction is sharp by showing that if (Yi0, Yi1, Ti, Ri)

satisfy Yi0|Ti = τ,Ri = r
d= Yi0|Ti = τ ′, Ri = r for r = 0, 1, τ, τ ′ ∈ T , τ ̸= τ ′, then there exists

(Ui0, Ui1) such that Yit(d) = µt(d, Uit) for some µt(d, .) for d ∈ D and t = 0, 1 and (Ui0, Ui1) ⊥ Ti|Ri

that generate the observed distributions. By the arbitrariness of Uit and µt, we can let U ′
it = Yit(.) =

(Yit(0), Yit(1), . . . , Yit(|D| − 1)) and µt(d, Uit) =
∑D−1

j=0 1{j = d}Yit(j) for d ∈ D, t = 0, 1. Note that

Yi0 = Yi0(0) since Di0 = 0 w.p.1. Now we have to construct a distribution of Ui = (U ′
i0, U

′
i1) that satisfies

FUi|Ti,Ri
≡ FYi0(.),Yi1(.)|Ti,Ri

= FYi0(.),Yi1(.)|Ri

as well as the relevant equalities between potential and observed outcomes. We proceed by first constructing

the unobservable distribution for the respondents. By setting the appropriate potential outcomes to their

observed counterparts, we obtain the following equalities for the distribution of Ui for the respondents in the

different treatment groups

FUi|Ti=τ,Ri=1 = F{Yi0(d)}|D|−1
d=1 ,Yi1(.)|Yi0,Ti=τ,Ri=1FYi0|Ti=τ,Ri=1

= F{Yi0(d)}|D|−1
d=1 ,{Yi1(d)}τ−1

d=0 ,Yi1,{Yi1(d)}|D|−1
d=τ+1|Yi0,Ti=τ,Ri=1FYi0|Ti=τ,Ri=1. (3G.1)

By construction, FYi0|Ti,Ri=1 = FYi0|Ri=1. Now generating the above distribution for all τ ∈ T such that

F{Yi0(d)}|D|−1
d=1 ,{Yi1(d)}τ−1

d=0 ,Yi1,{Yi1(d)}|D|−1
d=τ+1|Yi0,Ti=τ,Ri=1 which satisfies the following equality ∀τ, τ ′ ∈ T , τ ̸= τ ′,

F{Yi0(d)}|D|−1
d=1 ,{Yi1(d)}τ−1

d=0 ,Yi1,{Yi1(d)}|D|−1
d=τ+1|Yi0,Ti=τ,Ri=1

=F{Yi0(d)}|D|−1
d=1 ,{Yi1(d)}τ′−1

d=0 ,Yi1,{Yi1(d)}|D|−1
d=τ′+1|Yi0,Ti=τ ′,Ri=1,

yields Ui ⊥ Ti|Ri = 1 and we can construct the observed outcome distribution (Yi0, Yi1)|Ri = 1 from

Ui|Ri = 1.

The result for the attritor subpopulation follows trivially from the above arguments,

FUi|Ti=τ,Ri=0 = F{Yi0(d)}|D|−1
d=1 ,Yit(.)|Yi0,Ti=τ,Ri=0FYi0|Ti=τ,Ri=0 (3G.2)
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Since FYi0|Ti,Ri=0 = FYi0|Ri=0 by construction, it remains to generate the above distribution for all τ ∈ T

using the same F{Yi0(d)}|D|−1
d=1 ,Yit(.)|Yi0,Ri=0. This leads to a distribution of Ui|Ri = 0 that is independent of

Ti and that generates the observed outcome distribution Yi0|Ri = 0.

(b) Under the given assumptions, it follows that FUi0,Ui1|Ti,Ri
= FUi0,Ui1|Ti

= FUi0,Ui1 where the last

equality follows by random assignment. Similar to (a), the above implies that for d ∈ D, FYit(d)|Ti,Ri
(.) =∫

1{µt(d, u) ≤ .}dFUit|Ti,Ri
(u) =

∫
1{µt(d, u) ≤ .}dFUit(u) = FYit(d). (i) follows by letting d = τ and t = 1,

while conditioning the left-hand side of the last equation on Ti = τ and Ri = 1, whereas (ii) follows by

letting d = t = 0 while conditioning on Ti = τ and Ri = r for τ ∈ T , r = 0, 1.

To show that the testable restriction is sharp, it remains to show that if (Yi0, Yi1, Ti, Ri) satisfies

Yi0|Ti, Ri
d= Yi0(0), then there exists (Ui0, Ui1) such that Yit(d) = µt(d, Uit) for some µt(d, .) for d ∈ D

and t = 0, 1 and (Ui0, Ui1) ⊥ (Ti, Ri). Similar to (a.ii), we let U ′
it = Yit(.) = (Yit(0), Yit(1), . . . , Yit(|D| − 1))

and µt(d, Uit) =
∑D−1

j=0 1{j = d}Yit(j) for d ∈ D, t = 0, 1. By construction, Yi0 = Yi0(0). Furthermore,

FYi0|Ti,Ri
= FYi0 by assumption. It follows immediately that for all τ ∈ T

FUi|Ti=τ,Ri=1 = F{Yi0(d)}|D|−1
d=1 ,{Yi1(d)}τ−1

d=0 ,Yi1,{Yi1(d)}|D|−1
d=τ+1|Ti=τ,Ri=1FYi0 ,

FUi|Ti=τ,Ri=0 = F{Yi0(d)}|D|−1
d=1 ,Yit(.)|Yi0,Ti=τ,Ri=0FYi0 .

Now constructing all of the above distributions using the same F{Yi0(d)}|D|−1
d=1 ,Yit(.)|Yi0,Ti,Ri

that satisfies the

above equalities for all τ ∈ T implies the result.

Stratified Randomized Trials

Proposition 9. Assume (Ui0, Ui1, Vi) ⊥ Ti|Si.

(a) If (Ui0, Ui1) ⊥ Ti|Si, Ri holds, then

(i) (Identification) Yi1|Ti = τ, Si = s,Ri = 1 d= Yi1(τ)|Si = s,Ri = 1,

for τ ∈ T , s ∈ S.

(ii) (Sharp Testable Restriction) Yi0|Ti = τ, Si = s,Ri = r
d= Yi0|Ti = τ ′, Si = s,Ri = r, ∀τ, τ ′ ∈

T , τ ̸= τ, s ∈ S, r = 0, 1.

(b) If (Ui0, Ui1) ⊥ Ri|Ti holds, then

(i) (Identification) Yi1|Ti = τ, Si = s,Ri = 1 d= Yi1(τ)|Si = s for τ ∈ T , s ∈ S.

(ii) (Sharp Testable Restriction) Yi0|Ti = τ, Si = s,Ri = r
d= Yi0|Si = s for τ ∈ T , r = 0, 1, s ∈ S.
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Proof. (Proposition 9) The proof for this proposition follows in a straightforward manner from the proof for

Proposition 8 by conditioning all statements on Si.

3G.2 Distributional Test Statistics

Next, we present the null hypotheses and distributional statistics for the multiple treatment case. For

simplicity, we only present the joint statistics that take the maximum to aggregate over the individual

statistics of each distributional equality implied by a given testable restriction.

Completely Randomized Trials

The null hypothesis implied by Proposition 8(a.ii) is given by the following,

H1,T
0 : FYi0|Ti=τ,Ri=r = FYi0|Ti=τ ′,Ri=r for τ, τ ′ ∈ T , τ ̸= τ ′, r = 0, 1. (3G.3)

Consider the following general form of the distributional statistic for the above null hypothesis is T 1,T
n =

maxr∈{0,1} T
1,T
n,r , where for r = 0, 1,

T 1,T
n,r = max

(τ,τ ′)∈T 2:τ ̸=τ ′

∥∥√
n
(
Fn,Yi0|Ti=τ,Ri=r − Fn,Yi0|Ti=τ ′,Ri=r

)∥∥ .
The randomization procedure proposed in the paper using the transformations G1

0 can be used to obtain

p-values for the above statistic under H1,T
0 .

Let (τ, r) ∈ T × R, where R = {0, 1}. Let (τj , rj) denote the jth element of T × R, then the null

hypothesis implied by Proposition 8(b.ii) is given by the following:

H2,T
0 : FYi0|Ti=τj ,Ri=rj

= FYi0|Ti=τj+1,Ri=rj+1 for j = 1, . . . , |T × R| − 1. (3G.4)

the test statistic for the above joint hypothesis is given by

T 2,T
n,m = max

j=1,...,|T ×R|−1

∥∥√
n
(
Fn,Yi0|Ti=τj ,Ri=rj

− Fn,Yi0|Ti=τj+1,Ri=rj+1

)∥∥ ,
The randomization procedure proposed in the paper using the transformations G2

0 can be used to obtain

p-values for the above statistic under H2,T
0 .
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Stratified Randomized Trials

The null hypothesis implied by Proposition 9(a.ii) is given by the following,

H1,S,T
0 : FYi0|Ti=τ,Si=s,Ri=r = FYi0|Ti=τ ′,Si=s,Ri=r for τ, τ ′ ∈ T , τ ̸= τ ′, s ∈ S, r = 0, 1. (3G.5)

Consider the following general form of the distributional statistic for the above null hypothesis is T 1,S,T
n =

maxs∈S maxr∈{0,1} T
1,T
n,r,s, where for s ∈ S and r = 0, 1,

T 1,T
n,r,s = max

(τ,τ ′)∈T 2:τ ̸=τ ′

∥∥√
n
(
Fn,Yi0|Ti=τ,Si=s,Ri=r − Fn,Yi0|Ti=τ ′,Si=s,Ri=r

)∥∥ .
The randomization procedure proposed in the paper using the transformations G1,S

0 can be used to obtain

p-values for T 1,S,T
n under H1,S,T

0 .

Let (τ, r) ∈ T × R. Let (τj , rj) denote the jth element of T × R, then the null hypothesis implied by

Proposition 9(b.ii) is given by the following:

H2,S,T
0 : FYi0|Ti=τj ,Si=s,Ri=rj

= FYi0|Ti=τj+1,Si=s,Ri=rj+1 for j = 1, . . . , |T × R| − 1, s ∈ S. (3G.6)

the test statistic for the above joint hypothesis is given by

T 2,S,T
n,m = max

s∈S
max

j=1,...,|T ×R|−1

∥∥√
n
(
Fn,Yi0|Ti=τj ,Si=s,Ri=rj

− Fn,Yi0|Ti=τj+1,Si=s,Ri=rj+1

)∥∥ ,
The randomization procedure proposed in the paper using the transformations G2,S

0 can be used to obtain

p-values for the above statistic under H2,S,T
0 .

3H Extended Simulations for the Distributional Tests

3H.1 Comparing Different Statistics of the Distributional Hypotheses

In this section, we examine the finite-sample performance of a wider variety of the distributional tests of the

IV-R and IV-P assumptions provided in Section 3.4 of the paper. We specifically consider the Kolmogorov-

Smirnov (KS) and Cramer-von-Mises (CM) statistics of the simple and joint hypotheses. For the joint

hypotheses, we include the probability weighted statistic in addition to the version used in the paper.
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For the IV-R assumption, consider the following hypotheses implied by Proposition 5(b.ii) in the paper

H1,1
0 : Yi0|Ti = 1, Ri = 0 d= Yi0|Ti = 0, Ri = 0, (CA− TA)

H1,2
0 : Yi0|Ti = 1, Ri = 1 d= Yi0|Ti = 0, Ri = 1, (CR− TR)

H1
0 : H1,1

0 & H1,2
0 . (Joint) (3H.1)

For r = 0, 1, the KS and CM statistics to test H1,r+1
0 is given by

KS1
n,r = max

i:Ri=r

∣∣√n (Fn,Yi0(yi0|Ti = 1, Ri = r) − Fn,Yi0(yi0|Ti = 0, Ri = r))
∣∣ .

CM1
n,r =

∑
i:Ri=r (

√
n(Fn,Yi0(yi0|Ti = 1, Ri = r) − Fn,Yi0(yi0|Ti = 0, Ri = r))2∑n

i=1 1{Ri = r}
(3H.2)

For the joint hypothesis H1
0 , which is the sharp testable restriction in Proposition 5(b.ii) in the paper, we

consider either KS1
n,m = max{KS1

n,0,KS
1
n,1} or KS1

n,p = pn,0KS
1
n,0 +pn,1KS

1
n,1, where pn,r =

∑n
i=1 1{Ri =

r}/n for r = 0, 1. CM1
n,m and CM1

n,p are similarly defined.

Table 3D presents the simulation rejection probabilities of the aforementioned statistics of the IV-R

assumption. For each simulation design and attrition rate, we report the rejection probabilities for the KS

statistics of the simple hypotheses, KS1
n,0 and KS1

n,1, using asymptotic critical values (KS (Asym.)) as a

benchmark for the KS (KS (R)) and the CM (CM (R)) statistics using the p-values obtained from the

proposed randomization procedure to test H1
0 (B = 199). The different variants of the KS and CM test

statistics control size under Designs II and III, where IV-R holds. They also have non-trivial power in finite

samples in Designs I and IV, when IV-R is violated. The simulation results for the distributional statistics

also illustrate the potential power gains in finite samples from using the attritor subgroup in testing the IV-R

assumption. In testing the joint null hypothesis, we find that KS1
n,m and CM1

n,m (Joint (m)) exhibit better

finite-sample power properties than KS1
n,p and CM1

n,p (Joint (p)). We also note that the randomization

procedure yields rejection probabilities for the two-sample KS statistics, KS1
n,0 and KS1

n,1, that are very

similar to those obtained from the asymptotic critical values. In addition, in our simulation design, the

CM statistics generally have better finite-sample power properties than their respective KS statistics, while

maintaining comparable size control.

We then examine the finite-sample performance of the distributional statistics of the IV-P assumption.

Proposition 5(b.ii) in the paper implies the three simple null hypotheses as well as their joint hypothesis
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below,

H2,1
0 : Yi0|Ti = 0, Ri = 0 d= Yi0|Ti = 0, Ri = 1, (CA− CR)

H2,2
0 : Yi0|Ti = 0, Ri = 1 d= Yi0|Ti = 1, Ri = 0, (CR− TA)

H2,3
0 : Yi0|Ti = 1, Ri = 0 d= Yi0|Ti = 1, Ri = 1, (TA− TR)

H2
0 : H2,1

0 & H2,2
0 & H2,3

0 . (Joint) (3H.3)

Let (τj , rj) denote the jth element of T × R = {(0, 0), (0, 1), (1, 0), (1, 1)}. We can define the KS and CM

statistics for H2,j
0 for each j = 1, 2, 3 by the following,

KS2
n,j = max

i:(Ti,Ri)∈{(τj ,rj),(τj+1,rj+1)}

∣∣√n (Fn,Yi0|Ti=τj−1,Ri=rj−1 − Fn,Yi0|Ti=τj ,Ri=rj

)∣∣ ,
CM2

n,j =

∑
i:(Ti,Ri)∈{(τj ,rj),(τj+1,rj+1)

(√
n
(
Fn,Yi0|Ti=τj−1,Ri=rj−1 − Fn,Yi0|Ti=τj ,Ri=rj

))2

∑n
i=1 1 {(Ti, Ri) ∈ {(τj , rj), (τj+1, rj+1)}}

, (3H.4)

The joint hypothesis H2
0 is tested using the joint statistics KS2

n,m = maxj=1,2,3 KS
2
n,j and CM2

n,m =

maxj=1,2,3 CM
2
n,j .

In Table 3E, we report the simulation rejection probabilities for distributional tests of the IV-P as-

sumption. In addition to the aforementioned statistics whose p-values are obtained using the proposed

randomization procedure to test H2
0 (B = 199), the table also reports the simulation results for the KS

statistics of the simple hypotheses using the asymptotic critical values. Under Designs I, II and IV, IV-P is

violated, the rejection probabilities for all the test statistics we consider tend to be higher than the nominal

level, as we would expect. The joint KS and CM test statistics behave similarly in this design and have

comparable finite-sample power properties to the test statistic of the simple hypothesis (TA-TR), which has

the best finite-sample power properties in our simulation design. Finally, in Design III, where IV-P holds,

our simulation results illustrate that the test statistics we consider control size.

3H.2 Additional Variants of the Simulation Designs

To illustrate the relative power properties of using the simple vs joint tests of internal validity, we present

additional results using variants of the simulation designs. We show the results of the KS tests for the case

where P (Ri = 0|Ti = 0) = 0.15.58 For the joint hypotheses, we report the simulation results for the KS

statistic that takes the maximum over the individual statistics.
58We use an attrition rate of 15% in the control group as reference since that is the average attrition rate in our review of

field experiments. See Section 3.2 in the paper for details.
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Panel A in Figure 3A displays the simulation rejection probabilities of the tests of the IV-R assumption

while Panel B displays the simulation rejection probabilities of the tests of the IV-P assumption. We present

these rejection probabilities for alternative parameter values of the designs we consider in Section 3.4 in the

paper. Design II to I depicts the case in which we vary the proportion of treatment-only responders, p01,

from zero to 0.9×P (Ri = 0|Ti = 0), where p01 = 0 corresponds to Design II and p01 > 0 to variants of Design

I. Design III to I depicts the case in which we vary the correlation parameter between the unobservables in

the outcome equation and the unobservables in the response equation, ρ, from zero to one. Hence, ρ = 0

corresponds to Design III while ρ > 0 corresponds to different versions of Design I. Finally, the results under

Design II to IV are obtained by fixing p01 = p10 and varying them from zero to 0.9 × P (Ri = 0|Ti = 0).

Design II corresponds to the case in which p01 = p10 = 0 and p01 = p10 > 0 corresponds to different versions

of Design IV.

Overall, the simulation results illustrate that the joint tests that we propose in Section 3A in the paper

have better finite-sample power properties relative to the statistics of the simple null hypotheses. Most

notably, the results under Design II to I in Panel A of Figure 3A show that when IV-R does not hold (i.e.

p01 > 0), the simulation rejection probabilities of the joint test are generally above the simulation rejection

probabilities of the simple test that only uses the respondents.
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