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Abstract

Strain Effects and Dielectric Response in Extremely Strongly Correlated Matter

in Two Dimensions

by

Michael R. Arciniaga

We adapt the theory of extremely correlated Fermi liquids in two dimensions to study

the phenomena of anisotropic elastoresistivity and dielectric response in high-Tc super-

conducting cuprates. There has been considerable focus on the nematic susceptibility in

iron-based superconducting systems in recent years, but not much is known for cuprates.

Motivated by these experiments, in part I, we calculate the in-plane elastoresistivity for

optimally- and over-doped cuprates in the normal state. We present results for strain-

induced anisotropic effects on the resistivity, the optical weight, and local density of

states, and we additionally calculate their associated susceptibilities. Our quantita-

tive predictions for these quantities have the prospect of experimental tests in the near

future. In part II of this dissertation, inspired by recent experiments using inelastic

electron scattering off the surface of cuprate materials to obtain {~q, ω} dependence of

the dielectric response, we study the t-J-VC model in two dimensions. In this model in

addition to the usual Hubbard-Gutzwiller short-range correlations, we add in the strong

long-range correlations from Coulomb-type interactions on the tight-binding electrons.

We calculate the {~q, ω} dependent charge density fluctuations using the Green’s function

from extremely correlated Fermi liquid theory which is characterized by quasiparticle

ix



with a very small weight Z. Combining these properties with a novel set of formulae

for the dynamical charge susceptibility and the dielectric constant that appropriately

accounts for the physics of long-range Coulomb-type interactions in this model. We cal-

culate the dynamical charge susceptibility χ̃ρρ(~q, ω), (longitudinal) dielectric constant

ε(~q, ω), current susceptibility χ̃JJ(~q, ω), conductivity σ(~q, ω), and plasma frequency for

any ~q. We also present calculations for the first moment of the structure function and

discuss a characteristic energy scale Ωp(~q) which locates the peaks in Im χ̃ρρ(~q, ω).
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INTRODUCTION
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Chapter 1

Background and Motivations

The physics of Fermi liquid can be classified into three cases of interest de-

pending on the asymptotic relation the interaction energy U and the kinetic “hopping”

energy t. For the case of U/t� 1, the physics of Fermi liquids is well described by Lan-

dau Fermi liquid theory. In the intermediate regime for 1 < U/t < ∞, the extensively

studied Hubbard model is well suited. In the last case, U/t�∞, double occupation at

a single site on a lattice is strictly forbidden and in this regime is best described by the

t-J model. Based on myriad of experiments, Anderson [2] argued that the minimalist

t-J model is sufficient to describe physics of high-TC superconductors.

The t-J model is one of the standard models in condensed matter physics and

has been the subject of intense study for the past few decades. In this model Gutzwiller

projected Fermi operators PG capture the effects of extreme local interaction U → ∞

which forbids double occupancy at a single lattice site. The calculation of the Green’s

function within this model comes with two fundamental challenges: (1) The lack of
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a small parameter makes Wick’s theorem and perturbative schemes useless and (2)

the non-canonical nature of electrons systems with forbidden double occupancies leads

to non-trivial non-canonical anti-commutation relation. Shastry has overcome these

difficulties with the recently developed extremely correlated Fermi liquid theory (ECFL)

described in Refs. [62] and [66]. In particular the Schwinger method [36] is used to

derive an equation of motion for the Green’s function of non-canonical electrons, and

the theory introduces a new parameter λ ∈ [0, 1] which smoothly interpolates between

the Schwinger equation of motion for a Fermi gas and the t-J model respectively.

In recent years there has been increased interest in the elastoresistivity (i.e.,

the strain dependence of resistivity) due to the discovery of strong nematicity in high-

Tc superconductors. The study of elastoresistivity has potential value as a tool to

illuminate on the nature of broken symmetries in these strongly correlated electron

systems. Excited by the discovery of strong nematicity in said materials, researchers

have measured using a piezoelectric device the electron nematic susceptibility χnem

[Eq. (2.1)] on iron pnictide and, more recently, cuprate superconductors, and these

experiments probe for existence of electron nematic phase transition. Inspired by these

recent experiments, we adapt extremely correlated Fermi liquid theory in two dimensions

to explore the effects of strain-induced anisotropy of high-Tc superconducting cuprate

materials in their normal state and we calculate the elastoresistivity.

Experiments on the normal state, i.e., nonsuperconducting state, of high tem-

perature superconductors has revealed many properties that cannot be explained by

Landau Fermi liquid theory of metals. For this reason these materials are usually re-
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ferred to as strange metals. Using Raman scattering experimentalist have observed

a featureless continuum over a broad range of energies ω whose origin remains unex-

plained and more recently researchers have used momentum resolved electron energy loss

spectroscopy (M-EELS) to find the finite momentum ~q dependence of the continuum.

Motivated by these novel measurements, we modify extremely correlated Fermi liquid

theory by adding the effects of strong long-range correlations due to Coulomb-type in-

teractions, and we use a novel expression for the dielectric constant recently developed

by this author and Shastry to provide the {~q, ω} dependent calculations the structure

function from which we can elucidate the physics the charge fluctuations and collective

modes of high-Tc superconducting curprates or more broadly in strange metals.

In this dissertation we apply extremely correlated Fermi liquid theory, which

effectively captures the physics of the t-J model in a Green’s function, to a quasi-

two-dimensional electron system on a lattice. Anderson [2] suggested, based on myriad

of experiments, that t-J model is well suited to describe the physics high-TC super-

conducting cuprates and other strongly correlated materials. Here the two-dimensional

model is a single-band approximation of the 3-band copper oxide planes. In Part II we

present the theory of anisotropic strain effects in two dimensional extremely correlated

systems with parameters tuned for BSCCO cuprate where we compute the resistivity,

kinetic energy (i.e., f-sumrule for optical conductivity) and local density of states for

comparison with experiment test in the near future. In Part III we calculate the di-

electric constant ε and charge susceptibility χ̃ρρ for a two dimensional materials with

strong short- and long-range correlations. Additionally, we compute the plasma dis-

4



persion ωp, compressibility χcomp, current susceptibility χ̃JJ , optical conductivity Reσ,

and the f-sumrule ω̃(1). In Part IV we summarize some of the most important findings

and present an outlook on works in progress.
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Part II

THEORY OF STRAIN

EFFECTS IN STRONGLY

CORRELATED METALS
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Chapter 2

Introduction and Motivation

Understanding the temperature and doping dependent electrical conductivity

of very strongly correlated metals in two dimensions (2D) is a very important problem in

condensed matter physics. Recent interest in elastoresistivity, i.e., the strain dependence

of resistivity has been triggered by the discovery of strong nematicity in iron based

superconductors [17, 61, 18]. The nematic susceptibility is defined as

χnem = lim
εxx→0

ρ′xx − ρxx
ρxxεxx

(2.1)

where ρ′xx(ρxx) is the x-axis resistivity in the presence (absence) of a small strain εxx.

The large magnitude of this dimensionless susceptibility (|χnem| >∼ 200), and the peak

like features in its temperature dependence suggest enhanced nematic fluctuations in

the pnictides.

The situation for cuprates is less studied thus motivating the present work.

The recently developed extremely correlated Fermi liquid theory (ECFL) [66] accounts

quantitatively for the (unstrained) normal state resistivities of three families of single
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layer cuprates [64, 65]. This theory treats correlation effects within the well-defined t-t′-

J model. The model lacks any explicit mechanism to drive large nematic fluctuations,

but it is possible that these fluctuations are emergent. It is thus natural to ask if the

theory can provide a benchmark scale for elastoresistivity effects in cuprates, as well as

to examine if nematic fluctuations are encouraged. Towards this goal we present results

for the anisotropic elastoresistivity in various geometries for cuprate materials in the

normal state within the extremely correlated Fermi liquid theory (ECFL) [66] as applied

to the t-t′-J model for spin-1
2 electrons on a square lattice given by the Hamiltonian

H = −
∑
ijσ

tijC̃
†
iσC̃jσ − µN̂ +

1

2

∑
ij

Jij

(
~Si.~Sj −

1

4
ninj

)
. (2.2)

Here tij = t(t′) for nearest (next-nearest) neighbor sites ij and is zero otherwise on the

square lattice1, N̂ is the number operator, C̃iσ = PGCiσPG and PG is the Gutzwiller

projection operator which projects out the doubly occupied states. Also the super-

exchange Jij = J when acting on nearest neighbor sites and is zero otherwise. The

other symbols have their usual meaning.

While the ECFL theory accounts for the variation of resistivity with a change of

hopping parameters, we need another piece of information to calculate elastoresistivity.

1 In the t-t′-J model the first and last term of Eq. 2.2, referred to as the hopping Ht and exchange
HJ term, respectively, explicitly expanded as sum over neighbors is

Ht + µN̂ = −t
∑
<ij>σ

C̃†iσC̃jσ − t′
∑
�ij�σ

C̃†iσC̃jσ ,

HJ =
J

2

∑
<ij>

(
~Si.~Sj − 1

4
ninj

)
,

where <ij> is the sum over nearest neighbors, and �ij� is the sum over second nearest neighbors. In
terms of the Hubbard operators — see Eq. (3.1)—this becomes

Ht + µ
∑
iσ

Xσσ
i = −t

∑
<ij>σ

Xσ0
i X0σ

j − t′
∑
�ij�σ

Xσ0
i X0σ

j ,

8



That is a solution to the independent problem of describing the effects of strain on the

hopping parameters of the underlying tight-binding model. In cuprates the t-t′-J model

arises as an effective low energy model from downfolding from a three band (or in general

multiband) description obtained within band structure calculations [86, 67, 48]. This

procedure is not unique since the extent of correlations included in the band structure

can differ among different calculations. We take the practical view that the hopping

parameters can be chosen to depend parametrically on the distance between atoms, in

parallel to the treatment of volume effects in transition metals by V. Heine [31]. Thus

in our approach, a small strain can be parametrized through a single variable α relating

the hopping to the separation R via the relation

t(R) ∼ A

Rα
. (2.3)

From tight binding theory α = l1 + l2 + 1, where l1, l2 are the angular momenta of

the overlapping orbitals [31]. Within this scheme we expect that compression enhances

overlap and hence the magnitude of hopping, and conversely stretching reduces overlap.

Excluding very strong multiband effects we may take α ∈ {2, 5} for cuprates. The single

parameter needed for our purpose is α, since A is reabsorbed in the unstrained hopping.

We further suggest that one may more realistically estimate this single parameter α by

measuring other α dependent variation of physical variables with strain, as described

HJ =
J

2

∑
<ij>σ

Xσσ
i

+
J

4

∑
<ij>σ1σ2

{Xσ1σ2
i Xσ2σ1

j −Xσ1σ1
i Xσ2σ2

j } .

9



below.

This modeling neglects the possible three-dimensional effects, where the c-axis

propagation could in certain situations influence the two-dimensional bands indirectly.

Also cuprates with many layers per unit cell may have more complex dependence on

strain as compared to single layer systems. Despite the above caveats in place, it is

still worthwhile to study the model Eq. (2.2) together with the relation Eq. (2.3) for

understanding the elastoresistivity of single layer cuprates.

The problem of (unstrained) normal state resistivity has been explored in vari-

ous experiments [4, 56, 27] on different materials over the last few decades. Experiments

reveal interesting and challenging transport regimes, termed the strange metal and the

bad metal regime [26], whose existence is inexplicable within the standard Fermi liquid

theory of metals. These results have attracted several numerical studies using the tech-

niques of dynamical mean field theory[40, 83, 21], determinant quantum Monte-Carlo

method [14, 32] and dynamical cluster approximation [47, 87] etc. These studies indicate

that the unusual regimes are indicative of very strong correlations of the Mott-Hubbard

variety.

Despite the numerical progress, few analytical techniques are available to ex-

tract the low temperature transport behavior, and thus better understand the vari-

ous regimes. This is due to the inherent difficulties of treating strong correlations,

i.e., physics beyond the scope of perturbation theory. Recently, the extremely cor-

related Fermi liquid theory (ECFL) [66, 63, 71] has been developed by Shastry and

coworkers. This theory consists of a basic reformulation of strong correlation physics,

10



and its many applications have been reported for the t-t′-J model in dimensions

d=1,2,∞. This is a minimal and fundamental model to describe extreme correla-

tions. The ECFL theory leads to encouraging results which are in close accord with

experiments such as spectral line shape in angle-resolved photoemission spectroscopy

(ARPES) [19, 43, 38, 85, 7, 28, 65], Raman susceptibility [45, 37], and particularly,

resistivity [71, 22, 65]. A recent work [64] shows that the ECFL theory gives a quanti-

tatively consistent account of the T and density dependence of the resistivity for single

layer hole-doped and electron-doped correlated materials. Here we explore the strain

dependence of the resistivity within the same scheme.

In the ECFL theory, the resistivity arises from (Umklapp-type) inelastic scat-

tering between strongly correlated electrons. Here the hopping amplitudes of electrons

play a dual role. The first one, that of propagating the fragile quasiparticles, is standard

in all electronic systems. They provide a simple model for the band structure. Addition-

ally, for very strong correlations the ECFL theory shows that the hopping parameters

are also involved in the scattering of quasiparticles off each other2. A surprisingly low

characteristic temperature scale [22, 65] emerges from the strong correlations, above

which the resistivity crosses over from Fermi liquid type i.e. ρ ∼ T 2 behavior, to an

almost linear type i.e. ρ ∼ T behavior [65, 4].

From the above we argue that strain effects could provide a test of the under-

lying mechanism for resistivity within the ECFL theory to include strain dependence.

Experiments probing these strain effects are likely in the near future, thus enabling an

2 This can be seen e.g. Eq. (3.8), where the “interaction” term in the self-energy is determined by
the ε~k’s, the Fourier transform of the hopping matrix elements.
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important test of the theory. For the purpose of independently estimating the strain-

hopping parameter α in Eq. (2.3), we have identified two experimentally accessible

variables. Firstly we study the integrated weight of the anisotropic electrical opti-

cal conductivity, i.e., the f-sum rule weight, accessible in optical experiments [9, 10].

Secondly we study the local density of states (LDOS), measurable through scanning

tunneling microscopy (STM) [50, 84, 16, 39, 25]. The f-sum rule weight in tight bind-

ing systems is related to the expectation of the kinetic energy, or hopping, and can be

obtained from the Green’s function. The LDOS can also be calculated from the local

Green’s function easily.

The plan for this part of the paper is as follows: In Chapter 3, (A) we in-

troduce the t-t′-J model and summarize the second order ECFL equations and the

corresponding Green’s functions and self-energies. (B) We describe how to convert the

lattice constants and hopping parameters for a system under strain. (C) We outline the

parameters for the program. In Chapter 4, we present the detailed calculation for and

results of (A) the resistivity, (B) the kinetic energy, and (C) the LDOS and their associ-

ated susceptibilities with respect to strain. We provide a brief summary and discussion

of our results and future work in Chapter 5.
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Chapter 3

Methods & Parameters

3.1 The Model

It has been argued that the t-t′-J model is key to describing the physics of

high-Tc superconducting materials [2]. This model is composed of two terms: HtJ =

Ht + HJ where Ht is derived by taking the infinite-U limit of the Hubbard model

plus an additional term HJ which introduces antiferromagnetic coupling. The general

Hamiltonian Eq. (2.2) can be rewritten in terms of the Hubbard X operators [66] as

Ht = −
∑
ijσ

tijX
σ0
i X0σ

j − µ
∑
iσ

Xσσ
i , (3.1)

HJ =
1

2

∑
ijσ

JijX
σσ
i

+
1

4

∑
ijσ1σ2

Jij{Xσ1σ2
i Xσ2σ1

j −Xσ1σ1
i Xσ2σ2

j }

Here tij and Jij are already defined below Eq. (2.2). We present results for both van-

ishing and nonvanishing Jij . The operator Xab
i = |a〉 〈b| takes the electron at site i

13



from the state |b〉 to the state |a〉 where |a〉 and |b〉 are one of the three allowed states:

two occupied states |↑〉, |↓〉, or the unoccupied state |0〉 — the appropriate X operator

referring to the doubly occupied state |↑↓〉 is excluded in both the Hamiltonian and

state space. The X operator relates to the alternative representation used in Eq. 2.2 as

follows: Xσ0
i → C̃†iσ, Xσ0

i → C̃iσ and
∑

σX
σσ
i → ni.

3.2 The ECFL Equations

In this section, we briefly introduce the ECFL equations for the t-t′-J model.

More details can be found in Refs. [66, 63, 71, 65]. In the ECFL theory, the one-electron

Green’s function G is found using the Schwinger method [36] and in momentum space

is factored as a product of an auxiliary Green’s function g and a “caparison” function

µ̃:

G(k) = g(k)× µ̃(k) (3.2)

where k ≡ (~k, iωk), and ωk = (2k + 1)πkBT is the Fermionic Matsubara frequency and

subscript k is an integer. The auxiliary g(k) plays the role of a Fermi-liquid type Green’s

function whose asymptotic behavior is 1/ω as ω → ∞, and µ̃ is an adaptive spectral

weight that mediates between two conflicting requirements [63]: (1) the high frequency

behavior of the noncanonical fermions and (2) the Luttinger-Ward volume theorem at

low frequencies.

The Schwinger equation of motion for the physical Green’s function can be
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symbolically written as [63]

(
g−1

0 − X̂ − Y1

)
. G = δ (1− γ). (3.3)

where X̂ represents a functional derivative and Y1 describes a Hartree-type energy,

i.e., G convoluted with hopping and exchange interactions. The left hand side of

Eq. (3.3) is analogous to that of the Schwinger-Dyson equation for Hubbard model

[5]:
(
g−1

0 − Uδ/δV − UG
)
.G = δ1 where G is one electron Green’s function on the

Hubbard model. Observe on the right side of Eq. (3.3), the essential difference is the

γ term which is proportional to a local G and originates from the noncanonical algebra

of creation and annihilation operators. The noncanonical nature of operators and the

lack of an obvious small parameter for expansion present the main difficulties towards

solving this equation.

To tackle these difficulties, the ECFL theory inserts into Eq. (3.3) the λ pa-

rameter (
g−1

0 − λX̂ − λY1

)
. G = δ (1− λγ). (3.4)

where λ ∈ [0, 1] interpolates from a noninteracting to fully interacting system. This

parameter plays a parallel role to that of inverse spin parameter 1/2S in quantum mag-

nets, where S is the magnitude of the spin. Then we expand Eq. (3.4) systematically

with respect to λ up to a finite order and at the end set λ = 1 to recover the full

t-t′-J physics. The introduction of λ bound to [0, 1] in ECFL makes it possible that

a low-order expansion could be enough to describe low-energy excitations in a large

region of doping. This argument has been justified in one [46] and infinite [71] dimen-
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sions by benchmarking against exact numerical techniques and in two [65]dimensions

by comparing well with experiments.

In the following, we use the minimal version of second order (in λ) ECFL

equations [65]:

µ̃(k) = 1− λn
2

+ λψ(k) (3.5)

g−1(k) = iωk + µ− ε~k + λ
n

2
ε~k − λφ(k) (3.6)

where µ is the chemical potential (denoted in boldface) and ε~k is the bare band energy

found by taking the Fourier transformation of the hopping parameter. The physical

Green’s function features two self-energy terms: the usual Dyson-like self-energy denoted

φ(k) in the denominator and a second self-energy in the numerator ψ(k). The self-energy

φ(k) can conveniently be decomposed as follows: φ(k) = χ(k) + ε′~kψ(k) where χ(k)

denotes a self-energy part, ε′~k = ε~k−u0/2 and ψ(k) the second self-energy. Here u0 acts

as a Lagrange multiplier, enforcing the shift invariance [66, 63, 65] of the t-t′-J model

at every order of λ. The two self-energies functions ψ and χ expanded formally in λ to

second order approximation O(λ2) are ψ = ψ[0] + λψ[1] + . . . and χ = χ[0] + λχ[1] + . . ..

The expression for these self-energies in the expansion are

ψ[0](k) = 0, χ[0](k) = −
∑
p

(
ε′~p +

1

2
J~k−~p

)
g(p) (3.7)
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and

ψ[1](k) = −
∑
pq

(
ε′~p + ε′~q + J~k−~p

)
g(p)g(q)g(p+ q − k) (3.8)

χ[1](k) = −
∑
pq

(
ε′~p + ε′~q + J~k−~q

)(
ε′
~p+~q−~k + J~k−~p

)
× g(p)g(q)g(p+ q − k)

(3.9)

where
∑

k ≡ kBT
Ns

∑
~k,ωk

and J~q is the Fourier transform of Jij
3. By setting λ

to 1, the resulting expressions for the ECFL equations expanded to O(λ2) are

µ̃(k) = 1− n

2
+ ψ(k) (3.10)

g−1(k) = iωk + µ− ε~k +
n

2
ε~k − χ[0](k) (3.11)

− χ[1](k)− ε′~pψ[1](k)

We can verify that an arbitrary shift of ε~k → ε~k+c0 leaves the above expression

invariant by shifting µ→ µ+ c0 and u0 → u0 + 2c0. In this sense, we may take u0 as a

second chemical potential. We can determine the two chemical potentials µ and u0 by

satisfying the following number sum rules

∑
k

g(k)eiωk0+ =
n

2
=
∑
k

G(k)eiωk0+ , (3.12)

where n is the particle density. We find the spectral function ρG(k) = −1/πImG(k) by

analytically continuing (i.e., iωk → ω+iη) and by solving Eq. (3.2) and Eqs. (3.7)–(3.12)

3 Here J~q is the Fourier transform of Jij over nearest neighbors. For a homogeneous and transla-
tionally invariant system, the Fourier transform gives J~q = 2Jx cos(qxa)+2Jy cos(qyb) on a rectangular
lattice where Jx and Jy are the exchange parameters along the principle axes.
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iteratively. We remind the reader that the spectral function ρG(~k, ω) is referred to in

most experimental literature by the symbol A(~k, ω). We can recover the interacting

Green’s function from ρG using

G(~k, iωk) =

∫ ∞
−∞

ρG(~k, ν)

iωk − ν
dν . (3.13)

3.3 Strain effects on hopping and exchange

§Converting lattice constant changes to hopping changes: The t-t′-J

model in two dimensions describes the hopping of electrons between copper atoms in

the 2-d plane. In this model, the hopping parameters with strain and without strain

are denoted as

{tx, ty, td} → {t, t, t′}. (3.14)

Thus under strain tx and ty refer to nearest neighbor hops along x and y axes, and td

is the second neighbor hopping along the diagonal of the square lattice. We start with

the tetragonal symmetry case tx = ty = t where there are just two parameters t, t′.

At the level of a single bond between two coppers, any generic hopping t(R)

for a bond with length R can be represented by [31]

t(R) ∼ A

Rα
, (3.15)

where A is a constant. In the simplest cases, the exponent α is given by the angular

momentum l1, l2 of the relevant atomic shells of the two atoms by the formula

α = l1 + l2 + 1 . (3.16)
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Thus for two copper atoms l1 = l2 = 2 and hence we might expect

α ∼ 5, (3.17)

whereas for copper oxygen bonds l1 = 2, l2 = 1, therefore

α ∼ 3 . (3.18)

For the effective single band description of the cuprate materials, it is not entirely clear

what value of α is most appropriate. Comparisons with experiments might be the best

way to decide on this question, when the results become available. Until then we can

bypass this issue by presenting the theoretical results in terms of δt
t rather than the

strain itself. Towards this end Eq. (3.15) is a very useful result. We rewrite it as

δt(R)

t(R)
= −α δR

R
, (3.19)

thus enabling us to convert a change of the lattice constant to that of the corresponding

hopping, using only the value of t and α. Throughout this paper we will refer to

δt/t as “strain” or with emphasis as “hopping strain” in order to distinguish it from

“conventional strain” δR/R. Strain will always refer to variations along the x axis unless

otherwise noted.

§Geometrical aspects of the strain variation: Our calculation studies

a few variations of parameters. We start on a lattice with tetragonal symmetry at

t ∼ 5220K (0.45eV), and we vary t′ to capture both electron-doped (t′ > 0) and hole-

doped (t′ < 0) cuprates. The magnitude of t is only a crude estimate, it is refined for

different single layer cuprate systems in Ref [64].
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On the distorted lattice with orthorhombic symmetry and lattice constants a

and b, the three distances of interest (two sets of nearest neighbors and one set of second

neighbors) are

a, b, ρ =
√
a2 + b2. (3.20)

For the tetragonal case we refer to the undistorted lattice parameter asa0, thus a = b =

a0, ρ =
√

2a0. We next study the effect of stretching (δa > 0) or compressing (δa < 0)

the x-axis lattice constant, leaving the y-axis unchanged. The changes in the lattice

constants then read as

a→ a0 + δa; b→ a0; ρ→
√

2a0 +
δa√

2
. (3.21)

We denote the strain in the x-direction as

εxx =
δa

a0
. (3.22)

In terms of the strain, we can rewrite the distances to neighbors as

a = a0(1 + εxx), b = a0, ρ =
√

2a0

(
1 +

εxx
2

)
, (3.23)

so that εxx > 0 is regarded as stretching and εxx < 0 as compression. The single particle

(tight-binding) energies for the distorted lattice are given by

ε~k = −2tx cos(kxa)− 2ty cos(kyb)− 4td cos(kxa) cos(kyb).

In terms of the band parameters of the unstrained system t and t′, we can write the

anisotropic band parameters as

tx = (1− α εxx) t, ty = t, td =
(

1− α εxx
2

)
t′ , (3.24)
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where the factor of 1
2 for td comes about due to a shorter stretching of ρ as in Eq. (3.23).

Their strain variations are denoted by

δtx
tx
≡ δt

t
= −αεxx,

δty
ty

= 0,
δtd
td

= −1

2
αεxx. (3.25)

These formulas relate the change in hopping to the physical strain, and thus involve the

parameter α which is somewhat uncertain. For that reason, we actually vary δt
t in this

study. We also go beyond the linear response regime, i.e., we use larger values of δt
t

than those attainable in the laboratory. In such a case we set δtd
td

= δt
2t . To summarize

the sign convention used in this work,

compress:
δt

t
> 0, εxx < 0

stretch:
δt

t
< 0, εxx > 0. (3.26)

§Converting hopping changes into exchange changes: In this model,

the superexchange interaction maps to hopping as follows: J = t2/U where U is the

on site energy of the Hubbard model. As we vary the hopping parameter, we find

δJ = 2(δt/t)J since U does not vary with strain. In this model the first neighbor

exchange parameters with and without strain, similar to Eq. 3.14, are denoted as

{Jx, Jy} → {J, J} , (3.27)

where Jx and Jy refer to the first neighbor exchange interactions along the x and y axes.

In terms of hopping changes we can rewrite the exchange parameters as

Jx =
(

1 + 2
δtxx
txx

)
J, Jy = J . (3.28)
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3.4 Parameters in the program

The model considered applies to several classes of materials, such as the

cuprates, the sodium cobaltates, and presumably also to the iron arsenide supercon-

ductors. We shall restrict our discussion to the cuprates where the parameters are fairly

well agreed upon in the community [2, 55, 64].

In this calculation, we set t = 1 as our energy scale and we allow t′/t to vary

between −0.4 and 0.4, to cover the full range of cuprate materials. The hopping strain

δt/t is varied from −0.15 to 0.15. The exchange parameter J is set to zero except where

otherwise noted. We convert the energy to physical units by setting t = 0.45eV, and

hence the bandwidth is W = 8t = 3.6eV. If one wants to make a different choice for t,

this can be done by rescaling the energies and T’s by the same scaling factor.

We focus on the optimal doping case δ = 0.15 for cuprate materials4. Here δ

refers to the hole doping and relates to the particle density as follows δ ≡ (1− n). The

temperature range is set to T ∈ [37, 450]K. Lower temperatures than this lie outside the

range of convergence for the current scheme. For the interacting system we solve the

ECFL equations [Eqs. (3.7)–(3.12)] iteratively on a real frequency grid of size Nω = 214

within the range [-2.5W,2.5W], where W is the bare bandwidth, and a lattice L × L

with L = 61, 79, 135. The scale of the frequency grid is tuned to capture the low-

T physics. A frequency grid of size Nω = 216 only slightly improves our results at

much larger computational costs. We primarily use an L > 61 for t′ > 0 at low

temperatures (i.e., T < 100K) in order to get sufficient resolution to converge electrical
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resistivity calculation. The need for a high resolution lattice at low temperatures is

a product of the spectral function which features higher, sharper peaks for t′ > 0, to

which the resistivity calculation is sensitive [65], i.e., a larger grid is required to settle

the unphysical oscillations in the resistivity calculation. For the noninteracting system

we compute LDOS using a system of size Nω = 212 and L = 271.

4We refer to n = 0.85 as the optimal density since in a typical single-layer cuprate superconductors
such as La2−xSrCuO4 (LSCO) — to which the 2D t-J model is most relevant the system — obtains
its maximum critical temperature Tc at hole doping δ = 0.15. Similarly, Ba2Sr2CaCu2O8+δ Bi2212) a
double-layer curprate superconductor obtains its max Tc at doping δ = 0.15.
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Chapter 4

Results

Here we present the effects of strain along the x axis on electrical resistivity, ki-

netic energy and LDOS and their associated susceptibilities in response to a compressive

(δt/t > 0) and tensile (δt/t < 0) hopping strain.

4.1 Resistivity for an x-axis strain

We now study the response of electrical resistivity ρα characterized by electron-

electron scattering [65] in the presence of a strain. We use the bubble approximation,

factoring the current correlator as 〈J(t)J(0)〉 ∼ ∑k v
2
~k
G2(k) with suitable vertices v~k

and dressed Green’s function G, to compute the conductivity σα. Our picture of a

quasi-2D metal consists of well separated Cu-O planes and hence each plane can be

characterized using the 2D t-J model. The weak k dependence of the self-energy as seen

in Fig. 3 of Ref. [65] diminishes the significance of vertex corrections. In fact the self-

energy is completely k independent in the d=∞ limit, and studies in this limit [22] have
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successfully implemented the bubble approximation while completely ignoring vertex

corrections. We shall calculate and quote the following objects denoting the irreducible

representations of the D4h point group by the standard names [77, 30, 42, 61]

• ρ′xx(T ), the strained version of resistivity along the x-axis.

• ρ′yy(T ), the strained version of resistivity along the y-axis.

• ρxx, the resistivity for the tetragonal lattice, which is the same as ρyy.

• XX component variations:

−(ρ′xx − ρxx)/(ρxxδt/t) vs T

• Y Y component variations:

−(ρ′yy − ρyy)/(ρxxδt/t) vs T

• A1g symmetry variations:

−
ρ′xx + ρ′yy − 2ρxx

2ρxxδt/t
vs T

• B1g symmetry variations:

−
ρ′xx − ρ′yy
ρxxδt/t

vs T

Of special interest are the ρ′xx + ρ′yy response which corresponds to the A1g irreducible

representation (irrep) and the ρ′xx − ρ′yy response, corresponding to the B1g irrep.
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FIG. 1: The longitudinal and transverse resistivities, ρxx (solid) and ρyy (dashed) respectively, versus temperature at filling
n = 0.85, for various t′, and at representative strains. While the green curves are for the unstrained case, the red curves
correspond to a compressive strain δt/t = 0.10 (i.e. εxx ∼ −.02), and the blue curves correspond to a tensile strain δt/t = −0.10
(i.e. εxx ∼ .02), if we take α ∼ 5. All figures share the legend. The resistivity in physical units can be found by ρphysical = ρ×ρ0,
where ρ0 = c0h/e

2 ∼ 1.17mΩcm.

tudinal one for t′ = 0.4 in panel (e). Likewise turning
on a negative t′ weakens the longitudinal response and
enhances the transverse response, so that the longitu-
dinal response gets smaller in panel (a) and (b) while
the transverse shifts more explicitly to the same side as
t′ = 0. Further analysis of these effects can be found in
the Supplementary Material (SM).

Next we discuss the how strain affects the effective in-

teraction and the characteristic temperature scale. We
mainly use the longitudinal resistivity in this discussion
because the longitudinal response is more explicit. In our
recent work [7,8], a significant finding was the t′ depen-
dence of the curvature of the ρ - T lines. We observe that
this t′-dependent curvature persists under strain, i.e., the
curvature changes from positive (concave up like +T 2) to
negative (convex up like −T 2) as t′/t is varied upward.

Figure 4.1: The longitudinal and transverse resistivities, ρxx (solid) and ρyy (dashed) respectively,
versus temperature at filling n = 0.85, for various t′, and at representative strains. While the green
curves are for the unstrained case, the red curves correspond to a compressive strain δt/t = 0.10 (i.e.
εxx ∼ −.02), and the blue curves correspond to a tensile strain δt/t = −0.10 (i.e. εxx ∼ .02), if we take
α ∼ 5. (a) t′/t = −0.4, n = 0.85; (b) t′/t = −0.2, n = 0.85; (c) t′/t = 0.0, n = 0.85, (d) t′/t = 0.2,
n = 0.85, (e) t′/t = 0.4, n = 0.85. All figures share the legend. The resistivity in physical units can be
found by ρphysical = ρ× ρ0, where ρ0 = c0h/e

2 ∼ 1.17mΩcm.
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§Computation of the anisotropic resistivity: To find the anisotropic

resistivity, we compute the dimensionless conductivity [65] for the anisotropic case

σxx = 〈Υ~k
(~vx~k)2/(ab)〉k , (4.1)

σyy = 〈Υ~k
(~vy~k)2/(ab)〉k (4.2)

where 〈A〉k = 1
Ns

∑
~k
A, Ns = L× L and

Υ~k
= (2π)2

∫ ∞
−∞

dω(−∂f/∂ω)ρ2
G(~k, ω) (4.3)

where f(ω) ≡ 1/(1+exp(βω)) is the Fermi function, ρG(k) is the spectral function from

ECFL theory up to O(λ2), and vx~k
, vy~k

are the bare vertices, which are defined as

vx~k =
1

~
∂εk
∂kx

=
a

~
∂εk
∂k1

, (4.4)

vy~k
=

1

~
∂εk
∂ky

=
b

~
∂εk
∂k2

(4.5)

where k1 = kxa and k2 = kyb denote the components of the dimensionless momenta.

Inserting the dimensionless momenta into Eq. (4.2), we obtain

σxx =
〈

Υ~k

(
dε~k
dk1

)2

(a/b)
〉
k
, (4.6)

σyy =
〈

Υ~k

(
dε~k
dk2

)2

(b/a)
〉
k

(4.7)

for the dimensionless conductivity. The corresponding dimensionless resistivities are

ρxx = 1/σxx and ρyy = 1/σyy.

The electrical resistivity can be converted to physical units as follows: ρphysical,α =

ρα× ρ0 where ρ0 = c0h/e
2(∼ 1.171 mΩcm) sets the scale for the resistivity, and α = xx

describes the longitudinal (i.e., current ‖ εxx) resistivity and yy describes the transverse
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(i.e., current ⊥ εxx) resistivity. Here c0 ∼ 6.645 is the typical separation between par-

allel Cu-O planes5 (see Ref. [64]. In order to estimate the magnitude of the inelastic

scattering, we can relate the dimensionless resistivity to 〈kF 〉` as follows 〈kF 〉` = 1/ρα

as argued in Refs. [4, 3] for quasi-2D materials, where 〈kF 〉 is an (angle averaged) ef-

fective Fermi momentum and ` is the mean-free-path. Hence we expect ρα/ρ0 < 1 in a

good metal.

4.1.1 The raw resistivities

We first present the effects of hopping strain δt/t on resistivity. In Fig. 4.1,

we study the anisotropy of the raw dimensionless resistivity over a broad range of

temperatures at the optimal density n = 0.85. Figure 4.1 displays the longitudinal

resistivity ρxx (solid) and the transverse resistivity ρyy (dashed) for a compressive strain

(red) and tensile strain (blue) in comparison to the unstrained tetragonal system (green).

Here we used a representative magnitude of compressive strain δt/t = 0.10 (i.e., εxx ∼

−.02). We observe that longitudinal resistivity under a compressive strain (δt/t > 0)

is reduced, and conversely, under a tensile strain (δt/t < 0) it is enhanced across the

displayed temperature range for all t′. The response for transverse resistivity is less than

the longitudinal one in magnitude. An interesting new feature lies in the t′ dependence;

we note that magnitude and sign of the change in transverse resistivity is controlled by

t′, e.g., for t′ = 0.2t the resistivity is almost unchanged for all strains.

5 The unstrained system assumes a body-centered orthorhombic unit cell (a, b, c) where a, b are
the lattice constants of the base and c is that of the height. In the expression for resistivity ρ0, c0
corresponds to the interlayer separation c0 = c/2 between copper-oxide planes.
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These behaviors can be understood qualitatively in the following ways. First,

let us look at the simplest case with t′ = 0 as in Fig. 4.1(c). When the system is

compressed in the x axis, the hopping tx rises according to Eq. (3.24) and so does

the conductivity along the same direction, and vice versa. Hence, the longitudinal

resistivity gets suppressed (enhanced) under compressive (tensile) strains. One can

also consider isolating the strain-induced effects in Eqs. (4.6) and (4.7) from the band

structure, contained in vα~k
, and from the spectral function ρG , which accounts for the

influence of the Gutzwiller correlations on resistivity. (Changes in the resistivity due

to variation of the explicit lattice constants are small.) When we exert a compressive

strain, this produces additive changes to the longitudinal resistivity due to in equal

parts (1) changes in vertex and (2) T -dependent changes in spectral function, both

arising from the enhancement of tx. Whereas for the transverse resistivity the hopping

parameter ty is unchanged and hence changes to resistivity from the band structure

become less important and as a result the transverse resistivity is dominated by strain-

induced effects on the spectral function. For this reason, the transverse response to

compressive strain is generally smaller in magnitude than the longitudinal response and

likewise for a tensile strain both shown in panel (c). We also find that the transverse

strain response has a different sign than the longitudinal one when there is no second

neighbor hopping.

Now let us turn on t′. According to Eq. (3.24), the strain has a longitudinal-

like effect, only smaller, on the magnitude of the second neighbor hopping. Turning on

a positive t′ strengthens longitudinal response and “counters” the transverse response
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from ty hopping. Therefore we see that the longitudinal curves depart further from the

unstrained one in panels (d) and (e), and it also explains why the transverse change

almost vanishes for t′ = 0.2 in panel (d) and switches to the same sign as the longitudinal

one for t′ = 0.4 in panel (e). Likewise turning on a negative t′ weakens the longitudinal

response and enhances the transverse response, so that the longitudinal response gets

smaller in panel (a) and (b) while the transverse shifts more explicitly to the same side

as t′ = 0.

Next we discuss how strain affects the effective interaction and the character-

istic temperature scale. We mainly use the longitudinal resistivity in this discussion

because the longitudinal response is more explicit. In our recent work [65], a significant

finding was the t′ dependence of the curvature of the ρ - T lines. We observe that this

t′-dependent curvature persists under strain, i.e., the curvature changes from positive

(concave up like +T 2) to negative (convex up like −T 2) as t′/t is varied upward.

Recall that strain is effectively a small change in the hopping parameter, so we

ought to expect strain to change thet′ dependence of the curvature only quantitatively

but not qualitatively. Phenomenologically, varying t′ signals a change in the effective

Fermi temperature scale TFL where for T < TFL the system is in the Fermi liquid regime

ρ ∝ T 2 and hence has a positive curvature. Moreover, as we decrease t′ from positive to

negative, the Fermi liquid temperature regime is compressed into a smaller temperature

regime down to temperatures where resistivity is usually hidden by the superconducting

state. We want to focus on the crossover between Fermi liquid and strange metal which
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is covered by the following empirical relation

ρ ∼ C T 2

TFL + T
. (4.8)

Here C is a constant that defines the slope of the linear regime and TFL marks the

crossover from the Fermi-liquid regime. For example when t′ = −0.2t as found in

typical hole-doped cuprates6, we observe that a compressive strain extends the Fermi-

liquid regime for the longitudinal resistivity, and flipping the strain reduces the Fermi-

liquid regime. Qualitatively speaking, a compressive strain enhances the longitudinal

hopping so that the effective interaction reduces relatively to the hopping. Likewise, a

tensile strain increases the effective interaction in the unit of longitudinal hopping and

suppresses the Fermi liquid temperature scale. Besides, we observe that a compressive

strain suppresses the linear constant C while a tensile strain enhances it, as shown more

obviously in Fig. 4.2 and Fig. 4.3. That can be verified in the experiment by measuring

the slope of ρ - T for a strange metal under strain.

4.1.2 Susceptibilities for anisotropic resistivities

It has been argued [17] that cuprates are candidates for an electron nematic

phase, in which nematic order might coexist with high temperature superconductivity,

that is, the electronic system breaks a discrete rotational symmetry while leaving the

translational symmetry intact. Here the normalized resistivity response plays the role

of the order parameter in the phase transition. Since it is possible to experimentally

6 In high Tc systems estimates give t′ . −0.27t Bi2212 and LSCO t′ ∼ 0.16t. We take t′ = −0.2t as
a compromise between the two extremes.
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identify continuous phases transitions through the observation of a diverging thermo-

dynamic susceptibility when crossing a phase boundary, the temperature profile of ela-

storesistance (i.e., normalized resistivity response with respect to an arbitrary strain) is

an interesting observable to explore. For that reason, we shall examine linear response

function for the longitudinal and transverse components of the elastroresistivity tensor

constructed in terms of the hopping strain as:

χXX ≡ −
(ρ′xx − ρxx

ρxx

)/(δt
t

)
, (4.9)

χY Y ≡ −
(ρ′yy − ρyy

ρxx

)/(δt
t

)
, (4.10)

respectively. The susceptibility as defined is positive if compression along the x axis

leads to a reduction of the resistivity in the specified direction. We note the connection

of these susceptibilities with the nematic susceptibility Eq. (2.1) on using Eq. (3.25) as

χnem = α lim
εxx→0

χXX . (4.11)

We compute the susceptibility for small values of strain δt/t >∼ .05. However, even these

values of strain pick up some nonlinear components of the response function. These are

also of interest, and we comment on these below.

The linear response function for strain-resistivity curves is plotted as a function

of temperature in Fig. 4.2 and Fig. 4.3 for the longitudinal and transverse components

at optimal density n = 0.85 for various t′ and δt/t. Note that since the resistivity

vanishes as T → 0, there is an enhancement of the normalized susceptibility at low-T .

In Fig. 4.2, we see that the linear response function for the longitudinal resis-

tivity χXX is mostly positive and shows non-linear (in δt/t) behavior at a fixed T (as
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can be identified by the separation of the strain curves) with respect to strain across

the entire temperature range. This nonlinearity will be measured directly in Fig. 4.8

for t′ = −0.2. The response function for T >∼ 100K is highly ordered in that varying

the strain from positive (compressive) to negative (tensile) increases the strength of the

response function for all t′. Conversely as we cool the system, we observe that strain de-

pendence of the response function becomes increasingly nonlinear, i.e., showing a wider

separation between strain curves, the forms of which are strongly t′ dependent. Now if

we vary t′ to survey the range of cuprate materials, we find at low T for hole-like (t′ < 0)

materials a significant enhancement in and an inversion of the strain dependence that

is absent in electronlike (t′ > 0) materials, though for both material types the strength

of the response function remains approximately invariant at high-T.

We next discuss the transverse linear response function χY Y shown in Fig. 4.3.

This response is potentially interesting since the effects of strain on the band structure

are found to play a less significant role, hence the correlation effects dominate. We

find that the features of transverse response function are different from that of the

longitudinal response function mainly in two ways: (1) the χY Y collapses at high-T ,

showing strong linearity with respect to the strain and (2) it changes sign from negative

to positive as we vary t′/t across 0.2 from below, consistent with Fig. 4.1. Measurements

confirming this linear behavior and sign change would be potentially interesting results.
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Figure 4.2: The longitudinal [Section 4.1.2] strain-resistivity susceptibilities versus temperature at
filling n = 0.85, for various t′ and δt/t. (a) t′/t = −0.4 (b) t′/t = −0.2, (c) t′/t = 0.0, (d) t′/t = 0.2, (f)
t′/t = 0.4. All figures share a legend. For various δt/t, the susceptibilities χxx for T >∼ 100 approach
each other in two sets, one for δt/t > 0 and another slightly displaced set for δt/t < 0. They splay apart
at low T thus displaying strong nonlinearity in the Fermi liquid regime.
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Figure 4.3: The transverse [Section 4.1.2] strain-resistivity susceptibilities versus temperature at filling
n = 0.85, for various t′ and δt/t. (a) t′/t = −0.4 (b) t′/t = −0.2, (c) t′/t = 0.0, (d) t′/t = 0.2, (f)
t′/t = 0.4. All figures share a legend. The susceptibilities χyy approach a single set for T >∼ 100 and
splay apart for low T thus also displaying strong nonlinearity in the Fermi liquid regime.

35



4.1.3 The nematic susceptibility
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Figure 4.4: The nematic susceptibility computed using Eq. (4.12) for compressive strains of varying
magnitude for t′ = −0.2t, and n = 0.85. In the calculation of susceptibility, variation of δt/t is
approximately the same as variation in α at fixed strain εxx. This nematic susceptibility calculation
can be directly compared with Fig. 2 of Ref. [41] where a piezoelectric device is used to measure the
nematic susceptibility in Bi2212 at doping δ = 0.14 and has a TC = 87K. Unexpectedly the weight and
intensity of T-profile is similar that of experimental measurements without any explicit mechanism to
drive nematic fluctuations in the model. Here we approximate the exact formula χnem = α lim

εxx→0
χxx

using χnem = αχXX .

In Fig. 4.4 we approximate the exact formula Eq. (2.1) using

χnem = αχXX . (4.12)

We calculate nematic susceptibility for compressive of varying magnitude. In this cal-

culation of the nematic susceptibility, variation of δt/t is approximately the same as
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variation of α at a fixed strain εxx. Unexpectedly, there are peak-like features in its

temperature dependence and the weight and intensity of peaks are similar in magni-

tude to that of recent experimental observations (see Fig. 2 of Ref. [41]) of the nematic

susceptibility in cuprate materials

4.1.4 Resistivity with non-zero J

In this section we examine the role of exchange parameter J (nearest neighbor

exchange energy) on resistivity and the susceptibilities, setting J = 0.17t which is the

typical value for LSCO cuprate materials [55]. We take J = t2/U where U is the on site

energy of the Hubbard model and U does not vary with strain and hence δJ = 2(δt/t)J3.

Now, if we turn on the exchange parameter J , we find that at low temperatures the

resistivity is reduced by the exchange energy and at high temperatures the resistivity is

slightly enhanced as seen in Figs. 4.5(a) and 4.5(b). In Figs. 4.5(c) and 4.5(d) we see the

longitudinal and transverse susceptibility with exchange interaction is further enhanced

at low temperatures whereas at higher temperatures the response is unchanged. The

J effects are magnified in the low-T response since ρ → 0 as T → 0. We can say the

effects of J on the response are negligible at high-T .
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FIG. 3: (a)-(b) The strain-induced resistivity at optimal fill-
ing n = 0.85, t′/t = −0.2 for three representative strain
types with exchange parameter J = 0.0 (solid) and J = 0.17
(dashed). (c)-(d) The strain-resistivity susceptibility for the
same parameter set as above. All figures share a legend. We
note that a non-vanishing J enhances somewhat the magni-
tude of the susceptibilities in the low temperature Fermi liquid
regime.

Figure 4.5: The strain-induced resistivity for the (a) longitudinal and (b) transverse components at
optimal filling n = 0.85, t′/t = −0.2 for three representative strain types with exchange parameter
J = 0.0 (solid) and J = 0.17 (dashed). The strain-resistivity susceptibility in (c) the longitudinal and
(d) the transverse components for the same parameter set as above. All figures share a legend. We note
that a nonvanishing J enhances somewhat the magnitude of the susceptibilities in the low temperature
Fermi liquid regime.
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4.1.5 Susceptibilities for A1g and B1g irreps

Experimentally, it is possible to identify the irrep to which the order param-

eter belongs by applying a strain with a particular irrep of strain and searching for a

divergence in the temperature profile. In the case of uniaxial strain along the x axis the

strain can be decomposed into the A1g and B1g irreps. In this section we examine the

strain-resistivity linear response function for the A1g and B1g irreps defined in terms of

the hopping strain as

χA1g ≡ −
(ρ′xx + ρ′yy − 2ρxx

2ρxx

)/(δt
t

)
=
χXX + χY Y

2
, (4.13)

χB1g ≡ −
(ρ′xx − ρ′yy

ρxx

)/(δt
t

)
= χXX − χY Y , (4.14)

respectively.

In Figs. 4.6 and 4.7 we present the normalized strain-resistivity response func-

tions at optimal density n = 0.85 for various t′ and δt/t. In this picture the A1g and

B1g irreps play the roles of a center of mass coordinate and a relative coordinate, re-

spectively. Together the two susceptibilities characterize the shift of in-plane resistivity

as a result of an arbitrary in-plane strain. Recall that since the resistivity vanishes as

T → 0, the A1g and B1g susceptibilities are also enhanced at low T .

Examining the A1g susceptibilities in Fig. 4.6(a), Fig. 4.6(b), Fig. 4.6(c), and

Fig. 4.6(d), one important feature stands out, namely, that for T >∼ 100K the response

function is positive for all t′ and strains δt/t. This indicates that increasing a tensile

(compressive) strain for T >∼ 100K enhances (suppresses) the average of the anisotropic

resistivities.
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Figure 4.6: The normalized strain-resistivity susceptibilities from Eq. (4.13) versus T for the A1g

and B1g irreducible representations at filling n = 0.85 at various t′ and δt/t. (a), (c), (e), (g) t′/t =
−0.4,−0.2, 0.0, 0.2 χA1g, respectively; (b), (d), (f), (h) t′/t = −0.4,−0.2, 0.0, 0.2 χB1g, respectively; All
the figures share a legend. For various δt/t, and for T >∼ 100 all the susceptibilities approach each other
in two sets, one for δt/t > 0 and another slightly displaced set for δt/t < 0. They splay apart at low T
thus displaying strong nonlinearity in the Fermi liquid regime.

We also see that at T ∼ 100K with hole doping, i.e., t′ ≤ 0, the normalized

susceptibilities become independent of the strain, and hence the response is in the linear

regime (signaled by the convergence of all strain curves). The nonlinear response at lower

T is interesting and potentially observable in experiments with varying strain. On the

other hand for electron doping, i.e., t′ > 0, we see nonlinear behavior even at high T .

Its origin is the extended Fermi-liquid regime which has a higher crossover temperature

scale. Summarizing, we find that the early departure from Fermi liquid behavior into a
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Figure 4.7: The normalized strain-resistivity susceptibilities from Eq. (4.13) versus T for the B1g

irreducible representations at filling n = 0.85 at various t′ and δt/t. (a), (b), (c), (d) t′/t =
−0.4,−0.2, 0.0, 0.2; All the figures share a legend. See caption of Fig. 4.6 for common details.

strange metallic behavior in the hole doping favors an apparent linear response above

100K due to a change in scale. Conversely we expect to see nonlinearity extending to

much higher T ’s in electron-doped systems.

From Fig. 4.6, we observe that the B1g susceptibilities for T < 100K are

strongly dependent on the value of t′ of the system. We find in hole-like materials

(t′ <∼ 0.0) there is a strong enhancement (the details of which depend on the δt/t) in the

susceptibility at low-T. In contrast, this feature is absent in electron-like materials (t′ >

0.0) where there is weaker correlation, higher TFL, and hence stronger quasiparticles.
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Focusing on the strain dependence, we see that at high-T the susceptibilities

are relatively insensitive to t′ and generally increases as we vary from a compressive to

a tensile strain. There is also asymmetry in rate of change of susceptibilities between

a compressive and tensile strain as |δt/t| is varied, i.e., the response function changes

more rapidly for tensile than compressive strains. Therefore the degree of anisotropy is

higher for tensile strain than compressive strains of equal magnitude.

Also, the B1g curves under compressive strain (δt/t > 0) are closer to each

other than those under tensile strain for electron-doped systems, yet this spacing dif-

ference is less obvious in the hole-doped case. It means that a tensile response tends to

show stronger nonlinearity, especially in electron-doped systems.

42



19

-����-����-���� ���� ���� ���� ����

�

�

��

δ�/�

χ
�
�

(a) XX

-����-����-���� ���� ���� ���� ����

-��

-�

�

�

δ�/�

χ
�
�

(b) Y Y

-����-����-���� ���� ���� ���� ����

-�

-�

-�

�

�

�

�

�

δ�/�

χ
�
�
�

(c) A1g

T = 37K T = 63K T = 104K T = 298K

-����-����-���� ���� ���� ���� ����
�

�

�

�

�

��

��

��

δ�/�

χ
�
�
�

(d) B1g

FIG. 5: The strain-resistivity susceptibilities for various sym-
metries as a function of strain δt/t at filling n = 0.85 and
t′/t = −0.2. (a) XX, longitudinal, Eq. (40); (b) YY, trans-
verse, Eq. (41); (c) A1g irrep, Eq. (43); (d) B1g irrep, Eq. (43).
The susceptibilities are relatively strain independent above
100K, but show strong non-linearity at low T. It is noteworthy
that for the lowest T shown, the susceptibilities χxx, χyy, χA1g

change sign at or close to δt/t = 0. At higher T this change
of sign is lost. The behavior of the nematic susceptibility
χnem = limεxx→0(αχxx) at low T has thus the potential
for a change of sign, depending on how we choose a suffi-
ciently small |εxx| or |δt/t| for the purpose of taking the limit
limεxx→0.
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FIG. 6: Anisotropic kinetic energies Kα versus T for Kxx

(solid) and Kyy (dashed) at filling n = 0.85, for various t′

and at three representative strains: compressive strain, no
strain, and tensile strain. Note that Kxx = Kyy in absence of
strain. All figures share a legend.

Figure 4.8: The strain-resistivity susceptibilities for various symmetries as a function of strain δt/t at
filling n = 0.85 and t′/t = −0.2. (a) XX, longitudinal, Section 4.1.2; (b) YY, transverse, Section 4.1.2;
(c) A1g irrep, Eq. (4.13); (d) B1g irrep, Eq. (4.14). The susceptibilities are relatively strain independent
above 100K but show strong nonlinearity at low T. It is noteworthy that for the lowest T shown, the
susceptibilities χxx, χyy, χA1g change sign at or close to δt/t = 0. At higher T this change of sign is lost.
The behavior of the nematic susceptibility χnem = limεxx→0(αχxx) at low T has thus the potential for a
change of sign, depending on how we choose a sufficiently small |εxx| or |δt/t| for the purpose of taking
the limit limεxx→0.
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4.1.6 Susceptibilities versus strain

In Fig. 4.8, we display the strain-resistivity response functions versus hopping

strain for various symmetries at t′ = −0.2t and n = 0.85 (which is roughly the parameter

set for LSCO cuprate material6 at optimal density) at four representative temperatures.

Here we approximate the variance in the linear response function as follows

χ(T ) = c0(T ) + c1(T )(δt/t) + c2(T )(δt/t)2 + . . . . (4.15)

In panels (a) and (b) we have longitudinal and transverse linear response functions,

respectively, showing nonlinear behavior at low temperature which becomes more linear

(as indicated by horizontal line) as the system warms. This nonlinear behavior at low

T can be understood as a result of the increasing importance of correlations as the

system is cooled. Although the longitudinal and transverse response functions differ

considerably in magnitude, the curves are approximately symmetric under inversion of

the axes. In panels (a), (b), and (c) there is a wave-like oscillation which indicates

the presence of higher order terms, e.g., the T = 37K curve in panel (a) appears to

have (δt/t)3 term competing with a linear term. Another interesting result we find is

that as the system cools the B1g response function appears to diverge at δt/t = 0 as

T → 0 suggests that any deviation from the point group symmetry of the square lattice

produces a finite resistivity response.
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4.2 Kinetic Energy for an x-axis strain

In this section we explore the kinetic energy anisotropy induced by strain along

the x-axis using ECFL theory. Since the anisotropic kinetic energy can be related to

measurements of the optical conductivity using the f-sum rule on the t-t′-J model, this

makes it another interesting observable to explore.

The total kinetic energy for a system under strain is computed as

Ktot =
〈∫ ∞
−∞

ρG(~k, ω)ε~kdω
〉
k
. (4.16)

This may be decomposed as follows:

Ktot = Kxx +Kyy +Kxy, (4.17)

where the cross kinetic energy Kxy comes from the second neighbor interactions and is

related to the dynamic Hall conductivity. The longitudinal, transverse and cross kinetic

energies are given by

Kxx =
〈∫ ∞
−∞

dωρG(~k, ω)εkx

〉
k

(4.18)

Kyy =
〈∫ ∞
−∞

dωρG(~k, ω)εky

〉
k

(4.19)

Kxy =
〈∫ ∞
−∞

dωρG(~k, ω)εkxy

〉
k

(4.20)

where

εkx = −2tx cos(kxa) (4.21)

εky = −2ty cos(kyb) (4.22)

εkxy = −4td cos(kxa) cos(kyb) . (4.23)
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In the t-t′-J model the anisotropic kinetic energies Kα, where α = xx, yy, and xy, are

related to the optical conductivity σα by the following sum rule

Re

∫ ∞
0

σα(ω)dω = −Kαe
2 , (4.24)

where e is the electrical charge. Kαe
2 sets the scale of the optical conductivity, i.e.,

− 1

Kαe2
Re

∫ ∞
0

σα(ω)dω = 1 . (4.25)

The optical conductivity in the DC limit σα(0) relates to the DC resistivity as follows:

ρα(0) = 1/σα(0). For the anisotropic kinetic energy, we calculate and quote the following

objects:

• K ′xx is the strained version of longitudinal kinetic energy.

• K ′yy is the strained version of transverse kinetic energy.

• We call Kxx without a prime the tetragonal result. It is the same as Kyy.

• We present A1g :

−
K ′xx +K ′yy − 2Kxx

2Kxx(δt/t)
vs T

• We present B1g : −(K ′xx −K ′yy)/(Kxxδt/t) vs T

4.2.1 Raw kinetic energies

From Eq. (4.18) we calculate the anisotropic kinetic energies Kα as a function

of temperature at optimal density for a representative range of cuprate materials t′ and

hopping strains δt/t as shown in Fig. 4.9. The main observation is that a compressive
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FIG. 5: The strain-resistivity susceptibilities for various sym-
metries as a function of strain δt/t at filling n = 0.85 and
t′/t = −0.2. (a) XX, longitudinal, Eq. (40); (b) YY, trans-
verse, Eq. (41); (c) A1g irrep, Eq. (43); (d) B1g irrep, Eq. (43).
The susceptibilities are relatively strain independent above
100K, but show strong non-linearity at low T. It is noteworthy
that for the lowest T shown, the susceptibilities χxx, χyy, χA1g

change sign at or close to δt/t = 0. At higher T this change
of sign is lost. The behavior of the nematic susceptibility
χnem = limεxx→0(αχxx) at low T has thus the potential
for a change of sign, depending on how we choose a suffi-
ciently small |εxx| or |δt/t| for the purpose of taking the limit
limεxx→0.
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FIG. 6: Anisotropic kinetic energies Kα versus T for Kxx

(solid) and Kyy (dashed) at filling n = 0.85, for various t′

and at three representative strains: compressive strain, no
strain, and tensile strain. Note that Kxx = Kyy in absence of
strain. All figures share a legend.

Figure 4.9: Anisotropic kinetic energies Kα versus T for Kxx (solid) and Kyy (dashed) at filling
n = 0.85, for various t′ and at three representative strains: compressive strain, no strain, and tensile
strain. Note that Kxx = Kyy in the absence of strain. (a) t′/t = −0.2, (b) t′/t = 0.0, (c) t′/t = 0.2. All
figures share a legend.

(tensile) strain suppresses (enhances) the longitudinal kinetic energy and vice versa

for the transverse kinetic energy response with a smaller magnitude of variation. The

variation in the longitudinal kinetic energy can be understood as a combination of

changes in the band structure parameter tx and correlations. On the other hand, the

transverse kinetic energy is dominated by changes to the correlation function since the

parameter ty is unmodified by x-axis strain. There is little T -dependence with the

exception of a slight broadening of the range of the response at low-T as the TFL is
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reduced. The t′ dependence is also weak because Kxx and Kyy do not explicitly depend

on t′ but through the spectral function.

4.2.2 Strain-kinetic-energy susceptibilities

In analogy with elastoresistance, we compute the so-called normalized strain-

kinetic-energy response function, which measures the change in kinetic energy with

respect to a strain. We shall focus on the normalized strain-kinetic-energy response

functions for the A1g and B1g irrep since measurements of these symmetries are sensitive

to a break in the fourfold rotation symmetry of a square lattice. Explicitly the response

functions are defined in terms of hopping strain as

MA1g ≡ −
(K ′xx +K ′yy − 2Kxx

2Kxx

)/(δt
t

)
, (4.26)

MB1g ≡ −
(K ′xx −K ′yy

Kxx

)/(δt
t

)
, (4.27)

where the sign is imposed so that susceptibility defined in terms of hopping strain

matches its counterpart defined in terms of conventional strain. Fig. 4.10 displays the

normalized strain-kinetic-energy susceptibilities as a function of temperature for the A1g

and B1g irrep at optimal density for various t′ and δt/t.

The A1g irrep susceptibility signals a change in the sum of anisotropic kinetic

energies Kxx + Kyy with respect to the hopping change. The A1g susceptibility shows

that tuning the strain from tensile to compressive increases rather uniformly the mag-

nitude of the anisotropic kinetic energy, i.e., strain enhances the overall optical weight

from Eq. (4.24).
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Figure 4.10: The normalized strain-kinetic-energy susceptibilities vs T for the A1g irrep as defined in
Eq. (4.26) at filling n = 0.85, for various t′ and δt/t. (a) t′/t = −0.4, (b) t′/t = −0.2, (c) t′/t = 0.0, (d)
t′/t = 0.2. All figures share a legend.

The B1g susceptibility is characterized as the difference in the kinetic energies

Kxx −Kyy with respect to the hopping change. Thus a nonzero value for the B1g irrep

signals an anisotropy between the two directions. We observe that the response function

for the B1g irrep is strongly t′ dependent. For t′ = −0.4, the response functions is nearly

linear at all temperatures. We point out a curious feature for the t′ = −0.2 curve where

at high-T the system is linear whereas at low-T the system is nonlinear, but it is nearly

symmetric with respect to a compressive or tensile strain of similar magnitude. At

high-T for all t′ the system is monotonic with respect to strain. For t′ ≥ 0 there is

little variation in the response function across the temperature range and it appears to
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Figure 4.11: The normalized strain-kinetic-energy susceptibilities vs T for the B1g irrep as defined in
Eq. (4.27) at filling n = 0.85, for various t′ and δt/t. (a) t′/t = −0.4, (b) t′/t = −0.2, (c) t′/t = 0.0, (d)
t′/t = 0.2. All figures share a legend.

become increasingly nonlinear as the system is warmed due to the reduction in the scale

of variation.

4.2.3 Strain-kinetic-energy susceptibility versus strain

We now present strain-kinetic-energy susceptibility as a function of strain at

optimal density (n = 0.85) and t′ = −0.2t for XX, Y Y , A1g, B1g symmetries at various

T (see Fig. 4.12), where we define the longitudinal and transverse response functions as

MXX ≡ −
(K ′xx −Kxx

Kxx

)/(δt
t

)
, (4.28)

MY Y ≡ −
(K ′yy −Kyy

Kxx

)/(δt
t

)
. (4.29)
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respectively. Like the resistivity case, MA1g = 0.5 × (MXX + MY Y ) and MB1g =

MXX −MY Y .
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FIG. 8: The strain-kinetic-energy susceptibilities versus δt/t
at filling n = 0.85 and t′/t = −0.2 at four representative tem-
peratures. All figures share a legend. (a) XX, longitudinal,
Eq. (57); (b) Y Y , transverse, Eq. (58); (c) A1g irrep, Eq. (55);
(d) B1g irrep, Eq. (56).
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FIG. 9: The local density of states for (a) the non-interacting
(band-structure) and (b)-(d) interacting system (t-J model)
at optimal filling (n = 0.85), t′ = −0.2t, for various
temperatures and at three characteristic strains: δt/t =
0.15, 0.00,−0.15 (thick dashed, solid, thin dashed).

Figure 4.12: The strain-kinetic-energy susceptibilities versus δt/t at filling n = 0.85 and t′/t = −0.2
at four representative temperatures. All figures share a legend. (a) XX, longitudinal, Eq. (4.28); (b)
Y Y , transverse, Eq. (4.29); (c) A1g irrep, Eq. (4.26); (d) B1g irrep, Eq. (4.27).

We find that at low temperatures, decreasing the magnitude of the strain in-

creases the strength of the longitudinal response function in panel (a) and the response

function is symmetric with respect to both strain types. The transverse response func-

tion in panel (b) shows a similar symmetry between tensile and compressive strains with

a flipped sign. Therefore we find that a compressive strain for the A1g response function
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[panel (c)] depletes the in-plane optical weight and vice versa for a tensile strain. The

B1g response function is similar to the longitudinal and transverse, only more intensive

and it signals an enhanced (suppressed) anisotropy between in-plane kinetic energies for

compressive (tensile) strains. In all cases the response function is approximately linear

at room temperature (297K) and becomes increasingly nonlinear as the system cools.

In comparing panels (b)–(d) we see strong similarity between their respective responses.

This is expected since strain merely shifts kinetic energy versus temperatures curves up

and down. Also, it appears to diverge for small strains as T → 0.

4.3 The local density of states for an x-axis strain

The local density of states (LDOS) is also very interesting since it can be mea-

sured using STM probes. We present results on how the LDOS changes with strain,

and the related susceptibilities. We argue that if experiments are done on resistivity

variation as well as LDOS variation with strain, we can bypass the need for measuring

strain accurately and of estimating the parameter α in Eq. (3.16). The LDOS is calcu-

lated as ρGloc(ω) = 〈ρG(~k, ω)〉k where averaging over the Brillouin zone is implied, and

G → g is the free Green’s function (i.e., band structure) which gives the bare LDOS

and the ECFL Green’s function G→ G gives the LDOS for the t-t′-J model.

In this section we calculate the normalized change in the local density of states

and quote the following:

• ρ′gloc(ω) = 〈ρg(~k, ω)〉k is the bare LDOS for a strain along the x axis.
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• ρ′Gloc(ω) = 〈ρG(~k, ω)〉k is the interacting LDOS for an x axis strain.

• ρgloc without a prime refers to the tetragonal result and similarly for ρGloc.

• We present (ρ′gloc − ρgloc)/(ρglocδt/t) vs ω.

• We present (ρ′Gloc − ρGloc)/(ρGlocδt/t) vs ω.

4.3.1 T variation

In Fig. 4.13, we display the LDOS at optimal density (n = 0.85) and t′ = −0.2

for various temperatures at three characteristic strains: a compressive strain (thick

dashed), unstrained (solid) and tensile strain(thin dashed). We compare the LDOS

for a non-interacting system [panel (a)] to a system with electron-electron interaction

[panels (b)-(d)]. We find over large temperature scales that curves for the bare LDOS

shifts to the left along the ω spectrum upon warming, leaving the line shape intact.

In contrast with the bare LDOS, we see that warming the LDOS for the interacting

system in panel (c) completely smooths and broadens the LDOS peaks for all strains

and slightly shifting them left. This is consistent with previous findings that interactions

significantly lower the Fermi liquid temperature TFL [65]. We note that strain inverts

the LDOS peak at low T, leaving behind a pair of cusps at a reduced height. This is an

artifact of the anisotropy of hopping parameters since it also shows up in the bare case.
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FIG. 8: The strain-kinetic-energy susceptibilities versus δt/t
at filling n = 0.85 and t′/t = −0.2 at four representative tem-
peratures. All figures share a legend. (a) XX, longitudinal,
Eq. (57); (b) Y Y , transverse, Eq. (58); (c) A1g irrep, Eq. (55);
(d) B1g irrep, Eq. (56).
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FIG. 9: The local density of states for (a) the non-interacting
(band-structure) and (b)-(d) interacting system (t-J model)
at optimal filling (n = 0.85), t′ = −0.2t, for various
temperatures and at three characteristic strains: δt/t =
0.15, 0.00,−0.15 (thick dashed, solid, thin dashed).

Figure 4.13: The local density of states for (a) the noninteracting (band-structure) and (b)-(d)
interacting system (t-J model) at optimal filling (n = 0.85), t′ = −0.2t, for various temperatures and
at three characteristic strains: δt/t = 0.15, 0.00,−0.15 (thick dashed, solid, thin dashed).

4.3.2 J variation

In Fig. 4.14, we turn on the exchange parameter J and examine the LDOS.

We also find it useful to examine the self-energy of the system. We define the Dyson

self-energy Σ as

G(k) =
1

ω + µ− ε~k − Σ(k)
. (4.30)
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Here we use the shorthand Σ = Σ′ + iΣ′′ to denote the real and imaginary parts of a

complex function. In terms of the spectral function, self-energy imaginary part is

Σ′′(k) =
−πρG(k)

[G′(k)]2 + [πρG(k)]2
, (4.31)

where ReG = G′ is found by taking the Hilbert transform of ImG = G′′ and we can find

Σ′ in the same manner. In Figs 4.14 (c)-(f) we display the Dyson self-energy averaged

over the Brillouin zone Σloc(ω) = 〈Σ(~k, ω)〉k.

Turning on the exchange parameter in Fig. 4.14 (a) has a small, but visible

effect on LDOS at low-ω. For panel (c) we see that varying strain from compressive

(δt/t > 0) to tensile (δt/t < 0) shifts the average quasiparticle states to higher energies

and panel (e) shows that increasing the intensity of the strain produces quasiparticles

with higher and sharper peaks. In panels (b),(d), and (f) we see that varying J from

ferromagnetic (negative) to antiferromagnetic (positive) splits a single LDOS peak into

two, shifts the average quasiparticle states to higher energies, and narrows the quasi-

particle peaks.
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FIG. 10: (a,b) The LDOS; (b,c) real part of local Dyson self-
energy; (e,f) the imaginary part of local Dyson self-energy for
parameter set n = 0.85, T = 37K, t′ = −0.2t with varying
δt/t (LHS) and varying J (RHS). Figures (a,c,e) and (b,d,f)
share a legend, respectively.

Figure 4.14: (a),(b) The LDOS; (b),(c) real part of local Dyson self-energy; (e),(f) the imaginary part
of local Dyson self-energy for parameter set n = 0.85, T = 37K, t′ = −0.2t with varying δt/t (LHS) and
varying J (RHS). Figures (a),(c), and (e) and (b),(d), and (f) share a legend, respectively.
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4.3.3 t′ variation
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FIG. 11: The local density of states versus frequency at opti-
mal filling (n = 0.85), for a compressive strain (δt/t = 0.15)
at various t′. (a)-(b) The interacting system (t-t′-J model) at
T = 37K and T = 298K, respectively. (c) The non-interacting
(band-structure) system at T = 298K. All figures share the
same legend.

Figure 4.15: The local density of states versus frequency at optimal filling (n = 0.85), for a compressive
strain (δt/t = 0.15) at various t′. (a)-(b) The interacting system ( t-t′-J model) at T = 37K and
T = 298K, respectively. (c) The non-interacting (band-structure) system at T = 298K. All figures share
the same legend.

In Fig. 4.15, we examine the LDOS from a different vantage point by looking at

the t′ dependence for a system at optimal density (n = 0.85), for a compressive strain of

δt/t = 0.15, at various t′/t. In panel (c), we show the bare LDOS at room temperature

as a reference for the interacting system. In panels (a) and (b),we display interacting

system at T = 37K and T = 298K, respectively. Upon inspection it appears the
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primary role thatt′ plays is to shift the energy band along the spectrum. As previously

noted, warming the interacting system to room temperature smooths and broadens

the characteristic LDOS peaks for all strain types and at all t′ while leaving their

position in the spectrum fixed. Even though the relative position of different t′ curves

remain unchanged as the interactions are turned on, we note that strong correlations

renormalizes the bare band into a smaller energy region. Comparing panels (a) and (b)

fixed at t′ = −0.4,−0.2, we observe that LDOS peak height is more strongly suppressed

at a lower t′. This is consistent with previous studies [65] on the unstrained interacting

system, and it indicates that a smaller t′ has a lower Fermi-liquid temperature scale and

hence it is less robust to heating.

4.3.4 Susceptibilities versus frequency

Next, we examine the normalized response function of LDOS of the noninter-

acting and interacting system, respectively, defined as

Ng ≡
(ρ′gloc − ρgloc

ρgloc

)/(δt
t

)
, (4.32)

NG ≡
(ρ′Gloc − ρGloc

ρGloc

)/(δt
t

)
. (4.33)

In Fig. 4.16, we plot the LDOS susceptibility for a noninteracting and interacting system

at room temperature at optimal density for various t′. We observe that the response

function is linear at all frequencies except near the LDOS peak and, although not shown

in the figure, at the band edges. Regardless of the presence of interaction, we note that

the susceptibility is enhanced by tensile strain near the LDOS peak and reduced by a
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compressive strain.
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Figure 4.16: The noninteracting LDOS susceptibility Ng from Eq. (4.32) as a function of frequency at
optimal filling n = 0.85, at room temperature (T = 297K), for various t′ and δt/t. The noninteracting
system is computed using the bare band-structure. (a) t′/t = −0.4, (b) t′/t = −0.2, (c) t′/t = 0.0, (d)
t′/t = 0.2. All the figures share a legend.
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Figure 4.17: The interacting LDOS susceptibility NG Eq. (4.33) as a function of frequency at optimal
filling n = 0.85, at room temperature (T = 297K), for various t′ and δt/t. The interacting system is
computed using the t-t′-J model. (a) t′/t = −0.4, (b) t′/t = −0.2, (c) t′/t = 0.0, (d) t′/t = 0.2. All
the figures share a legend.
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4.3.5 Susceptibility versus strain

Changing up the perspective, we explore the LDOS susceptibility now as a

function of strain, at four representative frequencies as seen in Fig. 4.18. We can ap-

proximate the variance in the linear response function in Eqs. (4.32) and (4.33)

N(T ) = c0(T ) + c1(T )(δt/t) + c2(T )(δt/t)2 + . . . (4.34)

where c0 is the linear term, c1 is the second order term, and c2 is the third order term

of the response. We see that for the bare LDOS, Fig. 4.18(a), at ω = 0.45 the system is

nearly linear with c0 ≈ −0.5 and c1 ≈ 3. The other presented frequencies appear to be

nonlinear with significant second and third order terms. The LDOS susceptibility for

the interacting system [panel (b)] appears to be nearly linear everywhere except at the

location of the LDOS peak (ω = 0) which has a strong quadratic response, suggesting

that at temperatures relevant to experiments nonlinear behavior is only observable at

energies near the Fermi surface. Note that the second order scheme used here is good

for low energies but somewhat less reliable at high energies, |ω| >∼ kBTFL.

61



24

-��� -��� -��� -��� -��� ���
-�

-�

�

�

�

ω

�
�

(a) t′/t = −0.4

-��� -��� ��� ��� ���

-���

-���

-���

-���

-���

-���

���

���

ω

�


(b) t′/t = −0.4

δt/t = 0.15 δt/t = 0.10 δt/t = 0.05

δt/t = -0.05 δt/t = -0.10 δt/t = -0.15

-��� -��� ��� ��� ���
-�

-�

�

�

�

ω

�
�

(c) t′/t = −0.2

-��� -��� ��� ��� ���
-���

-���

-���

-���

-���

ω

�


(d) t′/t = −0.2

-��� ��� ��� ��� ���
-�

-�

�

�

�

ω

�
�

(e) t′/t = 0.0

-��� -��� ��� ��� ���

-���

-���

-���

-���

-���

-���

���

���

ω

�


(f) t′/t = 0.0

��� ��� ��� ��� ���

-�

-�

�

�

�

ω

�
�

(g) t′/t = 0.2

-��� -��� ��� ��� ���

-���

-���

-���

-���

-���

-���

���

���

ω

�


(h) t′/t = 0.2

FIG. 12: The LDOS susceptibility versus frequency at op-
timal filling n = 0.85, at room temperature (T = 297K),
for various t′ and δt/t. The non-interacting (band-structure)
system (LHS) and interacting system (t-t′-J model) (RHS)
from Eq. (61) and Eq. (62), respectively. All the figures share
a legend.
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FIG. 13: The LDOS susceptibility versus strain at optimal
filling n = 0.85, at room temperature (T = 298K), for t′ =
−0.2t, at a few representative frequencies ω in units of t. (a)
The non-interacting system (band-structure) in Eq. (61). (b)
The interacting system (t-t′-J model) in Eq. (62).

Figure 4.18: The LDOS susceptibility versus strain at optimal filling n = 0.85, at room temperature
(T = 298K), for t′ = −0.2t, at a few representative frequencies ω in units of t. (a) The noninteracting
system (band-structure) in Eq. (4.32). (b) The interacting system ( t-t′-J model) in Eq. (4.33).
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Chapter 5

Summary and Comments

5.1 Summary

In this work, we have applied the ECFL theory to study the effect of small

strain on the resistivity, kinetic energy, LDOS, and their associated susceptibilities in

the t-t′-J model Eq. (2.2) with various t′ at n = 0.85. These results are expected to

be relevant to cuprate superconductors, especially single layered materials, where the

calculated unstrained resistivities are in good accord with the experimental data [64].

Based on comparisons carried out earlier, the second order scheme of ECFL

used here is expected to be reasonable in the density range 0.85 >∼ n >∼ 0.80 spanning

an experimentally accessible range in cuprates. With improvements in the theoretical

scheme, we expect that while resistivities themselves might not change too much, the

related susceptibilities [involving division by the small resistivity as in Eq. (2.1)] could

be more sensitive.
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Our results exhibit in considerable detail the theoretically expected strain de-

pendence of resistivity and LDOS as well as optical weight. The derived susceptibilities

depend sensitively on the magnitude and sign of t′. Our results in Figs. 2 and 3 illus-

trate the quantitative change of the strain dependence due to varying the magnitude

and sign of t’. We should stress that the absolute scale of t is important in determining

the T dependence. For illustration we have used t = 0.45eV in the present paper while

the more fine-tuned estimates in Ref. [64] suggest a material dependent and somewhat

larger value of t∼1eV in most cases.

Our results can be converted to actual strains as in Eq. (4.11), with α in the

range α ∈ {2, 5}. If data is available one may ideally eliminate α by measuring the

strain dependence of the LDOS or the optical conductivity sum rule.

5.2 Comments on experiments

The results found in Fig. 4.2 and Fig. 4.3 yield a magnitude of the nematic

susceptibility χnem ∼ (1− 5)α for cuprates. Using the expected range of α ∈ {2, 5}, we

find χnem∼ 2-25. On the other hand, iron based pnictide superconductors appear to have

a considerably larger value for χnem, e.g., in Fig. 3 of Ref. [17] the range |χnem| <∼ 650 is

reported, thus an order of magnitude greater than our theoretical estimate for cuprates.

While fluctuations may drive the magnitude of nematicity further upwards, especially at

some densities and temperatures, it appears that the baseline magnitude of this object

is itself much larger than expected in cuprates. For example in the four featureless
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curves of Fig. 3 of Ref. [17] we see that |χnem| ∼200.

This magnitude indicates that the downfolding of the many bands of the pnic-

tides to an effective single (or few) band model must yield hopping parameters that

are much more sensitive to strain than in cuprates. The different types of quantum

overlap of relevant atomic orbitals from those in cuprates are presumably the origin of

this difference. We also note that the sharp peaks in |χnem| on varying T , as reported

in Refs. [17, 18] are missing in our results. Instead we have a monotonic increase of

|χnem| and related susceptibilities as we cool the system, as seen in Fig. 4.2, Fig. 4.3

and Fig. 4.6. This increase is largely due to the decrease of the (unstrained) resistivity

with lowering T in the Fermi liquid regime.

The sign of χnem presents a more subtle problem. In iron pnictides it is known

to be sensitive to effective mass anisotropy. In fact it changes sign with doping in certain

hole-doped iron pnictides [12]. Our single band model lacks such an anisotropy and is

therefore not appropriate to describe the elastoresistivity of iron pnictide materials.

Recently, we came across the measurement of the elastoresistivity nematic

susceptibility in Ref. [41] on the two layer cuprate Bi2212. In this experiment, the

magnitude of the nematic susceptibility is found to be in the range |χnem| ∈ {2.5, 5}.

This range is consistent with our theoretical estimate. It is also smaller than the nematic

susceptibility in iron pnictides by about two orders of magnitude.

The sign of the nematic susceptibility χnem [Eq. (2.1)] reported in Ref. [41]

implies that the resistivity increases in the direction of compression. This result has the

opposite sign to our theoretical result as seen in Fig. 4.2 and Fig. 4.3. There we see that
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the theoretical resistivity decreases in the direction of compression, although it does

increase in the transverse direction. It is possible that the two-layer nature of Bi2212

might be responsible for this opposite sign. Also as noted in Fig. 4.8, the behavior of

the nematic susceptibility χnem = limεxx→0(αχxx) at sufficiently low T has the potential

for a change of sign, depending on how we choose a sufficiently small |εxx| or |δt/t| for

the purpose of taking the limit limεxx→0. On the experimental side, a more detailed

T variation and examining the various susceptibilities listed in Fig. 4.8 should yield a

more complete picture.

The results found here should also motivate further studies of the strain vari-

ation of the three-dimensional electronic bands of cuprates, towards computing strain

variation of the resulting two-dimensional bands found from projecting to a t-t′-J

model. These would test the simple assumptions made here between strain and hop-

ping parameters of a reduced two-dimensional model as presented in Eqs. (3.19), (3.24),

(3.25), and (3.26). It is also possible that under certain situations, the sign of α can

even be changed, as a naive interpretation of the experiments of Ref. [41] suggests.

We believe that it is important to study a more extensive set of samples in-

cluding single layer cuprates at various compositions in the future. It would also be

useful to study the variations of resistivity along different axes, parallel and transverse

to the strain axis and extend the studies to various T ’s. This type of measurements

would enable the construction of the symmetry adapted susceptibilities as in Fig. 4.8,

which provide a greater insight into the results. It would also be of considerable interest

to measure the variations of the LDOS and optical weight with strain, as emphasized
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above.
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Part III

DIELECTRIC RESPONSE

WITH SHORT AND LONG

RANGE CORRELATIONS
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Chapter 6

Introduction

The role of strong local correlations and their interplay with long ranged

Coulomb interactions, is an important problem in condensed matter physics. In the

context of the metal insulator (Mott-Hubbard) transition of a Hubbard-Gutzwiller-

Kanamori type model of strong correlations with added long ranged Coulomb inter-

actions, early work [60, 13, 82] emphasized that this combination of the two types of

interactions, quite generally leads to a metal with poor screening. These works noted

that strong local correlations enhance the effective mass of electrons near a Mott tran-

sition, with m∗/m∼1/(1 − U/Uc) at half filling n = 1, or with m∗/m ∼ 1
(1−n) with

U � t7. and Uc is the putative critical interaction strength discussed in [13]. These

result in the enhancement of the density of states dN
dµ ∝ m∗

m , which in turn suppresses the

screening constant qs related by the compressibility sum-rule [54] (see Eqs. (10.6)–(10.8)

below):

q2
s =

4πq2
e

a3
0Ns

dN

dµ
→ 0, (6.1)
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thereby increasing the screening length λs = 2π/qs. More recent theoretical work [8, 15]

has focused on the dynamical aspects of screening, within the program of unifying band

structure methods with dynamically screened Coulomb interaction and short ranged

correlations. The latter are usually treated within the dynamical mean field theory

[8, 15].

An immediate motivation for the present work comes from a set of exper-

iments using the recently developed tool of momentum resolved electron energy loss

spectroscopy (M-EELS) [81, 51, 34]. This technique gives a direct readout of the struc-

ture function S(~q, ω) or equivalently the dielectric function ε(~q, ω), for a broad range of

momentum transfer ~q and energy transfer ω. The initial application of this technique

has provided high resolution data on the structure function for the archetypical strongly

correlated cuprate superconducting material Bi2.5Sr1.9CaCu2O8+x (BSSCO), for two

samples with Tc = 91K and Tc = 50K respectively. In the normal state, the data looks

very different from what one might expect for a conventional weakly correlated Fermi

liquid, e.g., one describable by the random-phase approximation (RPA). Sharp features

arising from long lived quasiparticles in that theory are rounded off to broad peaks, and

the spectrum has surprisingly long frequency tails. Understanding the data seems to

require reducing the quasiparticle domination in charge response functions, as argued

in Refs. [79, 80].

In this work we use an extended extremely correlated Fermi liquid theory

(ECFL) [66], where the long ranged component of the Coulomb interaction is added.

7 We denote by U and t the standard interaction and hopping parameters of the Hubbard model
with Ns sites. Here the lattice constant is a0, and we denote by qe the electron charge, i.e., qe = −|e|.
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We thus calculate the charge dynamics of the t-J-VC model Eq. (7.1), which is a gener-

alization of the t-J model obtained by adding to it a long-ranged Coulomb interaction

VC . For this model we calculate the {~q, ω} dependent dielectric function ε{~q, ω} and

the charge and current susceptibilities.

The ECFL theory was developed to describe the very large U Hubbard model,

or equivalently the short ranged t-J interaction [66]. It therefore deals with the

propagation and interaction of Gutzwiller projected electrons, obeying non-canonical

anticommutators Eq. (7.7), within a tight binding model. The ECFL theory is charac-

terized by a small but non-zero quasiparticle weight Z � 1 [66], and is therefore suitable

for describing the above experiments.

The theory of the interacting 2-d electron system presented here differs signif-

icantly from earlier theories designed in the contexts of semiconductor inversion layers,

surfaces of metals and more recently for graphene [74, 20, 35, 75]. In the current study,

the dominant interaction is the short ranged Coulomb repulsion on the scale of a single

atom, i.e., the Gutzwiller-Hubbard correlation. If one starts from weakly-interacting

electrons within a perturbative scheme, it is very difficult to build in the strong local

correlations, since the perturbation parameter is the largest energy scale! We start in-

stead with non-canonical Gutzwiller projected electrons C̃iσ Eqs. (7.1) and (7.7), and

then introduce long ranged Coulomb interactions, giving the t-J-VC model.

In this treatment the physics of the Mott-Hubbard insulator at half filling

is obtained naturally, in view of the inbuilt Gutzwiller projection. This generalized

ECFL calculation provides a microscopic theory of charge fluctuations in a metal, with
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fragile quasiparticles. We provide results for sum-rules, plasma frequencies and other

measurable quantities, as functions of a few model parameters.

6.1 The outline

We define the t-J-VC model below in Chapter 7, and summarize the method

used to calculate the dynamic charge susceptibility. The calculation uses the ECFL

theory to calculate the electron Green’s function G to a certain approximation (termed

as O(λ2)), which has been described in detail in our recent publications [6, 65]. To make

this work self contained, we summarize the scheme and the equations used to compute

G in Appendix A. In Appendix B we recall the derivation of dielectric constant from

linear response theory [54] with dynamic structure function S(~q, ω).

In Chapter 8 we present the theoretical formulae for derived in Ref. [72],

namely, alternate formulas for the dielectric constant analogous to Nozières formula

[54] valid for the (continuum) electron gas and analogous formulas the reducible (un-

screened) susceptibility χ̃ρρ and the connection between reducible susceptibilities and

irreducible (screened) susceptibilities, when we are dealing with non-canonical electrons.

We also report expressions for the dynamic charge susceptibility in terms of a novel self-

energy.

In Chapter 9 the describes the method for interpolating the two alternative

express of the dynamic charge susceptibility which worked better in complementary

regions of {~q, ω} space, as discussed in Section 10.4 and in Section 10.10. The frequency
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sum-rules for the susceptibility play an important role in our theory and are summarized

in Appendix C.

In Chapter 10 we present the methodology for the calculation approximate

dielectric function and we present some applications of the dielectric constant. In Chap-

ter 11 we discuss the results and present some conclusions.
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Chapter 7

The t-J-VC model

The t-J-VC Hamiltonian studied here is

H = Ht +HJ + VC (7.1)

Ht = −
∑
ijσ

tijC̃
†
iσC̃jσ − µ

∑
i

ni (7.2)

HJ =
1

2

∑
ij

Jij

(
~Si.~Sj −

ninj
4

)
(7.3)

VC =
1

2

∑
i 6=j

Vijninj , Vij =
1

ε∞

q2
e

|~ri − ~rj |
(7.4)

with the electronic charge qe = −|e|, the density operator ni =
∑

σ C̃
†
iσC̃iσ, and spin

density operator Sαi = 1
2

∑
σσ′ C̃

†
iστ

α
σσ′C̃iσ′ , τ

α is a Pauli matrix, and the Coulomb

potential is denoted by Vij . The hopping parameters −tij = 1
Ns

∑
ij e

i~k(~ri−~rj)εk are

Fourier components of the band energy εk, Ns is the number of sites in the crystal.

We will study both 3 and 2 dimensional (layered) strongly correlated electron systems,

where the Fourier components of V is given in 3-d, assuming a simple cubic cell of side
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a0 by

V (~q) =
1

Nsa3
0ε∞

4πq2
e

|~q|2 (3-d), (7.5)

and in 2-d by

V (~q) =
1

Nsa2
0ε∞

2πq2
e

|~q| (2-d). (7.6)

To simplify the notation we will set ~ = 1 and the lattice constant a0 = 1 in most part

below. Here ε∞ is the static dielectric constant due to screening by mobile charges other

than the ones described by Ht, if any are present. Here the correlated Fermi destruction

operator C̃i is found from the plain (i.e., canonical or unprojected) operators ci, by

sandwiching it between two Gutzwiller projection operators C̃iσ = PGCiσPG. Let us

note that these Fermions satisfy a non-canonical set of anticommutation relations

{C̃iσi , C̃†jσj} = δij

(
δσiσj − σiσjC̃†iσ̄iC̃iσ̄j

)
, and {C̃iσi , C̃jσj} = 0. (7.7)

The physical meaning of this sandwiching process is that the Fermi operators act within

the subspace where projector PG enforces single occupancy at each site. This model

generalizes the well studied t-J model by adding the long ranged Coulomb interaction

term, and we will study the effect of the added term in determining the fluctuations of

the charge density, the dielectric function and related structure function. We initially

keep the dimensionality of the electronic system general so that the results apply to

3-dimensions, and later consider the case of 2-dimensional stacking of the electronic

system.

The t-J-VC model used here neglects multi-band effects and focusses on the

extremely correlated single band containing the Fermi surface. It throws out inter-band
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transition matrix elements of the Coulomb interaction and only retains intraband terms.

A rough account of the other bands is taken, by rescaling the Coulomb interaction by

an infinite frequency dielectric constant ε∞ as in Eq. (7.4). This rescaling represents the

cumulative effect of the “fast” (i.e. high energy) electrons on the “slow” (low energy)

correlated electrons described by our model. This type of reasoning suggests that as

long as the excitation energies do not exceed the inter-band energies, the single band

model employed here should be quite reliable.

In applying the results of these calculations to real systems, it must be kept

in mind that the t-J-VC model is only a ‘low energy’ abstraction of the narrow band

containing the Fermi energy, which is further embedded in a continuum of bands extend-

ing to very high energies. Thus, in an experimental situation, curtailing the frequency

integration in Eq. (C.4) up to a cutoff frequency Ω ∼ 1, 2 eV is expected to capture the

‘low energy’ model, with strong correlations built into the results. On the other hand

by extending the integral to higher energies, one gets rid of the correlations and the

results should reveal the bare electron scales.
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Chapter 8

Theoretical Background

In this chapter we present a brief summary of the essentials formulas that

characterize the dielectric response function for systems with extreme short-range and

strong long-range correlations. Also, we note that detailed derivations of each formula

presented here can be found in Ref. [72].

8.1 The Twin Dielectric Functions ε(~q, ω)

We present the two reducible susceptibilities χρρ and χWW for interacting

electrons on a lattice where the subscript ρ represents the charge density and W is the

divergence of charge current density W = ∇ · J on the lattice. We note that the charge

density correlation function is defined as

χρρ(~q, τ) = 〈Tτρ~q(τ), ρ−~q(0)〉 (8.1)
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and by analogy we can define similar expression for χρW , χWρ, and χWW . Fourier

transforming of the time-domain of Eq. (8.1) and analytically continuing the resultant,

iΩn → ω + iη, we find χρρ(~q, ω). The relationship between the reducible susceptibility

χρρ and the dielectric function ε(~q, ω) is

1

ε(~q, ω)
− 1 =

V (~q)

q2
e

χρρ(~q, ω) . (8.2)

This relation is readily found [54] from linear response theory. As a consequence of

charge dynamics on a lattice and charge conservation these two susceptibilities have the

following relationship:

χρρ(~q, ω) =
1

ω2

(
χWW (~q, ω)−Nsκ(~q)

)
. (8.3)

where taking ~q to be along the x-axis we find

κ(~q) =
2q2
e

Ns

∑
kσ

(
ε~k+~q

− ε~k
)
〈C̃†~kσC̃~kσ〉 . (8.4)

For general non-parabolic bands

lim
q→0

κ(~q) = |~q|2T (8.5)

where the variable T (equal to the stress tensor per site 1
Ns
〈τxx〉 in [70]), is given by

T =
q2
e

Ns

∑
kσ

(
d2ε~k
dk2

x

)
〈C̃†~kσC̃~kσ〉 . (8.6)

The unscreened current-current susceptibility χJJ can be expressed in same

fashion as Eq. (8.1) and we can relate this to χWW for small ~q:

For |~q|a0 � 1, χJJ(~q, ω) =
1

|~q|2χWW (~q, ω) . (8.7)
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Using Eq. (8.3) we find an second formula for ε(~q, ω), an alternative to Eq. (8.2),

1

ε(~q, ω)
− 1 =

V (~q)

q2
e

(
χWW (~q, ω)−Nsκ(~q)

)
. (8.8)

Next the connection between the reducible χµν and irreducible χ̃µν susceptibilities can

be written compactly as

χµν(q) = χ̃µν(q)− 1

q2
e

V (~q)χ̃µρ(q)χρν(q) (8.9)

where the pair of subscripts {ρ,W} are denoted by greek symbols µ or ν and q ≡ {~q, ω}.

Solving for the χρρ case, we find

χρρ(q) =
χ̃ρρ(q)

1 + 1
q2e
V (~q)χ̃ρρ(~q, ω)

. (8.10)

It can be shown using Eq. (8.9) that an alternative form for the irreducible susceptibility

χ̃ρρ(~q, ω) =
1

ω2

(
χ̃WW (~q, ω)−Nsκ(~q)

)
(8.11)

has the exact same form as Eq. (8.11). Since χ̃ρρ must be finite in the static limit for

any generic ~q, it follows that the terms in the brackets must cancel, i.e.,

Nsκ(~q) = χ̃WW (~q, 0) , (8.12)

and we can write Eq. (8.11) alternatively as

χ̃ρρ(~q, ω) =
Nsκ(~q)

ω2

(
χ̃WW (~q, ω)/χ̃WW (~q, 0)− 1

)
. (8.13)

Using Eqs. (8.2), (8.10) and (8.11), we can express the twin formulas for di-

electric function in terms of irreducible susceptibilities as

ε(q) ≡ ε(~q, ω) = 1 +
1

q2
e

V (~q)χ̃ρρ(~q, ω) , (8.14)

ε(q) ≡ ε(~q, ω) = 1 +
1

q2
eω

2
V (~q)

(
χ̃WW (~q, ω)−Nsκ(~q)

)
. (8.15)

79



The representation in Eq. (8.14) satisfies the exactly know behavior in low-frequency,

long-wavelength limits Eq. (10.4), and the representation in Eq. (8.15) satisfies known

high frequency behavior Eq. (C.8).

Based on the formula derivation [72] of Eqs. (8.14) and (8.15) if these two

expressions are evaluated exactly, they must coincide. However not all classes of ap-

proximation for these expressions are guaranteed to retain their equivalence, but some

do agree. For instance, the standard random phase approximation (RPA) uses non-

interacting Green’s function and the bare vertex and the numerics agree for all ω >∼ t.

The two susceptibilities are found from the bubble diagram [54]

χ̃(0)
ρρ (~q, iΩv) = −q2

e

∑
kσ

G0(k)G0(k + q) =
∑
~k

f~k − f~k+~q

ε~k+~q
− ε~k − iΩv

, (8.16)

χ̃(0)
WW (~q, iΩv) = −q2

e

∑
kσ

G0(k)G0(k + q)
(
ε~k − ε~k+~q

)2
, (8.17)

= 2q2
e

∑
~k

f~k − f~k+~q

ε~k+~q
− ε~k − iΩv

(
ε~k − ε~k+~q

)2
. (8.18)

8.2 Approximating the charge susceptibility using a novel

self energy

In order to combine Nozières twin formulas into a single equation that captures

the physics for all {~q, ω}, we use a novel representation of the susceptibility using a

suitable generalize self-energies as discussed in [68, 52, 23]. The irreducible susceptibility
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written in terms of a novel self-energy Ψ is

1

q2
eNs

χ̃ρρ(~q, ω) =

(
q2
eNs

χ̃ρρ(~q, 0)
− ω2

ω̃(1)(~q)
−Ψ(~q, ω)

)−1

(8.19)

where ω̃(1)(~q) is the first moment of the high frequency expansion discussed in Ap-

pendix C.2. The complex susceptibility Eq. (8.19), separating Ψ = Ψ′ + iΨ′′, can be

written in an alternative form as

1

q2
eNs

χ̃ρρ(~q, ω) =

(
1

ω̃(1)(~q)
{Ω2(~q, ω)− ω2} − iΨ′′(~q, ω)

)−1

, (8.20)

where the characteristic energy scale Ω(~q, ω) is given by

Ω2(~q, ω) = ω̃(1)

(
dµ

dn
γ(~q)−Ψ′(~q, ω)

)
, (8.21)

γ(~q) =
χ̃ρρ(0, 0)

χ̃ρρ(~q, 0)
, γ(0) = 1 (8.22)

This equation makes use of the exact result in Eq. (10.4) to express the static limit of

the susceptibility in terms of the thermodynamics variable dµ
dn . Note that the peaks of

χ̃ρρ are located at ω2 = Ω2(~q, ω). As q → 0 the peaks approach zero energy so the

approximate energy scale of the peaks Ωp is given by

Ωp(~q) = Ω(~q, 0) =

√
ω̃(1)(~q)

dµ

dn
γ(~q) . (8.23)

We also note that the width of the peak

Γp(~q) =
√
ω̃(1)Ψ′′(~q,Ωp(~q)) . (8.24)
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Chapter 9

Calculating the approximate dielectric

constant

The main problem of interest in this work is the t-J-VC model. Here the short

ranged Coulomb interactions lead to a Mott-Hubbard type insulating state at half filling,

and doping such a state with holes leads to a metallic state of a very unusual — endowed

with a small quasiparticle weight. Adding long ranged Coulomb interactions to this

state poses a considerable difficulty. While we are able to obtain a fairly sophisticated

single electron Green’s function G from the ECFL theory [66], the two particle response

functions are currently unreliable. This is a difficult task even for the simpler case of

canonical electrons and has led to a variety of beyond-RPA type approximations [33].

For Gutzwiller projected electrons, it is indeed a formidable task. In this situa-

tion, the availability of the two alternate formulas Eqs. (8.14) and (8.15) is very helpful.

We can compute the susceptibilities χ̃ρρ(~q, ω) and χ̃WW (~q, ω) at all {~q, ω}, using only
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the above G within a bubble scheme GG as described below in Eqs. (9.1) and (9.2).

Being approximate, these two estimates differ in general, but provide complementary

perspective on the dielectric response at various ~q, ω. This provides us with the pos-

sibility of combining the two formulas, to obtain an approximate answer whose broad

characteristics are known beforehand.

9.1 Calculation of the irreducible susceptibilities χ̃ρρ(~q, ω)

and χ̃WW (~q, ω)

It is very convenient to calculate the susceptibility starting from formulas

Eq. (8.19). The input variables in Eqs. (8.19) and (8.20) are found from the ECFL

theory, using suitable approximations described next. We make extensive use of the

bubble approximation, where for χ̃ρρ we find an approximate expression from this bub-

ble approximation

χ̃Bub

ρρ (~q, ω) = −q2
e

∑
kσ

G(k)G(k + q), (9.1)

and evaluating χ̃WW within the bubble approximation

χ̃Bub

WW (~q, ω) = −q2
e

∑
kσ

G(k)G(k + q)(εk − εk+q)
2. (9.2)
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Using the spectral representation Eq. (A.13) for G the latter reduces to

χ̃Bub

WW (~q, ω) = 2q2
e

∑
k

(εk − εk+q)
2

×
∫
ν1ν2

f(ν1)− f(ν2)

ν2 − ν1 − ω − i0+
A(k, ν1)A(k + q, ν2),

(9.3)

where
∫
ν =

∫∞
−∞ dν. The density response χ̃Bub

ρρ (~q, ω) is found by dropping the factor

(εk − εk+q)
2 in this formula. The spectral functions in our model (see Fig. 10.1) consist

of a quasiparticle part with a much-reduced weight Z � 1, and an extended background

part. The indicated integrations can be performed numerically.

9.2 Approximating the irreducible susceptibility χ̃ρρ(~q, ω)

Our two starting points are susceptibilities found from these bubble estimates

and Eq. (8.13)

χ̃A(~q, ω) = χ̃Bub

ρρ (~q, ω) (9.4)

χ̃B(~q, ω) =
Nsκ(~q)

ω2

(
χ̃Bub

WW (~q, ω)/χ̃Bub

WW (~q, 0)− 1
)
. (9.5)

For χ̃B we verify that χ̃Bub

WW (~q, 0) agrees closely with Nsκ(~q), calculated independently

using a single Green’s function G from Eq. (8.4), at all ~q (see Fig. 10.6). The estimate χ̃A

provides a reasonable estimate in the static limit for the susceptibility. The magnitude

of the compressibility, found by taking the ~q → 0 limit, is much smaller than the

band value, as seen in Fig. 10.4. It is comparable for most densities to that found from
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thermodynamical evaluation of dndµ (see Fig. 10.4). At finite ~q its shape resembles that of

the band susceptibility (see Fig. 10.5). The imaginary part of χ̃A shows a quasiparticle

contribution of the type χ′′ ∝ πω
|~q|vF for very small ω < |~q|vFZ. For larger ω, it has a

broad contribution from the background spectral functions, but does not give the first

moment of frequency, and is therefore not satisfactory.

The estimate χ̃B is expected to be satisfactory at finite (high) frequencies since

it is constructed to satisfy the first moment of frequency in the high ω limit. However, at

at low ω it is does not capture the quasiparticle contribution discussed above. Further

the static limit — found from the O(ω2) limiting behavior of χ̃Bub

WW (~q, ω) — does not

display the behavior expected for an incompressible system discussed above. Thus, the

two estimates are successful in almost non-overlapping regimes of frequency.

Before proceeding we note that the two expressions Eqs. (9.4) and (9.5) lead

to two different self-energies

ΨA(~q, ω) +
ω2

ω̃
(1)
A (~q)

=
Nsq

2
e

χ̃A(~q, 0)
− Nsq

2
e

χ̃A(~q, ω)
(9.6)

ΨB(~q, ω) +
ω2

ω̃
(1)
B (~q)

=
Nsq

2
e

χ̃B(~q, 0)
− Nsq

2
e

χ̃B(~q, ω)
. (9.7)

The first frequency moment ω̃
(1)
B (~q) in the second equation Eq. (9.7) is in fact exact,

i.e. ω̃
(1)
B (~q) = ω̃(1)(~q), as explained above. The corresponding frequency ω̃

(1)
A (~q) is not

correct, and we show that it is possible to avoid using it altogether.

Consider the approximate susceptibility χ̃(I)
combining the two susceptibilities
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χ̃A, χ̃B as

χ̃(I)
(~q, ω) =

{
1

χ̃A(~q, 0)
− 1

χ̃B(~q, 0)
+

1

χ̃B(~q, ω)

}−1

(9.8)

= Nsq
2
e

{
Nsq

2
e

χ̃A(~q, 0)
− ω2

ω̃(1)(~q)
−ΨB(~q, ω)

}−1

. (9.9)

It is readily seen from the arguments given above, to give the correct plasma frequency

as well as the correct static limit, while respecting the strong local correlations. It

therefore serves as a reasonable approximation over the entire frequency domain.

A feature that is missing from χ̃(I)
in Eq. (9.9), is the quasi-particle contribu-

tion. This was present in Eq. (9.4), but was left out in Eq. (9.9) since we threw out all

the frequency dependence of χ̃A. We can incorporate this contribution, again approxi-

mately, by making a correction to ΨB taken from ΨA. Inspection shows that for small

~q, ω the quasiparticle feature in χ̃A arises from a contribution Im ΨA ∝ ω
|~q|vf . It is anal-

ogous to the familiar correction that arises in the Lindhard function from quasiparticles

[54, 1, 24]. This quasiparticle contribution leads to |Im ΨA(~q, ω)| > |Im ΨB(~q, ω)| for

small enough ω at a fixed ~q, while for larger |ω| we find |Im ΨB(~q, ω)| � |Im ΨB(~q, ω)|.

To further refine the approximation, we keep this observation in mind and add the

incremental δΨQP (~q, ω) containing the quasiparticle damping to ΨB,

χ̃(II)
(~q, ω) = Nsq

2
e

{
Nsq

2
e

χ̃A(~q, 0)
− ω2

ω̃(1)(~q)
−ΨB(~q, ω)− δΨQP (~q, ω)

}−1

.

(9.10)

Since Im δΨQP should add the damping due to quasiparticles, with ω > 0 we choose

Im δΨQP (~q, ω) = Max{Im ΨA(~q, ω), Im ΨB(~q, ω)} − Im ΨB(~q, ω), (9.11)
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It is easily seen that Im δΨQP (~q, ω) vanishes outside the region |Im ΨA(~q, ω)| > |Im ΨB(~q, ω)|.

For ω < 0 a similar argument can be used keeping in mind the odd-ness of Im Ψ′s in

ω, we use Min instead of Max in Eq. (9.11). The real part of δΨQP can be calculated

using the Kramers-Kronig relation, i.e., by taking the real part Ψ in Eq. (8.19)

ReδΨQP (~q, ω) = −P 1

π

∫ ∞
−∞

dν
Im δΨQP (~q, ν)

ω − ν − 1

π

∫ ∞
−∞

dν
Im δΨQP (~q, ν)

ν
, (9.12)

whereby we guarantee that δΨQP (~q, 0) = 0.

On further separating the complex self-energies, these two approximate sus-

ceptibilities Eqs. (9.9) and (9.10) lead to expressions analogous to Eq. (8.20), with the

same static susceptibility Eq. (8.22) but slightly different characteristic frequencies Ω

in Eq. (8.21).

With these approximations χ̃(I)
(~q, ω), χ̃(II)

(~q, ω), the 2-d dielectric function

can be written in the form

ε(I,II)(~q, ω) = 1 +
2πq2

e

|~q|a2
0Nsq2

eε∞
χ̃(I,II)

(~q, ω)

= 1 +
gc
|~q|a0

(
t

q2
eNs

χ̃(I,II)
(~q, ω)

)
, (9.13)

where the dimensionless Coulomb constant is defined by

gc =
2πq2

e

ε∞ a0t
. (9.14)

With the 2-d lattice constant a0 = 3.81Å, t = 0.45eV and ε∞ = 1.76, we get gc ∼ 30.0.

Since these basic parameters can vary somewhat, we present results for gc = 10, 50, 100

in the following.
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Chapter 10

Calculations and results

We calculate the Green’s functions using the set of formulas summarized in

Appendix A Eqs. (A.5)–(A.12), employing the set of band and model parameters

t = 0.45eV, t′ = −0.2t, J = 0.17t, . (10.1)

The system sizes used in most of the presented calculations are

Nω = 214, Lx × Ly = 64× 64 (correlated model)

where Nω is the number of ω points in the frequency grid and Lx, Ly are the dimensions

of the 2-d lattice. For Fig. 10.18, Fig. 10.20, as well as the reference uncorrelated

model we use bigger spatial grids Lx × Ly = 128 × 128. We present results at a few

representative temperatures, and focus on two densities n = 0.80 and n = 0.85. These

correspond to the overdoped regime and optimally doped cases. As mentioned above,

the resistivity tensor, the optical conductivity and spectral functions have been recently

published by us in [6, 65], at these and more enlarged set of parameters. Here we
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concentrate our attention on the density response function χ̃(I)
(~q, ω) and χ̃(II)

(~q, ω)

defined in Eqs. (9.4) and (9.5) and the corresponding dielectric functions Eq. (9.13).

We also focus on the corresponding current response functions χ̃JJ(~q, ω) defined in

Eq. (10.19), and the optical conductivity i.e., the ~q → 0 limit of Eq. (10.21). These

variables are relevant for understanding the experiments in [81, 51, 34].

10.1 Spectrum A(~k, ω)

We now present the results from this formalism. We begin with the electronic

spectral function A(~k, ω) obtained by solving for the ECFL Green’s function in Fig. 10.1.

The figure is at the density n = 0.85 and at two temperatures T = 99K and T = 297K.

The quasiparticle weight is seen to be very small Z = 0.06, 0.09 for T = 99K and

T = 297K respectively. The area sum-rule for the lower Hubbard band spectral function

reads as:
∫
dωA(~k, ω) = 1 − n

2 , it is satisfied by depleting the quasiparticle peak, and

smearing it over a wide background. This redistribution of weight accounts for the

broad and featureless background seen in the spectral functions, it is a reflection of the

strong local correlations.
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Figure 10.1: The (single) electronic spectral functions for the ECFL Green’s function at two temper-
atures: (a) T = 99K and (b) T = 297K. The Fermi wavevector is kF a0 = 1.36, and the quasiparticle
weight is Z = 0.0612, 0.0860 for T = 99K and T = 297K respectively. The thermal sensitivity of the
spectral width is a characteristic of the ECFL theory, where the effective Fermi temperature is much
suppressed from the band value. The reduced quasiparticle weight is also noted in Fig. 10.2, leading to
a very small jump.

10.2 Momentum Distribution (nk)mk

In Fig. 10.2 we display the momentum distribution function mk, i.e., 〈C̃†k↑C̃k↑〉

for correlated electrons, and the analogous band value nk for uncorrelated electrons at

two densities n = 0.85 and n = 0.80. In the limit of T → 0 this curve develops a jump

in the distribution at kF of magnitude Z, following the theorem of Migdal. A sharp

reduction of the quasiparticle weight Z, noted in Fig. 10.1, is also evident from the

flattening of the correlated distribution mk.
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Figure 10.2: The momentum distribution function mk for correlated electrons defined as mk =
〈C̃†k↑C̃k↑〉 in blue, and the analogous function nk for uncorrelated electrons (nk = 〈c†k↑ck↑〉) in red,
plotted over the Brillouin zone. The solid lines are at n = 0.85, and the dashed lines are at n = 0.80.
Here we used t = 0.45, t′ = −0.2, J = 0.17 in units of eV, and T = 297K. and the system size used in
the computation is given in Eq. (10.2). The wavevector q traverses the octant of the Brillouin Zone,
with corners Γ = (0, 0), M=(π, 0), and X = (π, π) and the green dashed line traces the Fermi surface. A
sharp reduction of the quasiparticle weight Z is evident from the flattening of the correlated distribution
mk in this figure.

10.3 Quasiparticle Weight Z

In this section we compute the quasiparticle weight (see Fig. 10.3) for electron

with Hubbard-Gutzwiller-Kanamori type short-range correlations. The formula for the

quasiparticle weight is defined as

Z−1
k = 1− ∂Σ′

∂ω

∣∣∣∣
ω=ε∗k

(10.2)

where ε∗k = εk + Σ′(~k, ω) is the renormalized energy (marked by the electron spectrum

peaks in Fig. 10.1) and Σ′ is the real part of the Dyson Self-Energy:

Σ(~k, ω) = ω − εk + µ− 1

G(~k, ω)
. (10.3)
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In the neighborhood the Fermi surface, where Im Σ is small and Z � 1, we have well

defined fragile quasiparticles in broad background continuum in this model. Far outside

the neighborhood of the Fermi surface, ε∗k ∼ 0 and |~kF − ~k| < εF
~vF , the quasiparticle

concept loses its meaning, i.e., the distinction between the coherent quasiparticle and

incoherent background continuum becomes blurred.
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Figure 10.3: (a) The quasiparticle weight Z plotted as function of doping δ = 1 − n at the Fermi
surface for T = 297K. The blue curve is calculated using Eq. (10.2) and red (dashed) curve is an
extrapolation. (b) The quasiparticle weight traced along an octant of the BZ including high symmetry
points Γ = (0, 0), M=(π, 0), and X = (π, π). The gray dashed lines mark the Fermi surface at optimal
doping δ = 0.15. The inset shows the path of the wavevector ~q along an octant of the BZ where the
dashed blue (red) line marks the Fermi surface for δ = 0.25 (0.11). Early works [60, 13, 82] on models
with Hubbard-Gutzwiller-Kanamori type correlations with added long range correlations noted that
strong local correlations enhance the effective mass Z ∼ m∗/m ∼ 1

1−n near a Mott transition.

Hence quasiparticle weight vanishes as the density approaches half-filling n = 1.
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10.4 Static Screening, Compressibility χcomp and Screening

Length λs

At low frequencies ω → 0 and in the long-wavelength limit |~q| � 1, the screened

susceptibility χ̃ρρ defined in Eq. (8.19) equals the thermodynamic derivative

lim
q→0

lim
ω→0

χ̃ρqρ−q(~q, ω) = q2
e

dn

dµ
Ns . (10.4)

In view of the connection with the compressibility Eq. (10.8), this is often called the

compressibility sum-rule. This gives the compressibility sum-rule, i.e. the screening

limit of the dielectric constant [54, 60, 82]

lim
q→0

lim
ω→0

ε(~q, ω) = 1 + V (~q)Ns
dn

dµ
(10.5)

Thus in 3-d and 2-d we get the exact result:

ε→ 1 +
q2
s

|~q|2 , (3-d) with q2
s =

4πq2
e

ε∞

dn

dµ
(10.6)

ε→ 1 +
qs
|~q| , (2-d) with qs =

2πq2
e

ε∞

dn

dµ
(10.7)

Using the thermodynamic relation for compressibility χcomp

χcomp =
1

n2

dn

dµ
, (10.8)

the screening length λs = 2π/qs can thus be related to the compressibility χcomp.

Strongly correlated systems near half filling display a reduced compressibility, and are

therefore expected to show very poor screening, i.e. λs � 1 (we set the lattice constant

a0 = 1).
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Figure 10.4: (a) The compressibility Eq. (10.8) and (b) the screening length Eq. (10.7) versus doping
δ = 1 − n, where the blue curve is the correlated case and the red curve is for the uncorrelated (bare
band) case. In the correlated case the derivative dn

dµ
is found numerically from the computed µ(n) curve.

The dashed lines represent the extrapolation to δ = 0. The green curve gives the static uniform limit of

the susceptibility 1
q2eNs

lim~q→0 χ̃
Bub

ρρ (~q, 0) [Eq. (9.1)]. If an exact calculation, going beyond the bubble

approximation were possible, the green curve would coincide with the blue one.

In Fig. 10.4 we plot (a) the compressibility using Eq. (10.8) and (b) the screen-

ing length from Eq. (10.7) as a function of doping δ = 1−n. We note that the discrepancy

between the static uniform limit of χ̃ρρ and the thermodynamic result in the sumrule

Eq. (10.4) is quite small. In panel (b) we observe that as we approach the Mott limit

δ = 0, the screening in the correlated case very poor whereas the screening in the free

case which uses a standard RPA calculation is unchanged.

In Fig. 10.5 we display the momentum dependence of the static susceptibility

along the three principal directions at T = 297K at a density n = 0.85. For com-

parison we also display the bare (uncorrelated) static susceptibility using Eq. (8.16).

Correlations are seen to suppress the magnitudes of the susceptibilities as expected.

Somewhat unexpectedly, the relative locations of the three curves, corresponding to
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different direction in the k-space is strong.
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Figure 10.5: The wavevector dependence of the ECFL static susceptibility χ̃
(I)

(~q, 0) Eq. (9.9) dashed
(blue) line and the (noninteracting) band structure case solid (red) line using Eq. (8.16) for different
paths along the BZ. The inset shows a magnification of correlated case. The density n = 0.85 and q is
the relevant component of ~q connecting the (high symmetry) points Γ = (0, 0), X = (π, π),M = (π, 0)
in the 2-d square lattice BZ.

10.5 Static susceptibility correction

In Fig. 10.6, we compare the computed κ(~q), with the static χ̃WW (~q, 0)/Ns

obtained from Eq. (9.2), using the ECFL Green’s function. We observe that they are

almost identical over the entire Brillouin zone. Their identity is required in order to

get a finite limiting behavior for χ̃ρρ at ω = 0 in Eq. (8.3). To enforce this behavior

exactly in our numerics, we insert the ratio κ(~q)/χ̃WW (~q, 0) ≈ 1 in the second term of

Eq. (8.13).
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Figure 10.6: The dimensionless functions 1
tq2e
κ(~q) from Eq. (8.4) and 1

tq2eNs
χ̃

Bub

WW (~q, 0) from Eq. (9.2)

plotted over the Brillioun zone are approximately identical for a system at n = 0.85 and T = 297K.
These two curves should coincide identically in an exact calculation of the susceptibility that goes beyond
the bubble approximation. The ratio between the two curves in Eq. (9.5) corrects for this discrepancy.

10.6 Novel Self-Energy Ψ(~q, ω)

This self-energy Ψ can be found from χ̃ρρ(~q, ω), if the latter is known, by

inversion of Eq. (8.19), and can be expressed formally in terms of the higher moments

ω̃(2j+1)(~q) using Eq. (C.8) [68, 52, 23] as

Ψ(~q, ω) =

(
q2
eNs

χ̃ρρ(~q, 0)
− ω2

ω̃(1)(~q)
− q2

eNs

χ̃ρρ(~q, ω)

)
, (10.9)

and using the two expressions Eqs. (9.4) and (9.5) we get two different self-energies ΨA

and ΨB (Eqs. (9.6) and (9.7)).

In Fig. 10.7 panels (a-e) we compare the real and imaginary parts of the self-

energies ΨA,ΨB calculated from Eqs. (9.6) and (9.7). We note that Im ΨA contains

a very small quasiparticle contribution as seen in panel (a), characterized by a linear

behavior Ψ′′ ∝ πω
|~q|vF for ω < |~q|vFZ, while this linear behavior is absent in Im ΨB. The

construction of χ̃(II)
in Eq. (9.10) adds a piece δΨQP representing the small quasiparticle
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contribution to the imaginary part of ΨB, and recomputes the real part using causality.

We display the ω dependence of ΨB and ΨB + δΨQP in panels (b), (c), (d) and (f) of

Fig. 10.7.

In Fig. 10.8 panel (a) we display Im ΨB at different ~q as functions of ω, and

note that these collapse to a single curve over the Brillioun zone, when multiplied by

ω̃(1)(~q). The Im{ΨB + δΨQP } at different ~q differ in the low ω region, due to the

presence of the quasi-particle contributions, but do collapse to a single curve at higher

frequencies, as seen in panel (b).
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Figure 10.7: The complex self-energy Ψ(~q, ω) of the susceptibility χ̃ρρ(~q, ω) as defined Eq. (8.19). We
show Eqs. (9.6), (9.7), (9.11) and (9.12) at density n = 0.85 and T = 297K along the Γ→ X direction
where ~q = (q, q). Panels (a) and (b) show the effects of adding the quasiparticle contribution δΨQP to
ΨB in the imaginary and real parts of the self-energy. Panels (c) and (d) show the imaginary and real
parts of ΨB(~q, ω) and panels (e) and (f) shows the imaginary and real parts of ΨB(~q, ω) + δΨQP (~q, ω)
for a few q values.
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Figure 10.8: (a) The imaginary part of the self-energy ΨB(~q, ω) [Eq. (9.7)] at different values of
~q = (q, q) (in Γ→ X direction) coincide and collapse to a single curve when scaled by the first moment
ω̃(1)(~q) [Eq. (C.4)]. (b) For ΨB(~q, ω) + δΨQP (~q, ω) the imaginary part of the self-energy collapses also
coincides, but only at high frequencies beyond the energy scale of the quasiparticle excitations. From
Eq. (8.24) we see that the (on-shell) product ω̃(1)(~q) Im Ψ(~q,Ωp(~q)) equals the squared width Γ2

p(~q) of

the peak in Im χ̃ρρ(~q, ω), located at ω ∼ Ωp(~q). On the other hand, the (off-shell) case Eq. (8.19) for

generic ω describes the almost ~q independent fall off away from the peak.
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10.7 Charge Density Susceptibility Approximations

In Fig. 10.9 we compare two approximations for the imaginary part of the

irreducible (screened) susceptibilities Im χ̃(I)
(solid red line) and Im χ̃(II)

(blue dashed

lines), i.e., Eqs. (9.9) and (9.10). As expected the quasiparticle contribution at low

frequencies is roughly linear in ω.
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Figure 10.9: A comparison between the (a) imaginary and (b) real parts of the χ̃ susceptibilities χ̃
(I)

and χ̃
(II)

from Eqs. (9.9) and (9.10). The quasiparticle contribution is visible in (a) at low frequencies
and is roughly linear in ω.

10.8 Characteristic frequency scale Ωp(~q) revisited

We show the density and temperature evolutions of the screened susceptibility

approximations χ̃(I)
(dashed) and χ̃(II)

(solid) over the ranges n = 0.8, 0.825, 0.85 and

T = 99, 198, 295K in the two principle directions Γ → X (see Fig. 10.10) and Γ → M

(see Fig. 10.11). In all cases we observe that the high ω fall off of Im χ̃ is ∼ 1
ω2 , while

the curves turn-around at low frequencies to vanish as ω → 0. This turn-around occurs
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at the peak frequency Ωp(~q) discussed in Eq. (8.23), and displayed in Fig. 10.12.

The magnitude of the turn-around frequency Ωp(~q), typically a small fraction

of t can, depending upon the choice of the hopping parameter t, be very small. We

can estimate this further as follows. Using Eqs. (8.21) and (8.23) together with the

expression for the first moment ω̃(1)(~q) in Eqs. (C.12), (C.16) and (C.17) we express

Ωp(~q) explicitly as a function of ~q. At small ~q this simplifies further to

lim
~q→0

Ωp(~q) = |~q|
√
T
q2
e

dµ

dn
, (10.10)

where the velocity
√
T
q2e

dµ
dn is determined by the ratio of T Eq. (C.18) that shrinks as

the density n → 1, and the compressibility Fig. 10.4. We comment further on this

turn-around when discussing Figs. 10.18 and 10.20.

Given the interesting role played by this energy scale Ωp(~q), a natural ques-

tion is whether it has a more direct origin and interpretation. For this purpose we

construct a positive definite spectral-shape function ϕ(~q, ω) from the complex suscepti-

bility χ̃ρρ(~q, ω) as

ϕ(~q, ω) =
1

χ̃ρρ(~q, 0)

[
Im χ̃ρρ(~q, ω)

πω

]
. (10.11)

Using a dispersion relation for χ̃ρρ(~q, ω) Eq. (C.7), we verify the normalization condition

∫ ∞
−∞

dω ϕ(~q, ω) = 1, (10.12)

and also the even-ness ϕ(~q,−ω) = ϕ(~q, ω). The second frequency moment of this

spectral-shape function is given by

∫ ∞
−∞

dω ω2 ϕ(~q, ω) = Ω2
p(~q), (10.13)
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where we used Eqs. (8.22), (C.7), (C.8) and (C.10) to relate the result of the integration

to the expression in Eq. (8.23). Thus Ωp(~q) provides the lowest level characterization

of the dynamics of χ̃ρρ(~q, ω). As noted above, our theory identifies this energy as the

peak frequency, or equivalently the turn-around scale for Im χ̃ρρ(~q, ω) (see Fig. 10.14).

In Fig. 10.13(a) we plot Ωp(~q) for n = 0.85 and T = 297K. The red curve

Ωcorr
p (~q) is calculated exactly as show in Eq. (8.23) and for blue dashed curve Ωuncorr

p (~q),

the thermodynamic correction factor is set to unity, i.e., dn
dµ = lim~q→0 χ̃ρρ(~q, 0). Note

that Ω
(I,II)
p (~q) = limω→0 Ω(I,II)(~q, ω) and Ω

(I)
p = Ω

(II)
p in the limit ω → 0. The observed

effect of including the thermodynamic correction is a general shift of the peak frequency

to higher energies. In Fig. 10.13(b) we plot the width of the peak Γ(~q) for n = 0.85 and

T = 297K. We not that for small ~q the width of the peaks coincide and separate as ~q

grow, and the corrected peaks have wider widths.

In experiments a reasonable estimate of Ωp(~q) might be obtained by an inte-

gration over a finite frequency window in Eq. (10.13), if ϕ(~q, ω) falls off rapidly with ω8.

From Eqs. (10.10), (10.13) and (10.14), we see that this energy scale results from a ratio

of two diminishing scales, the bandwidth reduction and the compressibility reduction,

both due of the Gutzwiller-Hubbard correlations. In Fig. 10.12 we calculate the impor-

tant characteristic energy Ω(~q, ω) for both approximations in Eq. (9.9) and Eq. (9.10)

at optimal density n = 0.85 and room temperature T = 295K in the Γ→ X direction.

8 For this purpose it may be more useful to rewrite Eq. (10.13) in the form

Ω2
p(~q) =

∫∞
−∞ dω ω Im χ̃ρρ(~q, ω)∫∞
−∞ dω

1
ω

Im χ̃ρρ(~q, ω)
. (10.14)

For the purpose of estimation, one may perform both integrations over the finite range of available
frequencies. The estimate can be quite reasonable if the range is not too small.
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Figure 10.10: The two susceptibilities Im χ̃
(I)

(dashed) [Eq. (9.9)] and Im χ̃
(II)

(solid) [Eq. (9.10)]
at densities n = 0.8, 0.825, 0.85 and temperatures T = 99, 198, 297K in the Γ → X direction where
~q = (q, q). These curves show a ~q dependent peak at Ωp(~q) ∼ Ω(~q, 0) from Eq. (8.23), detailed in
Fig. 10.12.
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Figure 10.11: The two susceptibilities Im χ̃
(I)

(dashed) [Eq. (9.9)] and Im χ̃
(II)

(solid) [Eq. (9.10)]
at densities n = 0.8, 0.825, 0.85 and temperatures T = 99, 198, 297K in the Γ → M direction where
~q = (q, 0).

105



�=π/�� �=π/�� �=�π/�� �=π/�

-��� -��� ��� ��� ���
���

���

���

���

���

ω / �

Ω
(�
) (
�
�ω

)
�=����� �=����� Γ→�

(a)

�=π/�� �=π/� �=�π/�� �=π/�

-��� -��� ��� ��� ���
���

���

���

���

���

ω / �

Ω
(�
�)
(�
�ω

)

�=����� �=����� Γ→�

(b)

Figure 10.12: The emergent energy scale Eq. (8.21) in unites of t. In panel (a) Ω(I) uses Eq. (9.9),
and panel (b) Ω(II) uses Eq. (9.10), leading to similar energies. Here n = 0.85 and T = 297K with
~q = (q, q) in Γ → X. The peaks of Ω(~q, ω) are located at the roots of Im χ̃ρρ(~q, ω) are located at the

roots of ω2 = Ω2(~q, ω), or at a cruder level, at the energy scale Ωp(~q) ∼ Ω(~q, 0). It therefore represents
the turn-around energy scale (i.e., peak frequencies) observed in Figs. 10.10, 10.11, 10.18 and 10.20.
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Figure 10.13: Panel (a) The peak energy scale Ωp(~q) [Eq. (8.23)] and panel (b) the width of the peaks
Γp(~q) [Eq. (8.24)]. In panel (a) the solid red curve Ωcorr

p (~q) is defined exactly as presented in Eq. (8.23)

and for the blue dashed curve Ωuncorr
p (~q) ≡ limω→0 Ω(I,II)(~q, ω). Note we set dn

dµ
= lim~q→0 χ̃ρρ(~q, 0) for

both panels and we note that Ω
(I)
p = Ω

(II)
p . In panel (b) the red solid curves Γ

(I)
p uses Ψ = ΨB and the

blue dashed curve Γ
(II)
p uses Ψ = ΨB + δΨQP . These computation used Lx × Ly = 128 × 128. Here

n = 0.85 and T = 297K and ~q = (q, q) is along Γ→ X.
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Figure 10.14: The characteristic frequency scale Ωp(~q) (red) Eq. (10.13) and the turn-around fre-
quency (i.e., peak frequency) for Im χ̃ρρ (blue), Re σ̄ (green) and Im χ̃JJ (purple) are compared. This

computation used Lx × Ly = 128 × 128. The screened susceptibility χ̃ρρ is approximated using χ̃
(I)

.
Here the density and temperature is as shown and ~q = (q, q) is along Γ→ X. The turn-around-frequency
is found by computing the numerical derivative of Im χ̃ρρ, Re σ̄, Im χ̃JJ and finding the zero crossing

in the neighborhood of the peak.
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10.9 Dielectric constant approximations ε(I,II)(~q, ω)

In Fig. 10.15 we display the approximate dielectric functions, computed from

Eqs. (9.13) and (9.14) at n = 0.85 and T = 295K, in the form of Im 1
ε(~q,ω) [panels (a,c)]

and Re ε(~q, ω) [panels (b,d)]. The first of these is directly measured in inelastic electron

scattering where peaks, if present, signify plasmons. The second is a theoretical curve

of a type used to identify plasmons through its zero crossing, and is relevant to certain

optical experiments.

In panels (a,c) we observe a linear in ω behavior for sufficiently small ω, owing

to the quasiparticle contribution in the self-energy. From panels (b,d) we note that

unlike in the RPA calculation [51, 24] for uncorrelated materials, Re ε crosses the zero

line only for large gc. In Fig. 10.16, we focus on the evolution of the ε(I) over the ranges

q = π/16, π/8, 3π/16 and gc = 10, 50, 100 in the two principle directions Γ → X and

Γ→M . This result might be of use in pinning down the value of gc in experiments.
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Figure 10.15: The dielectric function ε(I) and ε(II) from Eq. (9.13) for a system at n = 0.85 and
T = 297K with ~q = (q, q) along Γ→ X. Here panel (a), (c) is the imaginary part and panel (b), (d) is
the real part for gc = 10, 50 respectively. The curves Re ε(I,II) do not vanish in this range at gc = 10
[panel(d)], while they do so when gc = 50 [(panel(d))]. This is unlike plasmon in weakly interacting
electron gas discussed in books Ref. [24], where a zero crossing accurately determines the plasmon.

109



��=�� ��=�� ��=���

� � � � �
���

���

���

���

ω / �

-
��

{�
/ϵ

(�
) (
�
�ω

)}

Γ→�� �=π/�

(a)

��=�� ��=�� ��=���

� � � � �
���

���

���

���

ω / �
-
��

{�
/ϵ

(�
) (
�
�ω

)}

Γ→�� �=π/�

(b)

�=π/�� �=π/� �=�π/��

� � � � �
���

���

���

���

ω / �

-
��

{�
/ϵ

(�
) (
�
�ω

)}

Γ→�� ��=��

(c)

�=π/�� �=π/� �=�π/��

� � � � �
���

���

���

���

ω / �

-
��

{�
/ϵ

(�
) (
�
�ω

)}

Γ→�� ��=��

(d)

Figure 10.16: The imaginary part of the inverse dielectric function [Eq. (9.13)] at n = 0.85 and
T = 297K. Panels (a) ~q = ( π

8,π
8

) and (b) ~q = (π
8
, 0) illustrate the variation of the plasmon peak with

gc. Panels (c) Γ → X and (d) Γ → M direction exhibit the peak variation with ~q at gc = 50 in the
respective directions.
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10.10 Plasmon Dispersion in ε(q) and f-sumrule

In the limit ω � t the behavior of the dielectric function is easily read off from

Eq. (8.15). Neglecting
χ̃WW (~q,ω)

χ̃WW (~q,0)
compared to unity, we get

lim
ω�t

ε(~q, ω) = 1−
ω2
p(~q)

ω2
. (10.15)

In both 3-d and 2-d, the plasma frequency is given in terms of κ by

ω2
p(~q) =

Ns

q2
e

V (~q)κ(~q). (10.16)

The f-sumrule for the optical conductivity is expressible in terms of either T

or plasma frequency as

∫ ∞
−∞

dω

π
Reσ(ω) = T =

ε∞
4π

ω2
p(0). (10.17)

Let us note that the effect of Gutzwiller type short range correlations is seen most

directly in expressions for T in Eq. (C.18) and in Fig. 10.17. We discuss in Appendix C.2

the connection of this result with the first frequency sum rule for the electron structure

function.

In Fig. 10.17 panel (a) we display κ(~q) Eq. (8.4) at two densities n = 0.85 and

n = 0.8 using the angular averages shown in Table 10.1 in Eq. (C.16), and Eqs. (C.10)

and (C.12) relating it to the first frequency moment of the structure function S(~q, ω).

In Fig. 10.17 panel (b) displays the 2-d plasmon spectrum. It is found from κ and

Eqs. (7.6) and (10.16). We display the plasma energy along the principal directions in

the Brillouin zone. It displays the expected acoustic
√
|~q| behavior at low ~q.
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Figure 10.17: (a) The function 1
tq2e
κ(~q) [Eq. (8.4)], or equivalently the first moment ω̃(1)(~q)/t

[Eq. (C.12)] over the BZ. We used Eq. (C.16) at two densities n = 0.85 (solid curves) and n = 0.8
(dashed curves) for the uncorrelated (red) and correlated (blue) systems at T = 297K. Recall from
Eqs. (C.10) and (C.12), that ω̃(1)(~q), the first moment per site of the structure function S(~q, ω) can be
directly inferred from experiments. (b) The plasmon dispersion ωp(~q) in 2-d from Eqs. (7.6) and (10.16)
for the same parameters, and ε∞ = 4.5, for the uncorrelated (red) and correlated (blue) systems. The
reduction of the plasmon energy scale between the two sets is the effect of correlations.

n

Uncorrelated Correlated

0.80

〈cos kx〉ave 0.188847 0.056881

〈cos kx cos ky〉ave 0.032757 0.00661296

0.85

〈cos kx〉ave 0.190954 0.0400778

〈cos kx cos ky〉ave 0.018181 -0.0079378

Table 10.1: The averages used in Eq. (C.16) to calculate κ(~q) in Fig. 10.17. The flattened distribution
function mk in Fig. 10.2 leads the much smaller values of these angular averages for the correlated
metal.
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10.11 Comparison of Im χ̃ρρ, Re σ̄ and Im χ̃JJ

We note that the formula in Eq. (8.15) also gives the correct resistivity formula

used in studies of the t-J model. Let us first examine the 3-dimensional case with

a cubic unit cell, and assume that the electric field polarization is longitudinal, i.e.

the current is along ~q. From the usual relation between the induced current and the

polarization ~Jind = ~̇P , and ~P = 1
4π ( ~D − ~E) combined with the constitutive relations

~Jind = σ ~E and ~D = ε ~E we obtain σ(q) = ω
4πi(ε(q)− 1) and on using Eq. (8.15)

σ(~q, ω) =
i

|~q|2 ω

(
κ(q)− 1

Ns
χ̃WW (q)

)
. (10.18)

Using the charge conservation law W~q = ~q. ~J~q applicable in the uniform limit ~q → 0, we

can relate χ̃WW to χ̃JJ — the screened analog to Eq. (8.7):

For |~q|a0 � 1, χ̃JJ(~q, ω) =
1

|~q|2 χ̃WW (~q, ω) . (10.19)

Let us note an important consequence of Eq. (10.18):

Reσ(~q, ω) =
1

ωNs
Im χ̃JJ(~q, ω), (10.20)

thus relating the dissipative part of conductivity with Im χ̃JJ(~q, ω)/ω. In Eq. (10.20)

we have suppressed an implicit prefactor 1
a0

, which needs modification for quasi 2-

dimensional system such as the cuprate materials analyzed in [64, 65]. Here the theory

proceeds by assuming that the unit cell is body centered tetragonal instead of cubic.

Here a0 is replaced by c0, the separation between two copper oxide layers in the simple

case of single layer cuprates, so that c0 � a0. The different layers are assumed to be
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decoupled as far as electron hopping is concerned, while their polarizations add up. We

then obtain an appropriate generalization of Eq. (10.20)

Reσ(~q, ω) =
q2
e

c0h

(
h

q2
eωNs

Im χ̃JJ(~q, ω)

)
, (10.21)

where the object in parentheses is O(1) and dimensionless.

The variable Re σ̄(~q, ω) is related to the physical (i.e., dimensional) conduc-

tivity through Reσ(~q, ω) = h
q2ec0

Re σ̄(~q, ω) [see Eq. (10.21)], where c0 is the separation

between two copper oxygen planes in the cuprates. Let us first summarize the rela-

tionships between the three sets of variables Re σ̄(~q, ω), Im χ̃JJ(~q, ω) and Im χ̃ρρ(~q, ω).

Combining Eqs. (8.11) and (10.19) we find

for |~q|a0 � 1, Im χ̃JJ(~q, ω) =
ω2

|~q|2 Im χ̃ρρ(~q, ω), (10.22)

which is a form of the charge conservation law. Combining further with Eq. (10.21) we

get the important relation valid in the regime |~q|a0 � 1:

Re σ̄(~q, ω) =
1

ω

(
Im χ̃JJ(~q, ω)

q2
eNs

)
=

ω

|~q|2

(
Im χ̃ρρ(~q, ω)

q2
eNs

)
. (10.23)

In Figs. 10.18–10.20 we display the above closely related triad of variables

at room temperature T = 297, 177, 62K for two density n = 0.80 and n = 0.85. In

panels (a,d) we show the imaginary part of the density susceptibility Im χ̃ρρ(~q, ω), in

panels (b,e) the real part of dimensionless conductivity Re σ̄(~q, ω) and in panels (c,f) the

current-current susceptibility Im χ̃JJ(~q, ω). We compute this objects using our largest

systems of Lx × Ly = 128 × 128, allowing us to access the long wavelength modes

~q = (π/64, π/64) of the susceptibility.
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The overall factor of ω occurs at different locations in the expressions for the

three displayed variables, and might be expected to lead to different sensitivity to low

frequency noise of various kinds (on an absolute scale). The variable Im χ̃ρρ is most

sensitive in this regard. We also note that the peak frequency Ωp is visible in all three

variables, although the peak frequency is slightly different due to a small rightward shift

caused by each multiplying factor of ω.

We believe that a systematic study of the variable Re σ̄(~q, ω) offers some ad-

vantages. It can be obtained from the scattering intensity (via Im χ̃ρρ), using various

available relations. As noted above it might be more stable than Im χ̃ρρ against low

ω noise. Secondly its low ~q behavior must evolve continuously from the independently

measurable optical conductivity at ~q = 0, as well as transport measurements at ω = 0.

These constraints are expected to be helpful in estimating the absolute scale of the

susceptibility9. Therefore the systematic study of the deduced Re σ̄(~q, ω), together with

the optical conductivity Re σ̄(0, ω) could be most helpful.

9 This is also true theoretically, as seen in Figs. 10.18 and 10.20. (We checked the continuity in ~q by
independent calculations of the two sets of variables using the current vertex defined by Eq (2) of [45].
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Figure 10.18: Panels (a,d) display Im χ̃ρρ, panels (b,e) display Re σ̄ and panels (c,f) Im χ̃JJ with
the displayed prefactors. Here T = 297K, and the density is as shown and the wavevector ~q = (q, q)
goes along the Γ→ X line. This computation used Lx × Ly = 128× 128. The real part of the conduc-
tivity σ(~q, ω) [Eqs. (10.18) and (10.21)] the imaginary part of current susceptibility χ̃JJ [Eqs. (10.19)

and (10.22)] and imaginary part of density susceptibility χ̃
(II)

ρρ [Eq. (9.10)] are related by Eq. (10.23).
In going from panels (a to c) or from (d to f), apart from other constants the second and third objects
are found by multiplying the first and second objects with ω respectively. This multiplication causes
the peak frequencies to be slightly different in these objects. The flattening of the curves for Im χ̃JJ for

all ~q beyond the peak imply that Im χ̃ρρ falls off as 1/ω2 in that region. The peaks of all three variables
are roughly at the same frequency. The solid black line is separately computed using the current vertex
as defined by Eq. (2) of Ref. [45]. In Eqs. (10.22) and (10.23) we summarize the relationship between
the two sets of curves presented above, and the curves for Im χ̃ρρ(~q, ω) in Figs. 10.10 and 10.11. Recon-
ciling the available optical conductivity data with the finite ~q measurements in the MEELS experiments
[81, 51, 34] is therefore of considerable interest. Theoretical results for both sets of variables, as in
panels (a,b) or in (c,d) are of potential use in such a task.
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Figure 10.19: Panels (a,d) display Im χ̃ρρ, panels (b,e) display Re σ̄ and panels (c,f) Im χ̃JJ with
the displayed prefactors. Here T = 177K and the density is as shown and the wavevector ~q = (q, q) is
along Γ→ X. See the caption of Fig. 10.18 for further common details.
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Figure 10.20: Panels (a,d) display Im χ̃ρρ, panels (b,e) display Re σ̄ and panels (c,f) Im χ̃JJ with
the displayed prefactors. Here T = 62K and the density is as shown and the wavevector ~q = (q, q) is
along Γ→ X. See the caption of Fig. 10.18 for further common details.
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Chapter 11

Conclusions and Discussion

We have presented results from our calculation of the dynamics of electron

fluctuations in the t-J-VC model of Eq. (7.1). We see that the small quasiparticle

weight in the normal state gives rise to a broad background in the electron spectral

weight Fig. 10.1. This in turn leads to a smearing of sharp features in the dynamical

correlations, as we see in Fig. 10.9. The small Z also reflects in the flattening of the

momentum distribution, as seen in Fig. 10.2.

The plasmon energy ωp(~q) can be extracted in several distinct ways. We have

discussed two methods already, from the peaks in −Im( 1
ε(~q,ω)), or from the zeroes of

Re ε(~q, ω) as seen in Figs. 10.15 and 10.16. There is yet another possibility, namely

from a measurement of the first frequency moment of the structure function S(~q, ω)

as in Eqs. (C.10) and (C.12). Here the frequency integration must be large enough

to contain all the weight from the primary band containing the fermi level, but small

enough to exclude interband effects. This balance is familiar from studies of optical
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conductivity in cuprates [11], where satisfying the various versions of the f -sumrule

involves parallel issues.

The results for Im χ̃ρρ(~q, ω) presented in Figs. 10.10 and 10.11 display a slow

fall off for ω > Ωp over a substantial range. This behavior is similar to the fall off seen

experimentally [34, 51]. From Eq. (10.23) this implies that the current susceptibility

Im χ̃JJ(~q, ω) should flatten out in the same ω range. This is indeed seen in Figs. 10.18

and 10.20 in panels (a,c). We should note that in the panels (b,d) of this figure, the

conductivity shows a related sluggish fall off with ω, consistent with Eq. (10.23).

In the region |ω| ≤ Ωp(~q), our calculations show that the quasiparticle contri-

bution to Im χ̃ρρ(~q, ω) leads to a linear in ω behavior, as seen in the contrast between

the two plots in Fig. 10.9, and in all the low ~q plots of in Figs. 10.10 and 10.11. A

low magnitude of Z, as in the ECFL theory makes the linear regime small, but remain

non-zero, and hence worth looking for in data.

Finally we believe that extracting systematically the energy scale Ωp(~q) for

a range of small ~q values is an important task for future experimental studies. In

addition to tracking the peaks of the imaginary parts of the various susceptibilities

noted in Eq. (10.23), as well as Fig. 10.18 and related figures, approximately evaluating

the formula Eqs. (10.13) and (10.14) using data could provide a useful alternative. It

is possibly a difficult task if the Ωp(~q) is not sufficiently larger than the experimental

resolution, and if other sources such as phonons contribute strongly to the scattering

intensity. Such a study would provide insight into the nature of the metallic state in

the cuprates.
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Appendix A

Summary of ECFL Green’s function G

The one-electron Green’s function G for the t-J on a lattice in space-time

coordinates can be written as

Gσiσj (τi, τj) = −〈〈C̃iσi(τi)C̃†iσj (τj)〉〉 . (A.1)

Using our notation, the expectation value of an arbitrary observable Q(τ1, . . .) is ex-

pressed as

〈〈Q(τ1, . . .)〉〉 = Tr Pβ Tτ{e−AQ(τ1, . . .)}. (A.2)

Here we have Tτ the time-ordering operator, A =
∫ β

0 dτÂ(τ) an external potential term,

and Pβ = e−βH/Tr
(
e−βHTτe−A

)
the Boltzmann weight factor including A. As usual

Eq. (A.1) is a function of difference in lattice coordinate l = i− j and time τ ≡ τi − τj

when the material is homogeneous in both the lattice and time and we study its Fourier

transform G(~k, iωk).

The O(λ2) approximation of the ECFL equations determining the Green’s
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function for the t-J model has been discussed earlier in our papers Ref. [66, 6, 65], so

we provide a very short summary of the equations used. In the ECFL theory, G is found

using the Schwinger method [66], and expressed as a product of an auxiliary Green’s

function g and a “caparison” function µ̃:

G(k) = g(k)× µ̃(k) (A.3)

where k ≡ (~k, iωk), and ωk = (2k + 1)πkBT is the Fermionic Matsubara frequency and

subscript k is an integer. The auxiliary g(k) is a Fermi-liquid type Green’s function.

The Schwinger equation of motion for the physical Green’s function can be symbolically

written as [66, 6, 65]

(
g−1

0 − λX̂ − λY1

)
. G = δ (1− λγ). (A.4)

where X̂ represents a functional derivative and Y1 describes a Hartree-type energy.

Here λ is an expansion parameter and set equal to unity after retaining all second order

terms. The non-canonical nature of the Gutzwiller projected operators leads to the

term (1− λγ) on the right hand side, this would be just 1 for canonical electrons. The

decomposition in Eq. (3.2) circumvents this problem since g is constructed so as to

satisfy a canonical equation [66].

To second order (in λ) the ECFL equations [6, 65] are found to be

µ̃(k) = 1− λn
2

+ λψ(k) (A.5)

g−1(k) = iωk + µ− ε~k + λ
n

2
ε~k − λφ(k) (A.6)

where µ is the chemical potential and ε~k is the bare band energy Eq. (C.15) and ψ(k)
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is the second self-energy. The self-energy φ(k) factors out as φ(k) = χ(k) + ε′~kψ(k)

where χ(k) is another function defined below, ε′~k = ε~k − u0/2, where u0 is a Lagrange

multiplier. Both µ and u0 are determined by constraining the number of electrons

defined respectively using G and g on Eq. (A.12). The two self-energies functions ψ and

χ expanded formally in λ to second order approximation O(λ2) are ψ = ψ[0] +λψ[1] + . . .

and χ = χ[0] + λχ[1] + . . .. The expression for these self-energies in the expansion are

ψ[0](k) = 0, χ[0](k) = −
∑
p

(
ε′~p +

1

2
J~k−~p

)
g(p) (A.7)

and

ψ[1](k) = −
∑
pq

(
ε′~p + ε′~q + J~k−~p

)
g(p)g(q)g(p+ q − k) (A.8)

χ[1](k) = −
∑
pq

(
ε′~p + ε′~q + J~k−~q

)(
ε′
~p+~q−~k + J~k−~p

)
× g(p)g(q)g(p+ q − k) (A.9)

where we denote
∑

k ≡ kBT
Ns

∑
~k,ωk

and J~q is the Fourier transform of Jij . With λ→ 1,

the expressions for the O(λ2) ECFL equations are

µ̃(k) = 1− n

2
+ ψ(k) (A.10)

g−1(k) = iωk + µ− ε~k +
n

2
ε~k − χ[0](k)

− χ[1](k)− ε′~pψ[1](k) (A.11)

We can determine the two chemical potentials µ and u0 by satisfying the following

number sum rules ∑
k

g(k)eiωk0+ =
n

2
=
∑
k

G(k)eiωk0+ , (A.12)
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where n is the particle density. We find the spectral function A(~k, ω) = −1/πImG(k)

by analytically continuing (i.e. iωk → ω + iη) and by solving Eq. (3.2) and Eqs. (A.7)–

(A.12) iteratively. We also note the useful spectral representation expressing G in terms

of A:

G(~k, iωn) =

∫ ∞
−∞

dν
A(k, ν)

iωn − ν
. (A.13)
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Appendix B

Susceptibilities and the Structure

Function

Our focus is on the charge susceptibility and the related structure function,

and hence we first summarize some standard results [54, 36, 1, 24]. Let us define the

susceptibility of any pair of operators A,B as

χAB(ω + iη) = i

∫ ∞
0

dt eiωt−ηt〈[A(t), B(0)]〉 (B.1)

where η = 0+ is a positive infinitesimal, A(t) = eiHtAe−iHt, and the brackets denote

the usual thermal average. Its causal nature allows us to write a spectral representation

χAB(ω + iη) = − 1

π

∫ ∞
−∞

dν
χ′′AB(ν)

ω − ν + iη
. (B.2)

By integration over t we find the usual expression for the structure function

SAB(ω) =

∫ ∞
−∞

dt

2π
eiωt〈A(t)B(0)〉, (B.3)
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and

SAB(ω) =
1

π

χ′′AB(ω)

1− e−βω . (B.4)

In order to obtain the charge density structure function we must calculate the charge

susceptibility χρρ defined from Eq. (B.1) as

A = ρq = qe
∑
kσ

C̃†kσC̃k+qσ, and B = ρ−q, (B.5)

where qe = −|e| is the electron charge. In real space we write the local charge density

ρm at site m as

ρm ≡ qenm, and ρm =
1

Ns

∑
q

ei~q.~rmρq, (B.6)

where Ns is the number of lattice sites. For our calculations it is more convenient to

evaluate the imaginary time object and its Fourier transform

χAB(τ) = 〈TτA(τ)B(0)〉, and χAB(iΩν) =
1

2

∫ β

−β
dτeiΩντχAB(τ), (B.7)

where Ων = 2π
β ν and ν = 0,±1,±2, . . .. We can use analytic continuation iΩν → ω+i0+

to obtain the physical susceptibility χAB(ω + iη) Eq. (B.1) from Eq. (B.7).

126



Appendix C

Structure Function Frequency Moments

The recent momentum dependent electron energy loss experiments (M-EELS)

[81, 51, 34] probe charge response inferred from the inelastic momentum resolved scatter-

ing of electrons from the surface of the high Tc superconductor Bi2212Bi2Sr2CaCu2O8+x.

Making various simplifying assumptions that are argued for in the work of Mills [49],

the experiment gives a readout of the structure function

Sρρ(~q, ω) =

∫ ∞
−∞

dt

2π
eiωt〈ρ~q(t)ρ−~q(0)〉 =

1

π

χ′′ρρ(ω)

1− e−βω , (C.1)

over a substantial portion of the ~q, ω region with remarkably high precision. The energy

resolution ∆ω ∼ 2meV. Here ~q is taken to be 2-dimensional. These works present direct

information about χρρ, in fact using the odd-ness of χ′′ρρ we can extract this object by

combining energy loss and energy gain data:

χ′′ρρ(~q, ω) = π (Sρρ(~q, ω)− Sρρ(~q,−ω)) (C.2)

The work of [81, 51, 34] presents data for the χ′′ρρ(ω) as well as the inferred
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screened susceptibility χ̃ρρ.

C.1 High frequency moments: reducible susceptibility

Using the familiar analyticity of χρρ(~q, ω) in the upper half of the complex ω

plane, we can write a spectral representation

χρρ(~q, ω) = − 1

π

∫ ∞
−∞

dν
χ′′ρρ(~q, ν)

ω − ν + i0+
. (C.3)

We note that χ′′ρρ(~q, ν) is odd in ω and hence as ω � 0 we get a moment expansion with

even terms [57]

lim
ω�0

χρρ(~q, ω) = −q2
eNs

(
ω(1)(~q)

ω2
+
ω(3)(~q)

ω4
+ . . .

)
, (C.4)

where the frequency moments ω(2j+1)(~q) are given by

ω(2j+1)(~q) =
1

q2
eNs

∫ ∞
−∞

dω

π
ω2j+1χ′′ρρ(~q, ω), (C.5)

or upon using Eq. (C.2)

ω(2j+1)(~q) =
2

q2
eNs

∫ ∞
−∞

dωω2j+1S(~q, ω). (C.6)

C.2 High frequency moments: irreducible susceptibility

In the presence of long-ranged Coulomb interactions it is necessary [54] to

distinguish between reducible susceptibility (or polarization) χρρ and the irreducible

susceptibility (or polarization) χ̃ρρ. The irreducible susceptibility χ̃ρρ can be shown to
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satisfy a spectral representation

χ̃ρρ(~q, ω) = − 1

π

∫ ∞
−∞

dν
χ̃′′ρρ(~q, ν)

ω − ν + i0+
. (C.7)

This is completely analogous to Eq. (C.3), and using a moment expansion

analogous to Eq. (C.4) we get

lim
ω�0

χ̃ρρ(~q, ω) = −q2
eNs

(
ω̃(1)(~q)

ω2
+
ω̃(3)(~q)

ω4
+ . . .

)
, (C.8)

In order to determine the moments ω̃(2l+1)(~q), we recast Eq. (8.10) in the form

χ̃ρρ(~q, ω) =
χρρ(~q, ω)

1− V (~q)
Ns

χρρ(~q, ω)
. (C.9)

We next plug into this expression the high frequency expansion Eq. (C.4) giving an infi-

nite series in 1
ω2 . Comparing with Eq. (C.8), the moments ω̃(2l+1)(~q) can be determined

in terms of ω(2l+1)(~q). For our purpose we only need the first moment:

ω̃(1)(~q) = ω(1)(~q). (C.10)

We make extensive use of the first moment ω(1)(~q) below, let us note that it is in

frequency units and provides a very important scale in the problem. We now relate this

frequency to κ(~q). From Eq. (8.14) we note that

lim
ω�0

ε(~q, ω)→ 1− V (~q)Ns

(
ω̃(1)(~q)

ω2
+
ω̃(3)(~q)

ω4
+ . . .

)
. (C.11)

Comparing the leading term with the expression in Eqs. (10.15) and (10.16), we get

ω̃(1)(~q) =
a0~
q2
e

κ(~q), (C.12)
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where we temporarily reintroduced the lattice constant a0 and ~ to emphasize that ω̃(1)

is in frequency units, while κ is the square of a frequency10.

Using Eq. (10.16), the first moment also determines the plasmon energy as

ωp(~q) =
√

Ns
q2e
V (~q)κ(~q). Proceeding further we can express κ(~q) in 2-d explicitly in terms

of ~q, the band hopping parameters and the averages over the momentum distribution

function 〈C̃†kC̃k〉 of the type 〈cos kx〉ave ≡ 1
Ns

∑
k cos kx〈C̃†kC̃k〉.

Using Eq. (8.4) and the band dispersion parameters t, t′ representing the near-

est and next nearest neighbor hops on the square lattice:

εk = −2t(cos kx + cos ky)− 4t′ cos kx cos ky. (C.15)

We find

ω̃(1)(~q) = 8t〈cos kx〉ave(2− cos qx − cos qy) + 16t′〈cos kx cos ky〉ave(1− cos qx cos qy).

(C.16)

For small ~q we find

lim
~q→0

ω̃(1)(~q)→ |~q|2 T
q2
e

, (C.17)

where we utilized Eq. (8.5), and

T = q2
e

(
4t〈cos kx〉ave + 8t′〈cos kx cos ky〉ave

)
(C.18)

10 A comment on the dimensions of these variables may be useful. The variables κ(~q) and T have
dimensions of frequency squared. This feature is submerged in the notation since we have set the lattice
constant a0 → 1 and also set ~→ 1. To restore the dimensions we should read Eq. (8.4) as

κ(~q) =
2q2e

a0~2Ns

∑
kσ

(
ε~k+~q − ε~k

)
〈C̃†~kσC̃~kσ〉. (C.13)

and Eq. (8.6) as

T =
q2e

a0Ns~2
∑
kσ

(
d2ε~k

d(kxa0)2

)
〈C̃†~kσC̃~kσ〉, (C.14)
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We see from Eq. (10.17) that T determines the total weight of the optical conductivity.

The relevant averages of the cosines are tabulated in Table 10.1, where we see the

enormous reduction from uncorrelated values brought about by the strong correlations.

For completeness we note that our notation for the reducible χρρ and irre-

ducible χ̃ρρ polarizations can be mapped into that used in [81, 51, 34] by setting

χρρ → −χ

χ̃ρρ → −Π

ε→ ε/ε∞. (C.19)
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Part IV

CONCLUSION
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In this part we briefly summarize a few important results from each part of

the dissertation, and we discuss some work in progress.

In Part II we adapted ECFL theory to account for strain-induced anisotropy

in order to explore the nematicity in strange metals, and in particular we calculated the

strain-induced anisotropic resistivity, kinetic energy (f-sumrule for the optical conduc-

tivity) and the local density of state (measurable via STM) and we also calculated the

elastoresistivity and other related susceptibilities. Our calculations amount to predic-

tions of physical response of these materials and we are awaiting further experimental

test. These results are expected to be applicable to high Tc superconducting materials,

specifically high-Tc cuprates. The recent experimental measurements in Ref. [41] of the

nematic susceptibility χnem (i.e., elastoresistivity) in cuprates is consistent our theoret-

ical estimates; even though, our model contains no explicit mechanism to account for

nematic fluctuations. On the other hand, measurements of the nematic susceptibility in

iron pnictide materials [17, 12] are much more sensitive than our theoretical estimates,

which presumably is an effect of downfolding pnictides from a many-band to an effective

single band model, and this yields parameters that are more sensitive to strain.

In Part III we remarked on recent experiments using a novel approach, a inelas-

tic electron scattering probe, which essentially gives a readout of the structure function

after making various simplifying assumptions. This is exciting since the structure func-

tion is an object which contains information about the physics of the charge density

fluctuations in the cuprate materials. Motivated by these results, we use an extended

version of ECFL theory [72] (based on the t-J-VC model) which adds the effects long-
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range Coulomb-type interactions Vc to the t-J model and a set of novel expressions

for the dielectric constant and charge susceptibility to explore the dielectric response

in cuprates. Our calculation of Im χ̃ρρ shows a fall off for ω > Ωp, and this behavior

similar to the fall seen in experiments [34, 51] and serves as one benchmark for the

t-J-VC model. We also mention that dielectric constant ε is exact in the uniform static

limit and has the correct high frequency behavior for our model, and our calculation of

the finite ~q electron energy loss −Im {1/ε} has broad peaks at similar energies as seen

in experiments and it has the expected 1/ω2 high frequency behavior. Our calculation

of the plasma energy ωp and f-sumrule ω̃(1) are two more strong benchmarks of our

theory awaiting experimental tests. Closely related to χ̃ρρ is the current susceptibility

χ̃JJ and optical conductivity Reσ which both can benchmarked t-J-VC model via

alternative experimental means. We also comment on the importance of measuring the

characteristic energy Ωp — the approximate turn-around frequency of χ̃ρρ for small ~q

— since this material signature is measurable in absentia of reliable information about

the relative intensity of χ̃ρρ.

We also mention some of our work in progress that is directly related to this

dissertation. One of the projects currently in progress is a calculation of the non-

canonical electron Green’s function G using for the first time the O(λ3) approximation

of ψ and χ self-energies described in Eq. (A.4) for two- and ∞-dimensional systems

using a novel pair of sum rules [alternative to Eq. (A.12)] to determine the Lagrange

multipliers µ′ and u0. The other work in progress is a scheme to calculate G, the usual

Green’s function for t-J model, and F , the anomalous Green’s function, for extremely
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correlated superconductors [73].
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[22] W. Ding, R. Žitko, P. Mai, E. Perepelitsky and B. S. Shastry, Phys. Rev. B 96,
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