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Abstract. We prove an explicit expression for the solutions of the discrete Schwarzian octa-
hedron recurrence, also known as the discrete Schwarzian KP equation (dSKP), as the ratio
of two partition functions. Each one counts weighted oriented dimer configurations of an
associated bipartite graph, and is equal to the determinant of a Kasteleyn matrix. This is
in the spirit of Speyer’s result on the dKP equation, or octahedron recurrence (Journal of
Alg. Comb. 2007). One consequence is that dSKP has zero algebraic entropy, meaning that
the growth of the degrees of the polynomials involved is only polynomial. There are can-
cellations in the partition function, and we prove an alternative, cancellation free explicit
expression involving complementary trees and forests. Using all of the above, we show
several instances of the Devron property for dSKP, i.e., that certain singularities in initial
data repeat after a finite number of steps. This has many applications for discrete geomet-
ric systems and is the subject of a companion paper (preprint 2022, Affolter, de Tillière,
and Melotti). We also find limit shape results analogous to the arctic circle of the Aztec
diamond. Finally, we discuss the combinatorics of all the other octahedral equations in the
classification of Adler, Bobenko and Suris (IMRN 2012).
Keywords. Dimer model, octahedron recurrence, discrete KP equation, integrable system,
spanning forests, algebraic entropy, discrete geometry, projective geometry, Aztec diamond,
limit shapes
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2 Niklas Christoph Affolter, Béatrice de Tilière, and Paul Melotti

1. Introduction

The dSKP equation is a relation on six variables that arises in the study of the Krichever–
Novikov equation [DN91, Equation (30)], and as a discretization of the Schwarzian Kadomtsev–
Petviashvili hierarchy [BK98a, BK98b], hence its name. Note that it can be traced back to
[NCWQ84, Equation (4)] as a special case when p, q, r = 0, α = −β = ε−1 in the limit ε → 0. It
appears in a number of systems such as: Menelaus’ theorem and Clifford configurations [KS02],
evolutions of t-embeddings of dimer models (or Miquel dynamics) [KLRR22, Aff21], consistent
octahedral equations [ABS12]. These examples and many more are described in a companion
paper [AdTM22].

In this paper we embed this relation on a lattice to get the so-called dSKP recurrence. For-
mally, we consider the octahedral-tetrahedral lattice L defined as:

L =
{
p = (i, j, k) ∈ Z3 : i+ j + k ∈ 2Z

}
.

Consider the space Ĉ = C∪{∞}, where C is an affine chart of the complex projective line CP1,
and a function x : L → Ĉ. We say that x satisfies the dSKP recurrence, or Schwarzian octahe-
dron recurrence, if

(x−e3 − xe2)(x−e1 − xe3)(x−e2 − xe1)

(xe2 − x−e1)(xe3 − x−e2)(xe1 − x−e3)
= −1, (1.1)

where (e1, e2, e3) is the canonical basis of Z3, xq(p) := x(p + q) for every q ∈ {±ei}3i=1, and
the relation is evaluated at any p ∈ Z3 \ L.

Suppose that we are given an initial data a = (ai,j)i,j∈Z2 located at vertices (i, j, h(i, j)) ∈ L
for some height function h, see Section 2 for the definition. One starts with values

(x(i, j, h(i, j))) = (ai,j),

and apply the dSKP recurrence to get any value x(i, j, k) with (i, j, k) ∈ L and k > h(i, j). This
takes the form of a rational function in the variables a. One of the main purposes of this paper
is to prove a combinatorial expression of this rational function. The corresponding problem has
been solved for various similar recurrences [CS04, Spe07, KP16, Mel18], and has led to fruitful
developments such as limit shapes results [PS05, DFSG14, Geo21].

It turns out that the combinatorics fitted to the dSKP recurrence leads to the introduction of
the oriented dimer model. Consider a finite planar graph G = (V,E), and let F be its set of
faces, equipped with weights (af )f∈F . Suppose that we are given a particular orientation known
as a Kasteleyn orientation, seen as a skew symmetric function φ : E⃗ → {−1, 1}. An oriented
dimer configuration is a subset of oriented edges M⃗ such that every vertex is either the origin or
the tip of an oriented edge in M⃗. For an oriented edge e⃗, we denote by f(e⃗) the face to the right
of e⃗. Then we define the weight of M⃗ as

w(M⃗) =
∏
e⃗∈M⃗

φe⃗ af(e⃗),
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and the corresponding partition function is given by the signed enumeration of all oriented dimer
configurations:

Z(G, a, φ) =
∑
M⃗

w(M⃗).

The following is a loose statement of one of our main results, see Theorem 3.4 for a precise
statement.

Theorem 1.1. Let x : L → Ĉ be a function that satisfies the dSKP recurrence. Let h be a
height function and consider an initial data a = (ai,j) = (x(i, j, h(i, j))). Then, for every
point (i, j, k) ∈ L with k > h(i, j), the value x(i, j, k) is expressed as a function of (ai,j) as

x(i, j, k) = C(G, a)
Z(G, a−1, φ)

Z(G, a, φ)
,

where G is the crosses-and-wrenches graph explicitly constructed from (i, j, k) and h [Spe07],
whose faces are indexed by a subset of Z2, and equipped with weights a = (ai,j) or a−1 = (a−1

i,j );
C(G, a) is the product of all face weights with some exponents.

An immediate consequence of Theorem 1.1 and the construction of the graph is that the dSKP
recurrence has zero algebraic entropy [BV99], meaning that the degree of the function x(i, j, k)
in the initial data grows sub-exponentially (and, in fact, polynomially) in k. This unusual prop-
erty is typical of integrable rational systems.

Example 1.2. As an example, let us take h(i, j) = [i + j]2, where [n]p ∈ {0, 1, . . . , p − 1}
denotes the value of n modulo p. Then x(0, 0, 2) may be expressed as a function of a0,0 =
x(0, 0, 0), a1,0 = x(1, 0, 1), a−1,0 = x(−1, 0, 1), a0,1 = x(0, 1, 1), a0,−1 = x(0,−1, 1), namely

a1,0a−1,0a0,1 + a1,0a−1,0a0,−1 − a0,0a1,0a−1,0 − a−1,0a0,1a0,−1 − a1,0a0,1a0,−1 − a0,0a0,1a0,−1

a0,0a0,−1 + a0,0a0,1 − a0,1a0,−1 − a0,0a1,0 − a0,0a−1,0 + a1,0a−1,0

.

The corresponding graph is shown in Figure 1.1, with the list of its oriented dimer configura-
tions and their weights, whose sum is indeed the denominator. To check that the numerator of
Theorem 1.1 also matches, let us mention that in this case, C(G, a) = a0,0a0,1a0,−1a1,0a−1,0,
so that the denominator is the “complement polynomial” of the numerator – meaning that every
monomial is replaced by its complement in the five variables, since the maximum degree of each
variable is 1 in this case.

Another contribution of this paper is to show that the partition function Z(G, a) can be
expressed as a determinant. More precisely, the crosses-and-wrenches graph G is bipartite so
that its vertex set can be split into V = W ⊔B; consider the weighted adjacency K = (Kw,b) of
G, whose rows are indexed by white vertices of W , columns by black vertices of B, and whose
non-zero entries are given by, for every edge wb of G,

Kw,b = af(w,b) − af(b,w). (1.2)

Then, in Proposition 3.2, we prove that

Z(G, a, φ) = ± det(K).
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a0,0

a0,0a0,-1 a0,0a0,1 -a0,1a0,-1 -a0,0
2

-a0,0a1,0 -a0,0a-1,0 a1,0a-1,0 a0,0
2

a-1,0 a1,0

a0,1

a0,-1

Figure 1.1: Left: the graph G corresponding to one application of the dSKP equation, with a
Kasteleyn orientation (showing the oriented edges e⃗ such that φe⃗ = 1). Right: its eight oriented
dimer configurations, and their weights.

a0,0a-1,0

br

a1,0

a0,1

a0,-1
b
~

a0,0a0,-1 a0,0a0,1 -a0,1a0,-1

-a0,0a1,0 -a0,0a-1,0 a1,0a-1,0

Figure 1.2: Left: the graph G• in the running example; two vertices br, b̃ have been added at
the boundary. Right: its six complementary trees and forests configurations, and their weights.
Forests are shown in red and may be rooted at br or b̃, while trees are shown in blue and may
only be rooted at br. Roots are represented by small loops.

It is to be noted that this exact matrix K appears in the recent introduction of Coulomb
gauges, or t-embeddings of dimer models. In [KLRR22] the authors start with a planar graph
equipped with a standard dimer model, and (under some conditions) find an embedding of the
dual graph: every face f is sent to a point af . The Kasteleyn matrix of the initial dimer model
is gauge equivalent to a matrix K that is then exactly (1.2), therefore det(K) is equal, up to
a constant, to the partition function of the initial dimer model. As a result, our approach may
be seen as a way to expand the partition function of the initial dimer model in terms of these
variables af , taken as formal variables, instead of the usual edge weights. With this perspective
of formal variables living in Ĉ, we have no control on the sign of the entries of the matrix K,
and they do not satisfy the Kasteleyn condition in general [Kup98].

Note that in the previous example, two configurations have weights that cancel each other.
This is a generic fact which, for instance, occurs at all faces of degree 4 of G. Our next main con-
tribution consists in introducing another model, whose partition function is equal to Z(G, a, φ),
but whose configurations are in one-to-one correspondence with the monomials in the a vari-
ables. More precisely, in Section 4, for any quadrangulation G of the sphere, we introduce a
model of complementary trees and forests on the graph G• formed by the black vertices of G
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and diagonals joining them, with some boundary conditions. A configuration consists of two
subsets (T,F) of edges of G• such that T is a spanning tree, and its complement F is a spanning
forest, rooted at some specific vertices, see Section 4 for details, and Figure 1.2 for an example.
We show the following, see also Theorem 4.2.

Theorem 1.3. For any Kasteleyn orientation φ, the oriented dimer partition function is equal
to

Z(G, a, φ) = ±
∑
(T,F)

sign(T,F)
∏
e⃗∈F

afe⃗ ,

where the sum is over all complementary trees and forests configurations of G•. Moreover, there
is a bijection between terms in the sum on the right-hand-side and monomials of Z(G, a, φ) in
the variables a.

The tools we develop to get the previous two results have several applications, in particu-
lar they allow us to study singularities of the dSKP recurrence. Although interesting in their
own respect, the introduction of such singularities is motivated by their occurrence in geometric
systems. The study of these systems and their singularities is the subject of the companion pa-
per [AdTM22], where the results of the current paper allow us to provide a unified treatment of
the description of singularities of several geometric systems, recovering previously known re-
sults [Gli15, Yao14], solving three conjectures of [Gli15, Section 9], and showing counterparts
in other systems.

Consider the height function h(i, j) = [i + j]2, so that the initial data a = (ai,j) =
(x(i, j, [i+ j]2)) occupies heights k = 0 and k = 1 in L. Suppose that all of the values at
height k = 0 are equal to a single value d ∈ Ĉ, and that values at height k = 1 are m-
doubly periodic, meaning that ai,j = ai+m,j+m = ai+m,j−m; see Figure 1.3, bottom left. We
call such initial data m-Dodgson initial conditions. In this case, the dSKP recurrence fails to
define x(i, j, k) for k < 0, as trying to apply (1.1) leads to a singularity. However, getting the
values at heights k > 1 seems possible. As the dSKP recurrence is one of the octahedral con-
sistent equations [ABS12], it is expected to have features common to integrable system, one of
them being the Devron property [Gli15]: if some data is singular for the backwards dynamics,
it should become singular after a finite number of applications of the forward dynamics. In our
case, this means that at some height k ⩾ 1 (i.e. after k−1 iterations, understood as applications
of the recurrence (1.1) to a whole level), all values of x(i, j, k) will be equal. After this point the
forward dynamics becomes impossible. We prove this Devron property, see also Section 5.5.

Theorem 1.4. For m-Dodgson initial data, the values of x are constant after m − 1 iterations
of the dSKP recurrence. In other words, for every (i, j) ∈ Z2 such that (i, j,m) ∈ L, x(i, j,m)
is independent of (i, j).

In fact, we prove a stronger invariance result for the partition function Z(G, a, φ) itself (and
not only the ratio), via the combinatorics of particular trees and forests configurations named
permutation spanning forests, see Section 5.2, Theorems 5.4 and 5.6. As a consequence, we are
able to explicitly compute this final value using the determinant and minors of the m×m matrix
with entries 1

ai,j−d
, which is reminiscent of Dodgson’s condensation [Dod67], hence the name
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a0,0a-1,0
i

j

a-2,0a-3,0 a1,0 a2,0 a3,0

a0,1a-1,1a-2,1a-3,1 a1,1 a2,1 a3,1

a0,-1a-1,-1a-2,-1a-3,-1 a1,-1 a2,-1 a3,-1

a0,2a-1,2a-2,2a-3,2 a1,2 a2,2 a3,2

a0,-2a-1,-2a-2,-2a-3,-2 a1,-2 a2,-2 a3,-2

a0,3a-1,3a-2,3a-3,3 a1,3 a2,3 a3,3

a0,-3a-1,-3a-2,-3a-3,-3 a1,-3 a2,-3 a3,-3

a-1,0
i

j

a-3,0 a1,0

a0,1a-2,1 a-1,-2

a0,-1a-2,-1

a-1,2 a-2,-1 a0,-1

a-1,-2a0,1

a-3,0 a-1,0

a1,0

a-2,0

a-2,0

a2,0

a2,0

a-1,1

a1,-1 a2,-1

a0,2

a0,2

a-3,2

a0,-2

a0,-2

a1,-2 a3,-2

a-2,3a-3,3

a0,-3

a0,-3

a2,-3 a3,-3

da-1,0
i

j

da-3,0 a1,0 d a-3,0

a0,1da-2,1d d a-1,-2 d

a0,-1da-2,-1d d a-1,2 d

da-1,2da0,-1 a-2,-1 d a0,-1

da-1,-2da0,1 a-2,1 d a0,1

a-3,0da1,0d d a-1,0 d

a-3,0da1,0d d a-1,0 d

d0

d0

d0

d0

d0

d0

d0

d-1

d-1

d-1

d1

d1

d1

Figure 1.3: Initial data (ai,j) for the dSKP recurrence, with height function h(i, j) = [i + j]2.
Variables in dashed circles lie at height k = 0, while those in solid circles lie at height k = 1.
Top: generic. Bottom left: 3-Dodgson; an elementary pattern is shown as a dashed square,
and particular values at height 0 are shown in purple. Bottom right: (3, 2)-Devron; constant
“columns” shown in orange, green, blue.

of these initial data; see Corollary 5.7. Note that this matrix is much smaller than the previous
matrixK, whose size is roughlym2×m2. For instance, whenm = 2, a single iteration produces
a constant layer; this can be seen in the running example, with a0,0 playing the role of d. In this
case, the explicit value of Corollary 5.7 uses the matrix

N =

(
1

a0,1−a0,0
1

a1,0−a0,0
1

a−1,0−a0,0
1

a0,−1−a0,0

)
.

It states that
Z(G, a, φ) = ±

∏
i,j

(ai,j − a0,0) · detN,

and that for any (i, j) ∈ Z2 with [i+ j]2 = 0,

x(i, j, 2) = a0,0 +
∑
i,j

(
N−1

)
i,j
,
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with the sum and product being over (i, j) ∈ {(0, 1), (1, 0), (0,−1), (−1, 0)}.
Assuming more symmetries in the initial data, we prove an even simpler form for the final

value.

Corollary 1.5. For m-Dodgson initial data, suppose in addition that for some p ̸∈ mZ, when
[i+ j]2 = 1, ai,j = ai+p+1,j−p+1. Then after m− 1 iterations of the dSKP recurrence, x(i, j,m)
is the shifted harmonic mean of the m different values of the initial data:

x(i, j,m) = d+

(
1

m

m−1∑
i=0

1

ai,1−i − d

)−1

.

We then consider a generalization of Dodgson initial conditions. Suppose that the initial data
is m-simply periodic, meaning that for all (i, j) ∈ Z2, ai,j = ai+m,j+m. We also assume that for
some p ⩾ 1, for all (i, j) ∈ Z2 with [i−j]2p = 0, ai,j = ai+1,j+1. This amounts to having every p-
th SW-NE diagonal at height 0 constant, see Figure 1.3, bottom right; we denote these constant
values by ai,j =: d(j−i)/(2p). In this case, it is convenient to rotate the lattice by 45 degrees,
so the singularity becomes constant columns, which are easier to visualize; every p-th column
of height 0 is constant. We call these (m, p)-Devron initial data. Again, we expect a Devron
property to hold for this kind of singular data, which here means that at some height k ⩾ 1,
values of x(i, j, k) also have p-periodic constant columns.

Theorem 1.6. For (m, p)-Devron initial data, let k = (m− 2)p+2. Then after k− 1 iterations
of the dSKP recurrence, the values of x also have p-periodic constant columns.

More precisely, for all (i, j) ∈ Z2 such that [i− j −mp]2p = 0,

x(i, j, k) = x(i+ 1, j + 1, k).

When p = 1, i.e., when all columns at height 0 are constant, the proof of the strong invari-
ance result of the m-Dodgson case also works, meaning that we have invariance of the partition
function itself. For generic p we cannot provide such a combinatorial proof – in fact the values
of Z(G, a, φ) are generically not invariant, while their ratio in Theorem 1.1 is – and we resort
to more algebraic tools, in particular to Theorem 5.3.

Another case of study is when the initial data is periodic with respect to two non-collinear
vectors (s, t) and (u, v) in Z2. We can also predict at which height singularities reoccur in that
case, as consequences of Theorem 1.6; see Corollary 5.12.

As mentioned, such combinatorial solutions of discrete evolution equations are often related
to limit shapes phenomena for the associated statistical mechanics models, which generalize
the celebrated arctic circle phenomenon for tilings of the Aztec diamond; on this classical the-
ory, see [CEP96, CKP01, Gor21] and references therein, and for approaches similar to ours,
[DFSG14, PS05, Mel18, Geo21]. In our case, it is unclear if one can hope for probabilistic in-
terpretations of this sort for oriented dimers or complementary trees and forests, first because
the solution is not a partition function but a ratio of partition functions, and second because con-
figurations come with signs. However, if h is fixed, for any (i, j, k) with k > h(i, j), we may
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see x(i, j, k) as a rational function of initial data (ai′,j′) (as was the case in Example 1.2), and
consider the partial derivative

ρ(i, j, k) =
∂x(i, j, k)

∂a0,0
.

By adapting the techniques developed in the previous references, we can compute the asymp-
totic behaviour of ρ(i, j, k). More precisely, we are able to study ρ(i, j, k) when evaluated
at some specific solutions of the dSKP recurrence, namely x(i, j, k) = ia + jb + kc + d
and x(i, j, k) = aibjckd, where a, b, c, d are real parameters, and h(i, j) = [i + j]2. In these
cases, we compute the asymptotics of ρ(xk, yk, k) when k → ∞, which depend on x, y. In
some regimes of the a, b, c, d parameters, this quantity behaves like k−1 in some region of x, y
corresponding to an “arctic ellipse”, and decays exponentially outside of this region. For other
choices of a, b, c, d, the behaviour is always exponential and sometimes divergent; that is, in
those cases, we show

lim
k→∞

1

k
log ρ(xk, yk, k) = ξ(x, y)

with an explicit rate function ξ(x, y). In terms of dynamical systems, we can see this rate ξ(x, y)
as a Lyapunov exponent for the dynamics (see e.g. [BS02]); we show that it can be positive in
a range of (x, y). This positivity of the Lyapunov exponent is often associated with chaos. The
previous results are made precise in Proposition 6.1. In the absence of a probabilistic interpre-
tation, we may thus view these results as a way to quantify the influence of initial conditions on
solutions of the dSKP recurrence.

Finally, we give exact solutions for all other equations of the classification of integrable
equations of octahedron type by Adler, Bobenko and Suris [ABS12]. In this reference the authors
classify all equations on octahedra that satisfy some multi-dimensional consistency condition,
up to admissible transformations, and come up with a finite list χ1, . . . , χ5. Equation χ1 is the
standard octahedron, or dKP, equation, whose solution was found by Speyer [Spe07] in terms
of the dimer model; χ2 is the dSKP equation. In Theorem 7.2, we show how explicit solutions
of the χ3, χ4 and χ5 recurrences can be found from our χ2 solution as leading coefficient in
certain expansions. Then, for χ4 and χ5, we also give direct combinatorial descriptions of these
solutions, at least in the case of the height function h(i, j) = [i+ j]2.

Plan of the paper

In Section 2 we set up the definitions and recall Speyer’s solution of the dKP recurrence [Spe07].
In Section 3 we introduce the oriented dimer model, prove its determinantal structure, and state
Theorem 3.4 (Theorem 1.1 of the introduction); we then prove it, extending some of Speyer’s
tools and techniques. In Section 4 we introduce the complementary trees and forests model;
we show how it relates generically to oriented dimers and Kasteleyn matrices, and we prove
Theorem 4.2 (Theorem 1.3 of the introduction). Then in Section 5 we turn to the study of
singularities of the dSKP recurrence, by studying oriented dimers, or trees and forests, on Aztec
diamonds; we prove Theorem 1.4, Theorem 1.6, and Corollary 1.5. Section 6 is concerned with
“limit shapes” phenomena, with a proper statement of the asymptotic behaviour of ρ(i, j, k).
Finally, in Section 7 we extend the combinatorial solution to all consistent equations of the
octahedral family of [ABS12].
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2. The dSKP recurrence & some tools of Speyer

In Section 2.1, we give a precise definition of the dSKP recurrence then, in Section 2.2, we
introduce the method of crosses and wrenches of Speyer [Spe07] and, in order to put one of our
main results (Theorem 3.4) into perspective, we state the result of [Spe07] on the dKP recurrence
in Section 2.3.

2.1. Definition

The dSKP recurrence lives on vertices of the octahedral-tetrahedral lattice L defined as:

L =
{
p = (i, j, k) ∈ Z3 : i+ j + k ∈ 2Z

}
.

Projecting L vertically onto the plane yields the lattice Z2, whose bipartite coloring of the ver-
tices corresponds to even and odd levels of L.
Remark 2.1. A somewhat more symmetric lattice that is in fact isomorphic to L is defined
in [ABS12] as the root lattice:

Q(A3) = {n = (n0, n1, n2, n3) ∈ Z4 | n0 + n1 + n2 + n3 = 0}.

More precisely, an octahedral cell in L is given by six vertices p ± ei, where p ∈ Z3 \ L and
(e1, e2, e3) is the canonical basis ofZ3; inQ(A3) they are n+ei+ej where n0+n1+n2+n3 = −2
and {i, j} runs through the 6 pair sets in {0, 1, 2, 3}. An example of a graph isomorphism
between Q(A3) and L is (n0, n1, n2, n3) 7→ (n0 + n1, n0 + n2, n0 + n3) with inverse given
by (i, j, k) 7→ 1

2
(i+ j + k, i− j − k,−i+ j − k,−i− j + k). These will be useful to translate

some results of [ABS12] into our setting, see Section 7.
In this paper we use L even though its symmetries are less apparent, as we are interested in

iterating an equation on octahedra towards the distinguished e3 direction.
Up to now we have discussed the definition space of the dSKP recurrence, we now turn to

the natural target space: the complex projective line CP1. Consider the equivalence relation ∼
on C2 such that for v, v′ ∈ C2 we have v ∼ v′ if there is a λ ∈ C \ {0} such that v = λv′. Every
point in the projective line is an equivalence class [v] = {v′ : v′ ∼ v} for some v ∈ C2\{(0, 0)},
thus

CP1 = {[v] : v ∈ C2 \ {(0, 0)}} =
(
C2 \ {(0, 0)}

)
/ ∼ .

It is practical to consider an affine chart C of CP1, and the set Ĉ = C∪{∞} which we identify
with CP1. Every point z ∈ C ⊂ Ĉ corresponds to [z, 1] in CP1 and ∞ ∈ Ĉ corresponds
to [1, 0]. In Ĉ one can perform the usual arithmetic operations on C. One can even apply the
naive calculation rules z +∞ = ∞, z/∞ = 0 etc., see [RG11, Section 17].

Definition 2.2. A function x : L → Ĉ satisfies the dSKP recurrence, if

(x−e3 − xe2)(x−e1 − xe3)(x−e2 − xe1)

(xe2 − x−e1)(xe3 − x−e2)(xe1 − x−e3)
= −1. (2.1)
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holds evaluated at every point p of Z3 \ L, where xq(p) := x(q + p) for every q ∈ {±ei}3i=1.
More generally, if A ⊂ L and x : A → Ĉ, we say that x satisfies the dSKP recurrence on A
when (2.1) holds whenever all the points are in A.

Remark 2.3.

1. By direct calculation, one sees that the dSKP recurrence features octahedral symmetry,
i.e., if it holds then it is also satisfied for any permutation of the unit vectors (e1, e2, e3),
and for any reflection ei 7→ −ei.

2. A projective transformation f : CP1 → CP1 is a bijection such that there is a matrix
F ∈ GL(2,C)with f([v]) = [Fv] for all v ∈ C2\{(0, 0)}. Conversely, any matrix F with
detF ̸= 0 defines a projective transformation of CP1. In Ĉ, any projective transformation
acts by f(z) = az+b

cz+d
for some a, b, c, d ∈ C with ad − bc ̸= 0 and some special rules

for ∞, in particular f(∞) = a
c

and f(−d
c
) = ∞. It is a direct calculation to verify that the

dSKP recurrence is invariant under projective transformations of Ĉ, and even by Möbius
transformations, which are projective transformations possibly composed with complex
conjugation z 7→ z̄. This is the first reason why Ĉ is the natural target space for the dSKP
recurrence.

3. The other reason is that if x−e1 , x−e2 , x−e3 , xe1 , xe2 are given such that

xe1 ̸= xe2 , xe2 ̸= x−e1 , x−e1 ̸= x−e2 , x−e2 ̸= xe1 ,

then xe3 is well-defined by the dSKP recurrence, while this is not generally true in C.
In fact, if the condition above is satisfied, then there is a unique projective involution f
of CP1 such that f(xe1) = x−e1 and f(xe2) = x−e2 . A quick calculation shows that
f(xe3) = x−e3 if and only if dSKP is satisfied. However, f(xe3) may be ∞ which is fine
in CP1 but not in C.

Example 2.4. If a, b, c, d ∈ Ĉ, the function x : L → Ĉ given by x(i, j, k) = ia + jb + kc + d
satisfies the dSKP recurrence. The same is true for the function x(i, j, k) = aibjckd.

Following [Spe07, Section 2.1], we now define initial conditions for this recurrence. Let
h : Z2 → Z be a function such that, for all (i, j) ∈ Z2, (i, j, h(i, j)) ∈ L; we say that h is a
height function if the following holds:

1. If (i, j) and (i′, j′) are neighbors in Z2, then |h(i, j)− h(i′, j′)| = 1,

2. lim|i|+|j|→∞ h(i, j) + |i|+ |j| = ∞.

Consider the following subset of Z3 that will play the role of initial data locations for the dSKP
recurrence:

Ih = {(i, j, h(i, j)) | (i, j) ∈ Z2}. (2.2)

The idea is that fixing the values of x at the points of Ih is enough to define x on the upper set
Uh of h, defined as

Uh = {(i, j, k) ∈ L | k > h(i, j)}. (2.3)
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When there is no ambiguity, we will simply denote these by I,U .
For the sequel, we also need the following definition. The closed (resp. open) square cone

of a vertex (i, j, k) ∈ L (roughly speaking a semi-infinite square-pyramid with its tip at (i, j, k),
see Figure 2.1):

C(i,j,k) = {(i′, j′, k′) ∈ L | k′ ⩽ k − |i− i′| − |j − j′|}
C̊(i,j,k) = {(i′, j′, k′) ∈ L | k′ < k − |i− i′| − |j − j′|}.

(2.4)

Note that Condition 2. on the height function is equivalent to the fact that for any p ∈ L, Cp ∩U
is finite [Spe07].

Consider a height function h, and an initial condition a, that is a function a : Z2 → C such
that on I,

x(i, j, h(i, j)) = ai,j.

Our goal is to analyze the solution x to the dSKP recurrence on the set I ∪ U when the initial
condition on I is given by a.

2.2. The method of crosses and wrenches

Let us now turn to the method of crosses and wrenches of Speyer [Spe07, Section 3]. All graphs
considered are simple, connected, planar and embedded, implying that they also have faces; in
order to alleviate the text, these assumptions will not be repeated.

We first need the definition of a graph with open faces. Consider a finite graph G = (V,E).
Denote byF i the set of internal faces. Partition the external boundary into sets of adjacent edges;
this partitions the outer face into a finite number of faces referred to as open faces and denoted
by F o. Set F = F i ∪ F o.

Given a height function h, Speyer defines an infinite graph G, referred to as the (infinite)
crosses-and-wrenches graph, in the following way. Faces of G are indexed by points of I, and
are in bijection with Z2: the face corresponding to (i, j, h(i, j)) is centered at the vertex (i, j)
of Z2. Every unit square of Z2 is bounded by four vertices corresponding to four faces of G; the
way the four faces meet depends on the values of h at the vertices. Since h is a height function,
we are in one of the following cases: either both diagonally opposite heights are equal (and differ
by 1), in which case we put a “cross” (a vertex of degree 4) at the intersection of the four faces; or
two diagonally-opposite faces have the same height h0, and the other two have heights h0−1 and
h0 + 1 respectively, in which case we put a “wrench” (an edge with two endpoints of degree 3)
where those four faces meet, with the “handle” separating the faces of height h0, see Figure 2.1
(center) for an example, and [Spe07] for more details. Note that the graph G is bipartite with
faces of degree 4, 6 or 8.

Then, to every point p of U , one assigns a finite subgraph with open faces of G, denoted
by Gp = (Vp, Ep) and referred to as the crosses-and-wrenches graph corresponding to p, con-
structed as follows. The internal faces F i

p are indexed by elements of I ∩ C̊p, and the edges Ep

and vertices Vp are those of G that belong to at least one of these faces. The open faces F o
p are

indexed by the elements of I that share some (but not all) edge(s) with Ep; note that there are
no edges separating open faces. We have Fp = F i

p ∪ F o
p . The vertices of the external face that
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2
1

4 3 2
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4
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0 1
1 2

2 1
3 2

0 1
-1 0

2 1
1 0

2 3 2 3

2 3
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4 3
3 2

a0,0 a1,0

a0,1 a1,1

a0,2

a−1,0

a−1,1

a−1,2

a2,0

a2,1

a1,2

a0,−1 a1,−1

a0,3

Figure 2.1: Left: for (i, j, k) = (0, 0, 4), the function (i′, j′) 7→ k−|i− i′|− |j− j′| that defines
the closed square cone C(0,0,4). Center: an example of height function h : Z2 → Z, with the
corresponding infinite crosses-and-wrenches graph G. Note that the function on the left and the
height function are not related a priori. The places where (i′, j′, h(i′, j′)) ∈ C̊(0,0,4), i.e., where
the height is strictly smaller than on the left, are colored in gray; this is used to build the finite
crosses-and-wrenches graph G(0,0,4). Right: the graph G(0,0,4), equipped with the corresponding
variables ai,j = x(i, j, h(i, j)). The vertices of ∂V(0,0,4) are shown in blue and joined by a dashed
“boundary”.

separate open faces are called boundary vertices and their set is denoted by ∂Vp ⊂ Vp; see again
Figure 2.1. Whenever no confusion occurs, we will remove the subscript p from the notation.
Each face f of F corresponds to some (i, j, h(i, j)) in I and to some (i, j) in Z2, and we assign
it a weight

af = ai,j = x(i, j, h(i, j)),

corresponding to the initial condition a for the dSKP recurrence. The degree d(f) of the face f
is defined as the number of edges of Gp adjacent to f .

2.3. dKP recurrence

In [Spe07], Speyer solved the case of the dKP or octahedron recurrence 1, and a correspondence
with the dimer model was established. In order to make the context of the present paper more
clear, and to put our forthcoming Theorem 3.4 into perspective, we rephrase these results in our
notation.

Definition 2.5. A function x : L → Ĉ satisfies the dKP or octahedron recurrence if

xe3x−e3 = xe1x−e1 + xe2x−e2 ,

holds evaluated at any p of Z3 \ L.
1In fact Speyer solved a slightly more general version of the octahedron recurrence. In the following, we set the

additional coefficients of Speyer (a, b, c, d) to one, which specializes the generalized recurrence of Speyer to the
standard octahedron recurrence [Hir81]
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The main result of Speyer [Spe07] relies on the following definitions. LetG be a finite graph.
Then, a dimer configuration M of G, or perfect matching, is a subset of edges such that every
vertex of G is incident to exactly one edge of M; we denote by M the set of dimer configurations
of G. When G is a graph with open faces F = F i ∪ F o, equipped with face weights (af )f∈F ,
define the weight of M as

w(M) =
∏
e∈M

1

af(e)af ′(e)
,

where f(e), f ′(e) denote the two faces adjacent to e. The corresponding partition function,
denoted Zdim(G, a), is

Zdim(G, a) =
∑
M∈M

w(M).

Theorem 2.6 ([Spe07]). Let x : L → Ĉ be a function that satisfies the dKP recurrence. Let
h be a height function, and I,U be defined as in Equations (2.2), (2.3). Let a = (ai,j) =
(x(i, j, h(i, j))) be the initial data indexed by points of I. Then for every point p of U ,

x(p) = Cdim(Gp, a) · Zdim(Gp, a),

where
Cdim(Gp, a) =

∏
f=(i,j)∈F i

p

a
d(f)
2

−1

i,j

∏
f=(i,j)∈F o

p

a
⌈ d(f)

2 ⌉
i,j ,

and Gp is the crosses-and-wrenches graph corresponding to p.

3. dSKP: combinatorial solution I - oriented dimers

In Section 3.1, we state Theorem 3.4, our main result on the dSKP recurrence. In Section 3.2,
we introduce the ratio function of oriented dimers in the setting of infinite completions, a tool
that allows to smoothly handle boundary issues. Then, in Section 3.3, we prove invariance of the
ratio function under two types of moves on the underlying graph, namely contraction/expansion
of a degree 2 vertex and spider move. Using all of this we proceed with the proof of Theorem 3.4
in Section 3.4, following an argument of [Spe07].

3.1. Definitions and main dSKP theorem

Consider a finite, bipartite graph G with open faces F = F i ∪ F o, equipped with face
weights (af )f∈F . The set of vertices V is naturally split into black and white, V = B ⊔ W ,
and from now on we assume that |W | = |B|. Denote by E⃗ the set of directed edges of G, i.e.,
given an edge wb of E there corresponds two directed edges (w, b), (b, w) of E⃗; when vertices
are not specified a directed edge is also denoted as e⃗.

A Kasteleyn orientation [Kas61] is a skew-symmetric function φ from E⃗ to {−1, 1} such
that, for every internal face f of F i of degree 2k, we have∏

wb∈∂f

φ(w,b) = (−1)k+1.
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This corresponds to an orientation of edges of the graph: an edge e = wb is oriented from w to b
when φ(w,b) = 1, and from b to w when φ(w,b) = −1. By Kasteleyn [Kas67], such an orientation
exists when G is planar.

An oriented dimer configuration of G is a subset of oriented edges M⃗ such that its undirected
version M is a dimer configuration. Denote by M⃗ the set of oriented dimer configurations of G.
Note that given a dimer configuration M there corresponds 2|M| oriented dimer configurations,
where |M| denotes the number of edges of M.

An oriented edge e⃗ separates two (inner or open) faces, and we denote by f(e⃗) the one that
is on the right relative to the orientation of e⃗. Given a Kasteleyn orientation φ, the weight of an
oriented dimer configuration M⃗ is

w(M⃗) =
∏
e⃗∈M⃗

φe⃗ af(e⃗),

and the corresponding partition function is

Z(G, a, φ) =
∑
M⃗∈M⃗

w(M⃗).

Remark 3.1. By grouping the two possible orientations of an edge, the partition function can be
rewritten as

Z(G, a, φ) =
∑

M∈M(G)

∏
wb∈M

φ(w,b)(af(w,b) − af(b,w)). (3.1)

It is thus the partition function of usual dimers, with edge weights (φ(w,b)(af(w,b)−af(b,w)))wb∈E .
These weights need not be real positive numbers. However, ifφ is allowed to take complex values
of modulus 1, and chosen to be equal to φ(w,b) =

|af(w,b)−af(b,w)|
af(w,b)−af(b,w)

, then the edge weights are real
and positive, equal to |af(w,b) − af(b,w)|. In the case where the variables a are taken to be the
complex positions of circle centers in a circle pattern, or t-embedding [KLRR22, CLR20], thenφ
is gauge equivalent to a Kasteleyn orientation, see [Kup98] and [KLRR22] for more details, and
the forthcoming Proposition 3.2 also holds up to a complex constant of modulus 1.

As we will now see, going back to φ with values in {−1, 1}, the quantity (3.1) depends on φ
only up to a global sign.

Let K = (Kw,b) be the weighted adjacency matrix of G, whose rows are indexed by white
vertices of W , columns by black vertices of B, and whose non-zero entries are given by, for
every edge wb of G,

Kw,b = af(w,b) − af(b,w).

Then we prove the following.

Proposition 3.2. For every finite, bipartite graph G with open faces, weights a = (af )f∈F on
the faces, and Kasteleyn orientation φ, there exists ϵ(φ) ∈ {−1,+1} depending on φ only, such
that

Z(G, a, φ) = ϵ(φ) det(K).



combinatorial theory 3 (2) (2023), #15 15

Proof. Using the alternative expression (3.1) and the Kasteleyn theory [Kas61], see also [TF61,
Per69], we know that, up to a sign depending onφ only, the partition functionZ(G, a, φ) is equal
to the determinant of the Kasteleyn matrix corresponding to φ, which is the weighted adjacency
matrix whose non-zero coefficients are given by, for every edge wb,

φ(w,b) · φ(w,b)(af(w,b) − af(b,w)) = af(w,b) − af(b,w),

i.e., it is equal to the determinant of the matrix K.

Definition 3.3. Consider a finite, bipartite graph G with open faces, together with face weights
a = (af )f∈F in Ĉ, and a Kasteleyn orientation φ. When it is well-defined in Ĉ, we denote the
ratio function of oriented dimers as

Y (G, a) = C(G, a)
Z(G, a−1, φ)

Z(G, a, φ)
, (3.2)

where a−1 =
(
a−1
f

)
f∈F and

C(G, a) = i|V |
∏
f∈F i

a
d(f)
2

−1

f

∏
f∈F o

a
⌈ d(f)

2 ⌉
f .

By Proposition 3.2, the ratio in Equation (3.2) does not depend on φ, hence the same goes
for Y (G, a). The normalization C(G, a), as we will see in the next paragraph, is such that
Y (G, a) is invariant under several local modifications of the weighted graph (G, a).

We can now precisely state the main result of this section, which is the pendent of Speyer’s
Theorem 2.6 in the case of the dSKP recurrence. Note that it involves a ratio of partition functions
rather than only a partition function as in [Spe07].

Theorem 3.4. Let x : L → Ĉ be a function that satisfies the dSKP recurrence. Let h be a height
function, and I,U be defined as in Equations (2.2), (2.3). Let (ai,j) = (x(i, j, h(i, j))) be the
initial data indexed by points of I. Then for every point p of U ,

x(p) = Y (Gp, a),

where Gp is the crosses-and-wrenches graph corresponding to p.

Before proving Theorem 3.4, let us illustrate this theorem with an example.

Example 3.5 (Aztec diamond). Consider the height function h : Z2 → {0, 1}, given by h(i, j) =
[i + j]2. Let x : L → Ĉ be a function that satisfies the dSKP recurrence. The initial data are
again (ai,j) = (x(i, j, h(i, j))). For p = (i, j, k+1) ∈ L, let us explicitly describe x(p) in terms
of the initial data.

In the cross and wrenches construction, this height function h only produces crosses. The
crosses-and-wrenches graph Gp is commonly known as the Aztec diamond of size k, where the
size is the number of squares per “side” of the Aztec diamond, and the central face is at (i, j);
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in this case, the graph Gp is commonly denoted by Ak; see Figure 3.1. Using Theorem 3.4 and
computing the prefactor in Equation (3.2), we get that for k ⩾ 1, the value of x(p) is

x(p) = Y (Ak, a) =

( ∏
f∈Fp

af

)
Z(Ak, a

−1, φ)

Z(Ak, a, φ)
, (3.3)

where the product is over all faces of Ak, internal or open, and the values of a are displayed in
Figure 3.1.

0 1 0 1 00 1 0 1

0 1 0 10 1 0 11

0 1 0 1 00 1 0 1

0 1 0 10 1 0 11

0 1 0 1 00 1 0 1

0 1 0 10 1 0 11

0 1 0 1 00 1 0 1

0 1 0 10 1 0 11

0 1 0 1 00 1 0 1

4 3 2 1 00 1 2 3

2 1 0 -10 1 2 3-1

2 1 0 -1 -2-2 -1 0 1

0 -1 -2 -3-2 -1 0 1-3

0 -1 -2 -3 -4-4 -3 -2 -1

2 1 0 -10 1 2 3-1

0 -1 -2 -3 -4-4 -3 -2 -1

0 -1 -2 -3-2 -1 0 1-3

2 1 0 -1 -2-2 -1 0 1

a0,0a−1,0 a3,0

a0,1

a0,−1

. . .. . .

. . .

. . .

a1,0a−3,0

a0,−3

a0,3

a−2,1

a−2,−1

a1,2

a2,1

a2,−1

a1,−2a−1,−1

a−1,2

Figure 3.1: Left: the cross and wrenches graphs in Example 3.5, for k = 3, p = (0, 0, 4).
The height function h is shown in black, and the function defining Cp is shown in red, giving
the finite graph with open faces Gp (gray); in this case, it is an Aztec diamond of size k = 3
centered at face (i, j) = (0, 0), denoted by Ak. Right: the same graph with open faces with its
face weights a; every gray dot represents a face (inner or open) and is equipped with a weight.

Remark 3.6. Note that oriented dimer configurations and monomials of Z(Ak, a, φ) in the a
variables in the denominator of Equation (3.3) are not in one-to-one correspondence. The same
of course also holds true for the numerator of (3.3). For instance, for k = 1 there are 8 ori-
ented dimer configurations but 6 monomials; for k = 2 there are 512 configurations but 220
monomials; for k = 3 there are 262144 configurations but 49224 monomials. Unfortunately the
sequence of number of monomials is not in OEIS.

What happens is that several oriented dimer configurations cancel each other. An example is
when a square face is surrounded by two clockwise dimers. Changing these dimers by the other
two edges, oriented clockwise, has the effect of negating the weight. As a result, the variables a
can only appear with exponent 1 in the monomials.

Finding a model that gives such a one-to-one correspondence is one of the goals of Section 4,
and the final statement for the Aztec diamond is given in Corollary 5.1.
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Figure 3.2: The function hp and the corresponding infinite graph Gp, using the same example as
Figure 2.1. The subgraph Gp is colored in gray. An acceptable dimer configuration is shown in
red.

The proof of Theorem 3.4 is the subject of the next three sections. The method follows that of
Speyer [Spe07]. The first part, Section 3.2, relates dimers on Gp to dimers on an infinite graph,
with some asymptotic conditions; this trick is useful to get rid of issues at the boundary. The
second part, Section 3.3, consists in proving that Y (G, a) is invariant under natural modifications
of the underlying graph and weight function. The third part, Section 3.3, relies on the first
two and is an induction argument on the height functions. Note that the main contributions of
Theorem 3.4 are the identification of the function Y (Gp, a) satisfying the invariance relations
and handling ratios of partition functions in the proof.

3.2. Infinite completions

We follow [Spe07, Section 4.1] for the following definition. Consider a height function h, a
point p = (i, j, k) ∈ Uh, and introduce the function

hp(i
′, j′) = min (h(i′, j′), k − |i− i′| − |j − j′|) . (3.4)

Note that the minimum is between h and the function defining Cp. Then hp is not a height
function, as it does not satisfy Condition 2. but, since it still satisfies Condition 1., we may
produce an infinite graph Gp from hp using the method of crosses and wrenches2. Then Gp is
also a subgraph of Gp, consisting of hexagons at face distance 1 from Gp, see Figure 3.2.

A perfect matching M on Gp is said to be acceptable if there exists a finite subgraph outside
of which M contains only the middle edge of every wrench. We denote by M∞

(
Gp

)
the set of ac-

ceptable perfect matchings of Gp. By [Spe07, Proposition 6], acceptable perfect matchings on Gp

are in bijection with perfect matchings of Gp, and can in fact always be obtained by extending a
perfect matching of Gp to Gp using all wrenches of Gp \Gp; see also Figure 3.2.

2In Speyer’s paper, the notation G̃ is used for the graph that we call Gp here.
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The introduction of ratios of partition functions on the infinite graph Gp requires a bit more
care than in [Spe07], as we would like to develop and factor infinite products of face weights in
two partition functions, and then simplify them; these last steps were not required in [Spe07].
We proceed in the following way: fix an acceptable perfect matching M0 ∈ M∞

(
Gp

)
, then for

any M ∈ M∞
(
Gp

)
, M0 and M differ only at a finite number of edges, hence the following ratio

of weights is well-defined:

w∞(M)

w∞(M0)
=

∏
wb∈M\M0

φ(w,b)

(
af(w,b) − af(b,w)

)∏
wb∈M0\M φ(w,b)

(
af(w,b) − af(b,w)

) . (3.5)

We define the partition function relative to M0 as

Z∞ (Gp, a, φ,M0) =
∑

M∈M∞(Gp)

w∞(M)

w∞(M0)
. (3.6)

Let Fp be the set of faces of Gp. For any f ∈ Fp, let dM0(f) be the number of dimers in M0

adjacent to f . Note that all but a finite number of faces f ∈ Fp have degree 6 and are such
that dM0(f) = 2. This implies that the prefactor in the following expression is well-defined:

Y∞ (Gp, a) =

∏
f∈Fp

a
d(f)
2

−1−dM0
(f)

f

 Z∞ (Gp, a
−1, φ,M0)

Z∞ (Gp, a, φ,M0)
. (3.7)

As suggested by the notation, Y∞ (Gp, a) does not depend on M0 nor on φ; this will be a conse-
quence of the forthcoming Proposition 3.7.

The main point of this construction is that, since Gp has no outer face, the quantity Y∞ treats
internal and outer faces in the same way. Together with the next proposition, which states that
using Gp we recover the usual ratio of partition functions on Gp, this allows us to avoid tedious
case handling at the boundary.

Proposition 3.7. Let h be a height function, let p ∈ Uh, let hp be defined by (3.4), and let Gp be
the crosses-and-wrenches graph corresponding to hp. Then

Y∞ (Gp, a) = Y (Gp, a).

Proof. Recall that Ep are the edges of the finite subgraph Gp. Again by [Spe07, Proposition 6],

Z∞ (Gp, a, φ,M0) =
Z(Gp, a, φ)∏

wb∈M0∩Ep
φ(w,b)

(
af(w,b) − af(b,w)

) .
Doing the same for face weights a−1 and taking the ratio, we get

Z∞ (Gp, a
−1, φ,M0)

Z∞ (Gp, a, φ,M0)
=

( ∏
wb∈M0∩Ep

af(w,b) − af(b,w)

a−1
f(w,b) − a−1

f(b,w)

)
Z(Gp, a, φ)

Z(Gp, a−1, φ)
,

=(−1)|M0∩Ep|
( ∏

wb∈M0∩Ep

af(w,b)af(b,w)

)
Z(Gp, a, φ)

Z(Gp, a−1, φ)
.

(3.8)
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Therefore,

Y∞ (Gp, a) = (−1)|M0∩Ep|
( ∏

f∈Fp

a
d(f)
2

−1−dM0
(f)

f

)( ∏
wb∈M0∩Ep

af(w,b)af(b,w)

)
Z(Gp, a, φ)

Z(Gp, a−1, φ)
.

We claim that

(−1)|M0∩Ep|
( ∏

f∈Fp

a
d(f)
2

−1−dM0
(f)

f

)( ∏
wb∈M0∩Ep

af(w,b)af(b,w)

)
= i|Vp|

∏
f∈F i

p

a
d(f)
2

−1

f

∏
f∈F o

p

a
⌈ d(f)

2
⌉

f ,

(3.9)
which implies that Y∞ (Gp, a) = Y (Gp, a). First, M0 reduces to a perfect matching of Gp,
so |M0 ∩ Ep| = |Vp|

2
, proving that the complex prefactors are the same. Then, let f ∈ Fp.

If f /∈ Fp, as argued previously, af has exponent 0 in the left-hand side of (3.9), in accordance
with the right-hand side. If f ∈ F i

p, then the second product on the left-hand side of (3.9)

produces a factor adM0
(f)

f , simplifying with the first product to give a
d(f)
2

−1

f as on the right-hand
side. Finally, if f ∈ F o

p , then by the same argument, the left-hand side gives an exponent
d(f)
2

− 1− dM0\Ep(f), which exactly corresponds to the normalization obtained for acceptable
dimers in [Spe07, Section 4.1] (we recall that in Speyer’s case, the weight of an edge wb is
a−1
f(w,b) ·a

−1
f(b,w), so the dimers inM outside ofGp contribute with a factor a

−dM\Ep (f)

f ). By Speyer’s

computation, this is equal to the normalization in Cdim(Gp, a) for this face, which is also
⌈
d(f)
2

⌉
.

3.3. Invariance of ratio function of oriented dimers

In this section, G is a finite bipartite graph with open faces F = F i ∪ F o, equipped with face
weights a = (af )f∈F . We will often identify the names of faces with the weights attached to it.

3.3.1 Contraction/Expansion of a vertex of degree 2

In the graph G, consider a vertex v adjacent to at least two distinct inner faces with respective
weights a1, a2. A new graph G′ can be obtained by replacing v with two vertices v1, v2 joined
by a vertex u of degree 2, such that the two new edges separate a1 from a2; see Figure 3.3.

This produces G′ which is also bipartite, and naturally equipped with face weights still de-
noted by a. The graphs G and G′ are said to be related by the contraction/expansion of a vertex
of degree 2.

Proposition 3.8. Let G, G′ be two graphs as above related by the contraction/expansion of a
vertex of degree 2. Then

Y (G, a) = Y (G′, a).

Proof. Suppose that the vertex v is black, the case where v is white being similar. Let φ be
a Kasteleyn orientation on G. We can get a Kasteleyn orientation of G′, also denoted φ, by
setting φ(u,v1) = 1, φ(u,v2) = −1, see Figure 3.3. As Y (G′, a) does not depend on the Kasteleyn
orientation, we can use φ in the proof.
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a1 a2 a1 a2

G G′

v
v1

v2

u

Figure 3.3: Local operation of contracting/expanding a vertex of degree 2, with an example
Kasteleyn orientation on the expanded side.

We claim that Z(G′, a, φ) = (a2 − a1)Z(G, a, φ). Indeed, using Expression (3.1) for the
partition function, in a perfect matching ofG′, u has to be matched either to v1 or to v2. In the first
case, this gives a contribution (a2−a1) that factors in the corresponding sub-sum of Z(G′, a, φ),
and in the second case, it gives a contribution −1(a1 − a2) = a2 − a1 to the second sub-sum.
As the sum of these two sub-sums is Z(G, a, φ), we get the claim.

Therefore, Z(G′, a−1, φ) =
(
a−1
2 − a−1

1

)
Z(G, a−1, φ), from which we get

−a1a2
Z(G′, a−1, φ)

Z(G′, a, φ)
=

Z(G, a−1, φ)

Z(G, a, φ)
.

Accounting for the discrepancy of degree of faces a1, a2 between G and G′, it is straightforward
to check that Y (G, a) = Y (G′, a). Note that this is where we use the hypothesis that faces a1, a2
are inner faces.

3.3.2 Spider move

We state the central invariance result, which is the application of a spider move, also known as a
square move, or urban renewal [Pro03, Ciu03]. Suppose that G contains a face of degree four,
with vertices {v1, v2, v3, v4} in counterclockwise cyclic order, surrounded by four distinct (inner
or open) faces; the vertices vi may belong to ∂V or not. Then we replace this square with a
smaller one surrounded by four edges, as in Figure 3.4, and obtain a graph denoted by G′.

Suppose that G has face weights a; denote by a0,0 the weight of the center face, and by
a−1,0, a0,−1, a1,0, a0,1 the weights at the four boundary faces. Then, we set G′ to have a weight
function a′ equal to a everywhere except at the center face where it is equal to a′0,0.

Definition 3.9. Under the above assumptions, the weight functions a and a′ are said to satisfy
the dSKP relation if :

(a0,0 − a0,1)(a−1,0 − a′0,0)(a0,−1 − a1,0)

(a0,1 − a−1,0)(a′0,0 − a0,−1)(a1,0 − a0,0)
= −1. (3.10)

Remark 3.10. Note that by setting xi,j,0 = ai,j whenever i or j is equal to ±1, and x−e3 =
x0,0,−1 = a0,0, xe3 = x0,0,1 = a′0,0, we recover the dSKP recurrence of Definition 2.2 evaluated
at the point p = (0, 0, 0).
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a0,−1

−α

−γ

−β −δa0,0a−1,0 a1,0

a0,1

a0,−1

G G′

v2 v1

v3 v4

v2 v1

v3 v4

α

γ

β δ a′0,0a−1,0 a1,0

a0,1

Figure 3.4: The “spider move” transformation; the Greek letters represent the Kasteleyn orien-
tation, and non-indexed edges on the right-hand side are given orientation 1, i.e., from white to
black.

Proposition 3.11. Let G,G′ be two graphs as above related by a spider move, and suppose that
the respective weight functions a and a′ (as in Figure 3.4) satisfy the dSKP relation (3.10). Then

Y (G, a) = Y (G′, a′).

Proof. Fix a Kasteleyn orientationφ onG. We get a Kasteleyn orientation onG′ as in Figure 3.4,
by multiplying φ by −1 on the square and setting it to 1 on the four newly created edges; we
denote it by φ′.

Consider a perfect matching onG orG′. In both cases, among {v1, v2, v3, v4}, those matched
inside the center region are either all of them, none of them, or some {vi, vi+1} (taken cyclically);
see Figure 3.5. We partition Z(G, a, φ) and Z(G′, a′, φ′), each into six sub-sums, depending on
these six cases. We show that, for each case, the sub-sum of Z(G, a, φ) is proportional to that
of Z(G′, a′, φ′), with a common factor

λ = αγ
a0,1a0,−1 − a1,0a−1,0 − a0,0a0,1 + a0,0a−1,0 − a0,0a0,−1 + a0,0a1,0

(a0,1 − a1,0)(a0,1 − a−1,0)(a0,−1 − a−1,0)(a0,−1 − a1,0)
.

Consider the first case (all of the vi are matched internally). In the sub-sum of Z(G, a, φ),
taking into account the possible orientations of each dimer, we can factor in

α(a0,1 − a0,0)γ(a0,−1 − a0,0) + β(a0,0 − a−1,0)δ(a0,0 − a1,0). (3.11)

In that of Z(G′, a′, φ′), we can factor in

(a0,1 − a1,0)(a0,1 − a−1,0)(a0,−1 − a−1,0)(a0,−1 − a1,0). (3.12)

After this factorization, what is left of both sub-sums is equal. We claim that the term (3.11)
is equal to λ times the term (3.12), which implies that the two sub-sums indeed differ by a
multiplicative factor λ. This relation can be checked by a direct computation, using the fact
that αβγδ = −1.
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Figure 3.5: Corresponding matchings between G and G′. Three extra symmetries of the last row
have to be considered.

The same can be done in the other five cases, with the same constant λ appearing; we omit
computations here: they only use Equation (3.10) and polynomial manipulations. By summing
all cases, this implies

Z(G, a, φ)

Z(G′, a′, φ′)
= αγ

a0,1a0,−1 − a1,0a−1,0 − a0,0a0,1 + a0,0a−1,0 − a0,0a0,−1 + a0,0a1,0
(a0,1 − a1,0)(a0,1 − a−1,0)(a0,−1 − a−1,0)(a0,−1 − a1,0)

.

Therefore,

Z(G, a−1, φ)

Z(G′, a′−1, φ′)
= αγ

a−1
0,1a

−1
0,−1 − a−1

1,0a
−1
−1,0 − a−1

0,0a
−1
0,1 + a−1

0,0a
−1
−1,0 − a−1

0,0a
−1
0,−1 + a−1

0,0a
−1
1,0

(a−1
0,1 − a−1

1,0)(a
−1
0,1 − a−1

−1,0)(a
−1
0,−1 − a−1

−1,0)(a
−1
0,−1 − a−1

1,0)
.

By taking the ratio of the last two equations, and after some computations that again use Equa-
tion (3.10), we get

Z(G, a−1, φ)

Z(G, a, φ)
=

a0,1a−1,0a0,−1a1,0a0,0
a′0,0

Z(G′, a′−1, φ′)

Z(G′, a′, φ′)
.

Accounting for the degree of each face in the prefactors C(G, a) and C(G′, a′), this directly
gives Y (G, a) = Y (G′, a′).

We now extend the two previous invariance results to the setting of infinite graphs. Recall the
infinite graph Gp of Section 3.2 and its weight function a. A series of contractions/expansions
of vertices of degree 2, and spider moves, can also be defined on Gp, giving a new graph G ′

p,
and the dSKP relation (3.10) allows one to define its weight function a′. One can still use
(3.5), (3.6), (3.7) to define quantities Z∞(G ′

p, a
′) and Y∞(G ′

p, a
′) on this new weighted graph.

We claim that the invariance also holds in this infinite setting:

Corollary 3.12. Let G ′
p be obtained from Gp by a finite number of contractions/expansions of

vertices of degree 2, and of spider moves with the weight functions a′, a satisfying the dSKP
relation (3.10). Then

Y∞(G ′
p, a

′) = Y∞(Gp, a). (3.13)
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Proof. We first suppose that G ′
p is obtained from Gp by expanding a vertex v of degree 2, with

the same notation as Figure 3.3. We fix acceptable perfect matchings M0 (resp. M′
0) on Gp

(resp. G ′
p); note that they may differ only at a finite number of edges. Then the same argument

as in Proposition 3.8 give

Z∞(G ′
p, a, φ,M

′
0) = (a2 − a1)

w∞(M0)

w∞(M′
0)
Z∞(Gp, a, φ,M0).

Doing the same for a−1 and taking the ratio, we get after computations analogous to (3.8)

−a1a2

( ∏
wb∈M0\M′

0
(−af(w,b)af(b,w))∏

wb∈M′
0\M0

(−af(w,b)af(b,w))

)
Z∞(G ′

p, a
−1, φ,M′

0)

Z∞(G ′
p, a, φ,M

′
0)

=
Z∞(Gp, a

−1, φ,M0)

Z∞(Gp, a, φ,M0)
.

After putting in the prefactors, we get that Y∞(Gp, a) = Y∞(G ′
p, a) is equivalent to

−a1a2

( ∏
wb∈M0\M′

0
(−af(w,b)af(b,w))∏

wb∈M′
0\M0

(−af(w,b)af(b,w))

)( ∏
f∈Fp

a
1
2
(dGp (f)−dG′

p
(f))−dM0

(f)+dM′
0
(f)

f

)
= 1.

To check this last equation, first note that |M′
0| = |M0| + 1, which implies that [|M′

0 \M0|]2 ̸=
[|M0 \M′

0|]2, and this implies that the factors −1 cancel out. Then, the only faces that have a

different degree in Gp,G ′
p are a1 and a2, and for these the factor a1a2 cancels a

1
2
(dGp (f)−dG′

p
(f))

f .

Finally, the ratio of products is equal to
∏

f∈Fp
a
dM0

(f)−dM′
0
(f)

f , canceling out with the remaining
part of the product over Fp.

Now suppose that Gp and G ′
p are related by a spider move, with the respective weight func-

tions a, a′ satisfying the dSKP equation, with the notation of Figure 3.4. Similarly, the same
argument as Proposition 3.11 give

Z∞(Gp, a
−1, φ,M0)

Z∞(Gp, a, φ,M0)
=

a0,1a−1,0a0,−1a1,0a0,0
a′0,0

·
( ∏

wb∈M0\M′
0
(−af(w,b)af(b,w))∏

wb∈M′
0\M0

(−a′f(w,b)a
′
f(b,w))

)
Z∞(G ′

p, a
′−1, φ′,M′

0)

Z∞(G ′
p, a

′, φ′,M′
0)

.

Then one concludes exactly as in the previous case: the contributions of M0,M
′
0 cancel out with

the prefactor.
Successive applications of the previous two operations show that Equation (3.13) holds.

3.4. Proof of Theorem 3.4

With the propositions of Sections 3.2 and 3.3 proved, the argument now follows Speyer’s Proof I
of the Main Theorem [Spe07]. Consider a point p = (i0, j0, k0) of L and the closed square
cone Cp defined in Equation (2.4). Given a height function h recall the definition of Uh, the upper
set corresponding to h, defined in Equation (2.3). The proof is by induction on #(Uh ∩ Cp),
where h is a height function such that p ∈ Uh.
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a′i0,j0ai0−1,j0 ai0+1,j0

ai0,j0+1

ai0,j0−1

ai0,j0ai0−1,j0 ai0+1,j0

ai0,j0+1

ai0,j0−1

Figure 3.6: Left: the graph Gp when #(Uh ∩ Cp) = 1; the finite graph with open faces Gp

is shown in gray. Right: the graph G ′
p obtained after a spider move at (i0, j0), and its unique

acceptable perfect matching.

• If #(Uh ∩ Cp) = 1 (its minimal value given that p ∈ Uh), then Uh∩Cp = {p}. This implies
that h(i0, j0) = k0−2, and h(i0−1, j0) = h(i0+1, j0) = h(i0, j0−1) = h(i0, j0+1) = k0−1;
the values of h at other points of Z2 do not affect the intersection Uh ∩ Cp. Denote by a the
associated initial condition. Let us now return to the construction of the crosses-and-wrenches
graph Gp, see Section 2.2: the internal faces of Gp are indexed by points of C̊p∩I, that is by the
unique vertex (i0, j0, k0−2) and has weight ai0,j0; the open faces are indexed by points of Cp∩I,
that is by the four vertices (i0 − 1, j0, k0 − 1), . . . , (i0, j0 + 1, k0 − 1), and have face weights
ai0−1,j0 , . . . , ai0,j0+1. Then, using Proposition 3.7, we know that

Y (Gp, a) = Y∞(Gp, a).

where Gp is the infinite graph shown in Figure 3.6 (left). We then apply a spider move at the face
ai0,j0 in Gp. This yields the graph G ′

p with weight function a′ equal to a except at the center vertex
where a′i0,j0 is chosen so as to satisfy the dSKP relation (3.10) translated from (0, 0) to (i0, j0).
By Corollary 3.12, we get

Y (Gp, a) = Y∞(G ′
p, a

′).

OnG ′
p there is only one acceptable perfect matching consisting of the four small edges; an explicit

computation yields:
Y∞(G ′

p, a
′) = a′i0,j0 .

The proof is concluded by using Remark 3.10 to note that a′i0,j0 is also equal to x(i0, j0, k0) the
solution at p of the dSKP recurrence with initial condition a.

• If #(Uh ∩ Cp) > 1, then as argued in [Spe07, Section 5.3] there exists (i, j) such that
(i, j, h(i, j)) ∈ Cp and h(i − 1, j) = h(i + 1, j) = h(i, j − 1) = h(i, j + 1) = h(i, j) + 1. In
other words, (i, j) is a “local minimum”, and we can define a height function h′ that is equal to h
everywhere except at (i, j), where h′(i, j) = h(i, j)+2. Then#(Uh′∩Cp) = #(Uh∩Cp)−1, and
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h′

2

Figure 3.7: Example local minimum of h. A spider move and three contractions are applied to
get to the cross-wrenches graph of h′.

p ∈ Uh′ (otherwise we would have #(Uh ∩ Cp) = 1). Denote by G′
p the crosses-and-wrenches

graph corresponding to h′, and by a′ the initial condition equal to a everywhere except at the
point (i, j) where it is equal to the solution x(i, j, h(i, j) + 2) at (i, j, h(i, j) + 2) of the dSKP
recurrence with initial condition a. By induction we have

Y (G′
p, a

′) = x(p),

where x(p) is the solution at p of the dSKP recurrence with initial condition a′ which, by our
choice of initial condition a′, is equal to the solution at p of the dSKP recurrence with initial
condition a. The proof is thus concluded if we can prove that Y (Gp, a) = Y (G′

p, a
′), which

by Proposition 3.7 is equivalent to Y∞(Gp, a) = Y∞(G ′
p, a

′) where G ′
p is the infinite completion

corresponding to h′.
To see why this last equation holds, note that the effect of going from h to h′ on the cross-

wrenches graphs is exactly to perform a spider move at the face (i, j), followed by contractions
of vertices of degree 2 around the newly created square; see Figure 3.7 for an example. By
Remark 3.10, when performing a spider move, the corresponding weight functions a and a′

satisfy the dSKP equation (3.10) translated from (0, 0) to (i, j). Thus, by Corollary 3.12, we
conclude that indeed Y∞(Gp, a) = Y∞(G ′

p, a
′).

4. dSKP: combinatorial solution II - trees and forests

Let us recall, see also Remark 3.6, that in the case of the Aztec diamond of size k, oriented dimer
configurations that occur in the expansion of Z(Ak, a, φ) are not in one-to-one correspondence
with the monomials in a. Several oriented dimer configurations cancel.

The goal of this section is to give a combinatorial interpretation of the oriented dimer parti-
tion function Z(Ak, a, φ), i.e., we introduce combinatorial objects, called complementary trees
and forests, that are in bijection with monomials in the expansion of Z(Ak, a, φ). Actually, the
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setting where this result can be obtained is more general that that of the Aztec diamond. In Sec-
tion 4.1 below, we define this setting and state our main result; it is then proved in Section 4.2; in
Section 5, we deduce the Aztec diamond applications, and use them to prove Devron properties.

4.1. Complementary trees and forests

Consider a simple quadrangulation G̃ of the sphere. Since G̃ has faces of degree four (even), it
is bipartite and its vertices can be colored in white and black. The set of faces is written as F ,
and the notation f is used for a face of F as well as for the corresponding dual vertex. Assume
that faces are equipped with weights (af )f∈F . For the sequel, let us emphasize the following
easy fact: every directed edge (w, b) has a unique face on the left and on the right.

Further suppose that the quadrangulation G̃ has two marked adjacent vertices wr, br, and
denote its vertex set by (W ∪ {wr}) ⊔ (B̃ ∪ {br}). Without loss of generality, assume that
|W | ⩽ |B̃|, otherwise exchange the black and white colors, see Figure 4.1 (left).

Let G•, resp. G◦, be the graph consisting of the diagonals of the quadrangles of G̃ joining
black, resp. white, vertices. Note that G• and G◦ are dual graphs. We consider G• and G◦ as
embedded in the plane in such a way that wr corresponds to the outer face of G• and br is a
vertex on the boundary of the outer face of G◦; the vertex wr is represented in a spreadout way,
see Figure 4.1 (center).

Consider a subset B ⊂ B̃ of black vertices, and let G be the graph obtained from G̃ by
removing the black vertices (B̃ ∪ {br}) \ B, the white vertex wr and their incident edges; the
vertex set of G is W ⊔B, see Figure 4.1 (right).

br

wr

br

wr

br

wr

Figure 4.1: Left: the quadrangulation G̃ with marked vertices wr, br (wr is represented in a
spreadout way by a dotted line) and the corresponding faces (pictured with diamonds). Center:
the graph G• and its dual graph G◦. Right: a subset of black vertices B ⊂ B̃ (pictured as green
bullets) and the associated graph G (full edges), dotted edges are those of G̃ that have been
removed.

The graph G plays the role of the graph with open faces of Section 2.2. Let us recall the
definition of the matrix K = (Kw,b): it is the weighted adjacency matrix of G, whose rows are
indexed by vertices of W , columns by those of B, and whose non zero coefficients correspond
to edges of G. Observing that edges of G are also edges of G̃, non-zero entries are given by, for
every edge wb of G,

Kw,b = af(w,b) − af(b,w), (4.1)

where f(w, b), resp. f(b, w) denotes the face on the right of (w, b), resp. (b, w) in G̃.
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br

wr

Figure 4.2: A pair (T,F) of complementary tree (blue) /forest (red) of G rooted at br, (B̃ ∪
{br}) \B; the set B consists of the full green bullets. Roots are pictured with a loop.

For the remainder of this section, suppose that |B| = |W | to ensure that the matrix K
is square. Our main result is a combinatorial interpretation of detK establishing a bijection
between combinatorial objects and monomials of detK in the a variables. In order to state it,
we need the following definitions.

Given a subset of vertices {b1, . . . , bℓ} ofG•, referred to as root vertices or root set, a directed
spanning forest rooted at {b1, . . . , bℓ} is a collection of ℓ connected components, all of which
are subsets of directed edges, such that the i-th component: contains the vertex bi, is a tree, i.e.,
has no cycle, and has edges oriented towards the root vertex bi; moreover, the union of the ℓ
components covers all vertices of G•. Note that the i-th component is allowed to be reduced to
the point bi. If the root set is reduced to a single vertex {b1}, we speak of a directed spanning
tree rooted at the vertex b1. From now on, we will omit the term “directed” in the definitions.
We will also use the fact that a spanning forest of G• rooted on ℓ vertices has |B̃|+1− ℓ edges.

Let F be the set of pairs (T,F) of edge configurations of G• such that:

• T is a spanning tree ofG• rooted at br, F is a spanning forest ofG• rooted at (B̃∪{br})\B,

• the edge intersection of T and F is empty,

We refer to F as the set of complementary tree/forest configurations of G• (rooted at br,
(B̃ ∪ {br}) \B), omitting the bracketed part whenever no confusion occurs, see Figure 4.2 for
an example.
Remark 4.1. All edges of the graph G• are covered by the superimposition T ∪ F of both con-
figurations. Indeed, since T,F are disjoint, we have

|T ∪ F| = |T|+ |F| = (|B̃|+ 1)− 1 + (|B̃|+ 1)− (|B̃|+ 1− |B|) = |B̃|+ |W |,

where in the last equality we used that |B| = |W |. Now by Euler’s formula we know that this is
equal to the number of edges of G• (or G◦).

Note that every (directed) edge e⃗ of G• crosses a unique face f of F , which we denote
by fe⃗. We are now ready to state the main result of this section, see Equation (4.3) for a precise
definition of sign(T,F), a function taking values in {−1, 1}.
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Theorem 4.2. For any Kasteleyn orientation φ, the oriented dimer partition function is the
following sum:

Z(G, a, φ) = ±
∑

(T,F)∈F

sign(T,F)
∏
e⃗∈F

afe⃗ .

Moreover, there is a bijection between terms in the sum on the right-hand-side and monomials
of Z(G, a, φ) in the variables a.

The proof of this theorem is a consequence of intermediate results that are interesting in their
own respect. This is the subject of the next section.

4.2. Proof of Theorem 4.2

Recall that by Proposition 3.2, up to a sign, the oriented dimer partition function Z(G, a, φ) is
equal to det(K), where φ is any choice of Kasteleyn orientation.

Theorem 4.2 is a consequence of Proposition 4.3 proving a matrix relation, its immediate
Corollary 4.4 and a combinatorial argument. As prerequisites, we need the generalized form of
Temperley’s bijection [Tem74] due to Kenyon, Propp and Wilson; [KPW00], and a few notation
used in the statement of Proposition 4.3.

Extended Temperley’s bijection [KPW00]. Given a spanning tree ofG• rooted at br, the dual
edge configuration, consisting of the dual edges of the edges absent in the tree is a spanning tree
ofG◦; let us orient it towards the root vertexwr. This pair is referred to as a pair of dual spanning
trees of G•, G◦ (rooted at br, wr). Note the difference between complementary trees/forests that
live on the same graph G•, and pairs of dual spanning trees that live on G•, G◦. Note also that,
given a spanning tree of G•, its complementary configuration might not be a spanning forest,
whereas its dual configuration will always be a tree.

The double graph, denoted by GD is the graph consisting of the diagonals of the quadrangles
of G̃ with additional vertices at the crossings of the diagonals, see Figure 4.3 (left: full and
dotted edges). Vertices of GD are of three types: black vertices B ∪ {br} of G•, white vertices
W ∪{wr} of G◦ and additional vertices corresponding to faces of G̃ labeled as F . The graph GD

is bipartite with vertices split as (W ∪B̃∪{wr, br})⊔F . Let GD
r be the graph obtained from GD

by removing the vertices wr, br and their incident edges, see Figure 4.3 (left: full edges).
Recall that by Euler’s formula, we have |W | + |B̃| = |F |. By [KPW00] perfect matchings

of GD
r are in bijection with pairs of dual spanning trees of G•, G◦ rooted at br, wr. Given a

perfect matching of GD
r , the pair of dual spanning trees is obtained by adding the half-edge in

the prolongation of each dimer edge, thus giving an edge of G• or G◦, and orienting it in the
direction of the prolongation. This procedure is naturally reversible, see Figure 4.3. We refer to
these constructions as the Temperley and reverse Temperley tricks.

Definition of the matrix M . Fix a pair of reference dual spanning trees rooted at br, wr, and
the corresponding perfect matching of GD

r . Let M be the matrix whose rows are indexed by B̃,
columns by F , whose non-zero coefficients are equal to 1 and correspond to the restriction of
the dimer configuration to vertices of B̃, see Figure 4.3 (left).



combinatorial theory 3 (2) (2023), #15 29

br

wr

br

wr

Figure 4.3: Temperley’s bijection [KPW00]. Left: a perfect matching of GD
r ; its restriction to

the light magenta edges corresponds to the non-zero coefficients of the matrix M . Right: the
corresponding pair of dual spanning trees of G•, G◦ rooted at br, wr.
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Figure 4.4: Weights of the matrix C(a) (left), C(1) (right).

Definition of the matrix C(a). Recall that B is a subset of vertices of B̃. For the moment,
we do not assume that |B| = |W |. Let C(a) be the weighted adjacency matrix of GD, with
rows indexed by vertices of F , columns by vertices of (W ∪ B̃ ∪{wr, br}), and whose non-zero
coefficients are given by, for every edge fw, resp. fb, of GD,

C(a)f,w = ±af , C(a)f,b = ±af ; (4.2)

the signs of coefficients are chosen so that, when going counterclockwise around each vertex f ,
two consecutive edges fb, fw have the same sign and two consecutive edges fw, fb have oppo-
site signs, see Figure 4.4.

Let C(1) be the matrix C(a) in the case where all faces weights (af )f∈F are equal to 1.
Let C(1)tW be the transpose of C(1) with rows restricted to W . In a similar way, C(1)B̃ is the
matrix C(1) with columns restricted to B̃, and C(a)B is the matrix C(a) with columns restricted
to B.

Proposition 4.3. The following matrix relation holds,

F( )
W C(1)tW
B̃ M

B̃ B( )
F C(1)B̃ C(a)B =

B̃ B( )
W 0 K
B̃ ⋆ ♢

.

Moreover,

det

(
C(1)tW
M

)
= ±1, det(⋆) = ±1.



30 Niklas Christoph Affolter, Béatrice de Tilière, and Paul Melotti

Before turning to the proof of this proposition, let us state an immediate corollary.
Corollary 4.4. If the subset B of black vertices of B̃ is such that |B| = |W |, then

detK = ± det
(
C(1)B̃ C(a)B

)
.

Proof of Prosition 4.3. Let us show the identity for the first block row. We consider w a white
vertex of W , and b a black vertex of B̃, resp. B. If w and b are not adjacent in G̃, then

(C(1)tW C(1)B̃)w,b = 0, resp. (C(1)tW C(a)B)w,b = 0.

Else, if w and b are adjacent in G̃, there are exactly two vertices f , f ′ of GD that are adjacent to
both w and b in GD; let us say that f is on the right of the directed edge (w, b) and f ′ on the left,
see Figure 4.4. When b ∈ B̃ (first block column), the matrix product is

C(1)w,fC(1)f,b + C(1)w,f ′C(1)f ′,b = +1− 1 = 0,

using our convention for the choice of sign. In a similar way, when b ∈ B (second block column),
we have

C(1)w,fC(a)f,b + C(1)w,f ′C(a)f ′,b = af − af ′ = Kw,b.

Since we are interested in determinants, we do not need to care about the matrix ♢. We now
describe the matrix ⋆ and prove that its determinant is equal to ±1. We will compute it “graph-
ically” by considering the matrix as a weighted adjacency matrix of a graph. Recall that M is
the restriction to B̃ of the perfect matching corresponding to a pair of fixed dual spanning trees
of G•, G◦. As a consequence, when computing ⋆ = M ·C(1)B̃ we have, for every vertices b, b′
in B̃,

⋆b,b′ =


±1 if b = b′

±1 if (b, b′) is a directed edge of the spanning tree of G•

0 otherwise
.

Writing det(⋆) as a sum over permutations, which decompose as cycles, and noting that apart
from the diagonal terms, we have no cycle in the graph corresponding to this matrix, we deduce
that the only non-zero contribution to the determinant comes from the identity permutation; it
is equal to the product of the diagonal terms, that is ±1.

We are left with proving that

det

(
C(1)tW
M

)
= ±1.

Again we expand this determinant as a sum over permutations and compute it graphically. Since
the graph corresponding to this matrix is bipartite, non-zero terms in the expansion correspond to
perfect matchings. Now, this graph is a subgraph of GD

r , and recall that perfect matchings of GD
r

are in one-to-one correspondence with pairs of dual spanning trees of G•, G◦ by Temperley’s
bijection [KPW00]. But the submatrix M is the restriction to B̃ of the perfect matching corre-
sponding to a fixed reference pair of dual spanning trees of G•, G◦. This implies that the primal
tree is fixed, and hence the dual too. As a consequence, there is only one non-zero term, corre-
sponding to the perfect matching arising from the fixed pair of dual spanning trees of G•, G◦.
Given that coefficients are all equal to ±1, this contribution is ±1.
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Figure 4.5: Left: a pair (T,F) of complementary tree (blue) / forest (red) of G• rooted at br,
(B̃ ∪ {br}) \ B; the set B consists of the green vertices; roots are not pictured in any specific
way as was the case in Figure 4.2. Right: corresponding pair of matchings (M1,M2) of M†

obtained by Temperley’s reverse trick.

We now restrict to the case where |B| = |W |. Our goal is to prove Theorem 4.2 establishing
a combinatorial interpretation of detK, but we first need to precisely define sign(T,F).

Definition of sign(T,F). Denote by M† the set of pairs of (non perfect) matchings (M1,M2)
of GD

r such that: M1 joins every black vertex of B̃ to a vertex of F , M2 joins every black vertex
of B to a vertex of F , and the superimposition M1∪M2 is such that every vertex of F is incident
to exactly one edge of M1 or M2, see Figure 4.5 (right) for an example.

Suppose that |F | = ℓ, |B̃| = m for some 1 < m < ℓ. Label the vertices of F as {f1, . . . , fℓ},
those of B̃ as {b1, . . . , bm} and those of B as {bm+1, . . . , bℓ}, keeping in mind that B ⊂ B̃, so
that vertices of B receive two labels. Then, every pair (M1,M2) of matchings of M† naturally
yields a permutation σ ∈ Sℓ where, for every 1 ⩽ j ⩽ ℓ, bj and fσ(j) is a matched edge of M1,
resp. M2, if 1 ⩽ j ⩽ m, resp. m+ 1 ⩽ j ⩽ ℓ.

Consider a pair (T,F) of complementary tree/forest of G• rooted at br, (B̃∪{br})\B. Using
the reverse Temperley trick on (T,F) yields a pair of matchings (M1,M2) of M†, see Figure 4.5.

Let σ be the associated permutation of Sℓ as above. Define the sign of (T,F), denoted
sign(T,F), to be

sign(T,F) = sgn(σ)C(1)fσ(1),b1 . . . C(1)fσ(ℓ),bℓ . (4.3)

We are now ready to prove Theorem 4.2.

Proof of Theorem 4.2. We use Corollary 4.4 and graphically compute the determinant

det
(
C(1)B̃ C(a)B

)
.

Non-zero terms in the permutation expansion of the determinant correspond to pairs of match-
ings of M†. Consider such a pair (M1,M2) and do the Temperley trick for M1. This gives a
directed edge configurations M̄1 of G• such that every black vertex of B̃ has an outgoing edge,
known as a directed cycle rooted spanning forest (CRSF) rooted at br. It consists of connected
components covering all vertices of G• each of which is: either a directed tree rooted at br or
a directed tree rooted on a simple cycle not containing br, where the cycle is oriented in one of
the two possible directions. Note that there is exactly one directed tree component rooted at br
(which may consist of the vertex br only). In a similar way, to the configuration M2 corresponds
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a directed cycle rooted spanning forest rooted at (B̃ ∪ {br}) \ B, consisting of connected com-
ponents covering all vertices of G• each of which is: either a directed tree rooted at a vertex
of (B̃ ∪ {br}) \B, or a directed tree rooted on a simple cycle not containing any of the vertices
of (B̃ ∪ {br}) \B. There is one directed tree component for each vertex of (B̃ ∪ {br}) \B but
it can be reduced to a single vertex. Note that since G• is assumed to be simple, all cycles are
of length greater or equal to 3.

Fix a pair of matchings (M1,M2) ofM†, and suppose that M̄1 contains a cycle of lengthn ⩾ 3.
Then, consider the CRSF obtained from M̄1 by reversing the orientation of the cycle. By using
the reverse Temperley trick on M̄1, this yields a pair of matchings (M′

1,M2) which also con-
tributes to the determinant. Let us look at the quotient of the contributions of (M1,M2) and
(M′

1,M2) to the determinant. The associated permutations differ by a cycle of length n, giving
a factor (−1)n+1. The only edge-weights contributing to the quotient arise from the matched
edges associated to the cycle. Now, by our choice of signs for the matrix C(1), the pair of half-
edges ofGD corresponding to each edge ofG• have opposite signs implying that the contribution
of the edge-weights to the quotient is (−1)n. As a consequence, the quotient of the contribu-
tions is equal to (−1)2n+1 = (−1), and we deduce that the terms corresponding to (M1,M2)
and (M′

1,M2) cancel out. This argument holds as soon as M̄1 has a cycle, so that there only re-
mains configurations where M̄1 is a CRSF rooted at br with no cycle, i.e., a spanning tree rooted
at br.

Since the sign convention for C(a) is the same as that of C(1), a similar argument can be
done for the matchingM2. We deduce that the only configurations remaining are such that M̄2 is a
CRSF rooted at (B̃∪{br})\B containing no cycle, i.e., a spanning forest rooted at (B̃∪{br})\B.
Since every vertex of F is incident to exactly one edge of M1 or M2, we know that the edge
intersection of the corresponding directed spanning trees/forests is empty.

Summarizing, applying Temperley’s trick to pairs of matchings (M1,M2) of M† that con-
tribute to the determinant, we obtain pairs of complementary trees/forests of G rooted
at br, (B̃ ∪ {br}) \B. To compute the contribution of such a configuration, we also use
that C(a)fσ(j),bj = C(1)fσ(j),bjafσ(j)

. Using the reverse Temperley trick yields the converse thus
ending the proof of the combinatorial formula.

To establish the bijection between terms in the sum on the right-hand-side and monomials
in the variables a it suffices to notice that if we have two distinct pairs (T,F), (T′,F′) of com-
plementary trees/forests of G•, then F ̸= F′ implying that there is at least on edge e such that e⃗
or ⃗e is present in F and not in F′, giving a contribution afe⃗ or af ⃗e

(both are equal) to one and not
to the other.
Remark 4.5. In this Section, we started with a quadrangulation G̃, and considered a subgraph G
on which we defined the matrix (4.1). However, we can switch perspective and think that we start
with a graph G whose internal faces have degree 4, equipped with a usual dimer model. Then,
finding a family of complex numbers a such that the Kasteleyn matrix is (gauge equivalent to)
(4.1) is the point of the construction of Coulomb gauges, or of t-embeddings [KLRR22, CLR20].
Therefore, Theorem 5.4 may be seen as a way to combinatorially expand the partition function
of usual dimers in terms of the a variables, taken as formal variables.

This seems to be limited to dimer graphs G with internal faces of degree 4, but in fact, if G is
only bipartite, one can always quadrangulate its internal faces, and give the same value af to all
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Figure 5.1: Left: Aztec diamond Ak, k = 4, with coordinates for face weights rotated by 45◦.
Right: notation (ci,j)0⩽i,j⩽4, (di,j)0⩽i⩽3 for faces weights.

quadrangles coming from an initial face f of G. In this way, the matrix K defined by (4.1) get
entries 0 on newly added edges, so it is not affected. Therefore, we can also write the partition
function of usual dimers on G as a sum over complementary trees and forests on diagonals of
the quadrangulation of G. However, since we set several faces to the same weight af , it is no
longer the case that configurations are in one-to-one correspondence with monomials.

5. Aztec diamond case and Devron property

In all of this section we consider an Aztec diamond of size k ⩾ 1, denoted Ak. We will picture
Ak turned by 45◦ with respect to its introduction in Figure 3.1 for instance, and we change the
labelling of variables a accordingly, see Figure 5.1. The previous representation naturally came
from the method of crosses and wrenches. Here we need simple indexing of diagonals, which
is much easier to do when considering them as columns of the 45◦-rotated Aztec diamond.

Face weights are now (ai,j) where 0 ⩽ i, j ⩽ 2k and [i + j]2 = 0. Another way to see this
is to consider two sets of weights, (ci,j)0⩽i,j⩽k, and (di,j)0⩽i,j⩽k−1, on even and odd faces, that is

∀ i, j ∈ {0, . . . , k}, a2i,2j =: ci,j,

∀ i, j ∈ {0, . . . , k − 1}, a2i+1,2j+1 =: di,j,

see also Figure 5.1. We are interested in special cases of weights motivated by their occurrence
in geometric systems, which are studied in the companion paper [AdTM22], where they lead to
new incidence theorems and Devron properties.

The first goal is to specialize Theorem 4.2 and Corollary 4.4 to the case of the Aztec dia-
mond with no additional assumption on the weights; we do this in Section 5.1, and also prove
matrix identities for the ratio function of oriented dimers Y (Ak, a) of Definition 3.2. Next in
Section 5.2 we consider the case where columns of d are constant, i.e., di,j is independent of
j, half of the column weights are constant, and prove Theorem 5.6 which is a combinatorial
identity for the partition function of oriented dimers involving simpler objects referred to as per-
mutation spanning forests. In Section 5.3 we specialize further to all variables di,j being equal,
and prove Corollary 5.7 which is similar to classical Dodgson condensation [Dod67]; this shows
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br
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b̃ br

wr

b̃

Figure 5.2: Left: quadrangulation G̃ (plain and dotted lines) with marked vertices wr, br, and the
corresponding faces (pictured with diamonds); the Aztec diamond graph G = Ak (plain lines),
k = 4. Right: the graph G• with a pair of complementary tree (blue) and forest (red) rooted at
br, {b̃, br}, and the dual graph G◦.

that Z(Ak, a, φ) and Y (Ak, a) have way more symmetries in the (ci,j) variables than one would
expect. Finally in Section 5.4 we suppose that for some p ⩾ 1, every p-th column of (di,j) is set
to a constant, and prove another invariance result for Y (Ak, a) in Theorem 5.8.

5.1. Aztec diamond case

We use the notation and constructions of Section 4.1. Since k is fixed, we remove the dependence
in k in the following notation except from Ak.

Let W ⊔ B be the set of black and white vertices of Ak. Consider two additional black
vertices br, b̃ such that br, resp. b̃, is on the left, resp. right, and all white vertices of Ak on the
left, resp. right, are connected to br, resp. b̃; denote by B̃ := B ∪ {b̃}. Let wr be an additional
white vertex connected to br, b̃, and to all black vertices of Ak on the top and bottom rows. This
defines a quadrangulation of the sphere G̃ with vertex set (W ∪ {wr}) ⊔ (B̃ ∪ {br}), with two
adjacent marked vertices wr, br as in Section 4.1, see Figure 5.2 (left). As before the set of faces
is denoted by F , the notation f is used for a face of F and for the corresponding dual vertex,
and faces are equipped with weights (af )f∈F , see Figure 5.2 (left); weights are also alternatively
labeled by (ci,j)0⩽i,j⩽k , (di,j)0⩽i,j⩽k−1 as in Figure 5.1.

Trivially, we have that B is a subset of B̃, and the graph G obtained from G̃ by removing
the vertices {b̃, br, wr} and all of its incident edges is exactly the Aztec diamond Ak. Recall
that K denotes the weighted adjacency matrix of Ak with non-zero coefficients given by, for
every b ∈ B, w ∈ W such that w ∼ b, Kw,b = af(w,b) − af(b,w).

The corresponding graphs G•, G◦ of Section 4.1 are pictured in Figure 5.2 (right). The
set F of complementary tree/forest configurations of G• (rooted at br and {b̃, br}) is the set
of pairs (T,F) such that: T is a spanning tree of G• rooted at br, and F is a spanning forest
of G• (with two components) rooted at {b̃, br}, see Figure 5.2 for an example. As an immediate
corollary to Proposition 3.2 and Theorem 4.2 we have
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Figure 5.3: Left: The double graph GD whose edges correspond to non-zero coefficients of the
matrix C(a); thicker lines indicate edges corresponding to non-zero coefficients of C(a)B̃. On
the edges, is the choice of signs of Equation (4.3) definingC(a) in the case of the Aztec diamond.

Corollary 5.1. For every Kasteleyn orientation φ,

Z(Ak, a, φ) = ±
∑

(T,F)∈F

sign(T,F)
∏
e⃗∈F

afe⃗ ,

where sign(T,F) is defined in Equation (4.3), and the sum is over all pairs of complementary
trees/forests of G• rooted at br, {b̃, br}. Moreover, there is a bijection between terms in the sum
on the right-hand-side and monomials of Z(Ak, a, φ) in the variables a.

Using Corollary 4.4, we prove two interesting identities for the ratio function Y (Ak, a) of
oriented dimers defined in Equation (3.2), see also Equation (3.3). This is the content of Propo-
sitions 5.2 and Theorem 5.3 below. The second is used in Section 5.4 to prove invariance
of Y (Ak, a) when columns are shifted periodically.

To simplify notation, choose the signs of Equation (4.3) defining the matrices C(a) as in
Figure 5.3, that is, around every face corresponding to a weight of type ci,j , resp. di,j , we have,
starting from the right horizontal edge, 1, 1,−1,−1, resp. −1, 1, 1,−1. Recall that face weights
of the right most column are labeled ck,0, . . . , ck,k.

Proposition 5.2. The ratio function of oriented dimers satisfies the following identity:

Y (Ak, a) =
k∑

j=0

ck,j · C−1
1,j ,

where C =
(
C(1)B̃ C(a)B

)
, and its k + 1 first rows correspond to elements of F with face

weights ck,0, . . . , ck,k.

Proof. Observe that the matrix C can be written as

C =
(
C(1)b̃ C(1)B C(a)B

)
.
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Fix a Kasteleyn orientation φ. By Corollary 4.4,

Z(Ak, a, φ) = ± det(C). (5.1)

Now, applying Equation (5.1) to the variables a−1, we compute the numerator in the Aztec
diamond Equation (3.3):(∏

f∈F

af
)
Z
(
Ak, a

−1, φ
)
= ±

(∏
f∈F

af
)
det
(
C(1)b̃ C(1)B C(a−1)B

)
= ± det

(
C(a)b̃ C(a)B C(1)B

)
= ± det

(
C(a)b̃ C(1)B C(a)B

)
,

(5.2)

where in the penultimate equality we have multiplied, for every vertex f of F , the row of C
corresponding to f by af . The signs on the right are all equal, because the number of column
transpositions between the last two matrices is |B| = k(k + 1) which is even. Expanding the
determinant over the first column, and using Equation (5.1) gives

Y (Ak, a) =
k∑

j=0

ck,j(−1)j
det(C1

j )

det(C)
=

k∑
j=0

ck,j · C−1
1,j ,

where C1
j is the matrix obtained from C by deleting the j-th row and first column.

The next statement is central in proving Devron properties and exact values for the singular-
ities of the dSKP recurrence. We state it as a theorem although its proof is short.

Let us denote by D =
(
C(1)B C(a)B

)
, the matrix obtained from C by removing the first

column. Seen as a linear operator, D takes as input a vector in CB⊔B and its output is a vector
in CF . The following proposition relates the kernel of DT with Y (Ak, a). Note that DT has a
nontrivial kernel, because it goes from a space of dimension |F | = 2k(k + 1) + 1 to a space of
dimension 2|B| = 2k(k + 1).

Theorem 5.3. Let v ∈ CF be a nonzero vector such that

DT v = 0. (5.3)

Let vk,0, . . . , vk,k be the entries of v corresponding to the k + 1 elements of F with face weights
ck,0, . . . , ck,k as in Figure 5.3. Then, the ratio function of oriented dimers can be expressed as:

Y (Ak, a) =

∑k
j=0 ck,j vk,j∑k

j=0 vk,j
.

Proof. By transposing Equation (5.3), because of the choice of signs, we get

vT C =
(∑k

j=0 vk,j 0 . . . 0
)
. (5.4)
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For generic a (or c, d) variables, we have detC ̸= 0 (as we can use (5.1) and the fact that there ex-
ists at least one complementary tree/forest configuration), in particular by (5.4),

∑k
j=0 vk,j ̸= 0.

Similarly, using (5.2), for generic weights,
∑k

j=0 ck,jvk,j ̸= 0.
We right multiply both sides of equation (5.4) by C−1w, where w ∈ CF is the vector whose

only non-zero entries are equal to ck,0, . . . , ck,k. This gives

vT



ck,0
...

ck,k
0
...
0


=
(∑k

j=0 vk,j 0 . . . 0
)
C−1



ck,0
...

ck,k
0
...
0


.

By Proposition 5.2, the right-hand side is just Y (Ak, a) ·
∑k

j=0 vk,j , while the left-hand side
is
∑k

j=0 ck,j vk,j . This shows that, at least as formal expression in the a variables, the two sides
of the statement of the theorem are equal. Since they are both analytic, this also holds when the
ratio on the right is well-defined in Ĉ, moreover it is undefined in Ĉ iff Y (Ak, a) is undefined.

5.2. Constant columns

We consider the special case where columns of d are constant, i.e. for some (di)0⩽i⩽k−1, see also
Figure 5.4,

∀ 0 ⩽ i, j ⩽ k − 1, di,j = di. (5.5)

Denote by ã = (ãi,j) face weights obtained by a vertical cyclic shift:

∀0 ⩽ i, j ⩽ 2k s.t. [i+ j]2 = 0, ãi,j = ai, [j+2]2(k+1)
, (5.6)

then we have the following.

Theorem 5.4. Suppose that all odd columns of the Aztec diamond Ak have constant weights
(di)0⩽i⩽k−1 as in Equation (5.5). Then, for every Kasteleyn orientation φ, the partition function
of oriented dimers associated to face weights a, resp. to vertically shifted face weights ã of
Equation (5.6), are equal up to an explicit sign:

Z(Ak, a, φ) = (−1)kZ(Ak, ã, φ).

Furthermore, the corresponding ratio functions of oriented dimers are equal:

Y (Ak, a) = Y (Ak, ã).

Theorem 5.4 is a consequence of Theorem 5.6 below, which we state and prove first. We need
the following definition. A permutation spanning forest F of G• (rooted at br, b̃) is a spanning
forest F of G• (with two connected components) rooted at br, b, such that:

• it contains no vertical edge,
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Figure 5.4: Case n = 4; notation (ci,j)0⩽i,j⩽4, (di)0⩽i⩽3 for faces weights; permutation spanning
forest F (red) corresponding to the permutation τ =

(
0 1 2 3 4
3 0 1 2 4

)
, and its complementary

tree (blue); a directed edge e⃗ such that col b(e⃗) = 2.

• it has one absent edge per row, and absent edges form a permutation of {0, . . . , k}. More
precisely, the graph G• has k + 1 edge-rows, each having k + 1 edges. These edges are
written as (ei,j)0⩽i,j⩽k, where i represents the column from left to right, and j the row
from bottom to top. Note that horizontal edges (ei,j)0⩽i,j⩽k of G• are in correspondence
with face weights (ci,j)0⩽i,j⩽k as defined in Equation (5.5). For the permutation spanning
forest F, denote by eτ(0),0, . . . , eτ(k),k the absent edges, then τ is a permutation of Sk+1, see
Figure 5.4 for an example.

Remark 5.5.

• Given a permutation τ ∈ Sk+1, the edge configuration of G• with only horizontal edges
and absent edges eτ(0),0, . . . , eτ(k),k is a spanning forest rooted at br, b̃, i.e., a permutation
spanning forest, denoted by F(τ).

• Let F be a permutation spanning forest of G•, and let T be the complementary edge con-
figuration in G•. Then, T is spanning tree of G• containing all vertical edges of G•, and
we consider it as rooted towards br. That is, (T,F) is a pair of complementary spanning
tree/forest of G• rooted at br, {br, b̃}.

We need one more notation. Using the reverse Temperley trick, every directed edge e⃗ of G•

is in correspondence with an edge b(e⃗)f(e⃗) of GD where b(e⃗) is a vertex of G•, f(e⃗) is a vertex
of type F of GD, and the directed edge (b(e⃗), f(e⃗)) has the same orientation as e⃗, see Figure 5.4.
Now, the graphG• has k columns of k vertical edges, labeled {0, . . . , k−1} from left to right. For
every directed edge e⃗ not oriented away from br or b̃, we have b(e⃗) /∈ {br, b̃}, and we let col b(e⃗)
be the label of the column to which the vertex b(e⃗) belongs. Then, we prove the following.

Theorem 5.6. Suppose that all odd columns of the Aztec diamond Ak have constant weights
(di)0⩽i⩽k−1 as in Equation (5.5). Then, for every Kasteleyn orientation φ, the following combi-
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natorial identity holds for the partition function of oriented dimers:

Z(Ak, a, φ) = ±
∑

τ∈Sk+1

sgn(τ)
∏

e⃗∈F(τ)

(af(e⃗) − dcol b(e⃗)). (5.7)

Proof. We start from Corollary 4.4:

Z(Ak, a, φ) = ± det(C) = ± det
(
C(1)b̃ C(1)B C(a)B

)
.

For every 0 ⩽ i ⩽ k−1, consider the black vertices {bi,0, . . . , bi,k} belonging to the column i of
vertical edges of G•, and do the following operations: for every 0 ⩽ j ⩽ k, multiply the column
corresponding to bi,j inC(1)B by di and subtract it from the corresponding column inC(a)B; the
column in C(1)B is left unchanged. This operation yields a matrix C ′(a)B and does not change
the determinant. We have

Z(Ak, a, φ) = ± det
(
C(1)b̃ C(1)B C ′(a)B

)
,

where for every f ∈ F , every b ∈ B,

C ′(a)Bf,b =

{
0 if fb corresponds to a vertical edge by the Temperley trick
±(af − dcol b) if fb corresponds to a horizontal edge by the Temperley trick,

where the sign is defined as for the matrix C(a), see Equation (4.2).
We now compute the determinant similarly to what we have done in the proof of Theorem 4.2,

using the notation introduced for that purpose. Non-zero terms in the permutation expansion of
the determinant correspond to pairs of matchings of M†. Then, applying Temperley’s trick, we
show that the only remaining configurations are pairs of complementary spanning trees/forests
rooted at br and {br, b̃}. But, in the present setting, because of the definition of C ′(a)B, the
graph (G′)•, on which spanning forests rooted at {br, b̃} live, is the graph G• with no vertical
edge (since they have weight 0 in the matrix). Returning to the definition of a spanning forest
rooted at {br, b̃}, we deduce that this component must contain exactly k edges per row. Consider
such a spanning forest F. Then we know that the complementary configuration T must be a
spanning tree rooted at br. Since all vertical edges are absent from (G′)•, they must all be present
in T. Suppose now that the absent horizontal edges of F do not form a permutation, then T must
contain two horizontal edges ei,j ei,j′ for some column i and some distinct j, j′. This implies
that T has a cycle which contradicts it being a spanning tree. Thus F must be a permutation
spanning forest of G• rooted at {br, b̃}. By Remark 5.5, we then have that T is indeed a spanning
tree rooted at br. Using the specific form of the matrix C ′(a), we have so far proved that,

Z(Ak, a, φ) = ±
∑

(T,F)∈F′

sign(T,F)
∏
e⃗∈F

(af(e⃗) − dcol b(e⃗)),

where F′ is the set of pairs of complementary spanning trees/forests rooted at br, {br, b̃}, such
that F is a permutation spanning forest rooted at {br, b̃}.
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e0,1

e2,3

e0,3

e2,1

col = 0 col = 2

Figure 5.5: Left and middle: permutation spanning forests F,F′ (red) differing by a transposition:
the associated permutations τ, τ ′ are such that τ(1) = τ ′(3) = 0, τ(3) = τ ′(1) = 2, i.e.,
i = 0, i′ = 2, j = 1, j′ = 3, and their complementary spanning trees T,T′ (blue). Right:
corresponding superimposition of (M1,M2), (M

′
1,M

′
2).

We are thus left with showing that sign(T,F) is equal to the signature of the permutation τ
corresponding to F (up to a global ± sign). To this purpose, it suffices to show that if τ, τ ′ are
two permutations differing by a transposition, corresponding to two permutation spanning forests
F,F′, then the product of sign(T,F) and sign(T′,F′) is equal to −1. Let j < j′ ∈ {0, . . . , k} be
the indices of the rows such that τ(j) = τ ′(j′) = i, τ(j′) = τ ′(j) = i′, for i, i′ ∈ {0, . . . , k},
and without loss of generality suppose that i < i′.

Denote by (M1,M2), resp. (M′
1,M

′
2), the pair of matchings of M† corresponding to (F,T),

resp. (F′,T′), and by σ, resp. σ′, the permutation associated to (M1,M2), resp. (M′
1,M

′
2), see

Equation (4.3) for definition. Our goal is to prove that

sgn(σ) sgn(σ′)C(1)fσ(1),b1
. . . C(1)fσ(ℓ),bℓ

C(1)fσ′(1),b1
. . . C(1)fσ′(ℓ),bℓ

= −1. (5.8)

To this purpose, we need to study the superimposition of (M1,M2) and (M′
1,M

′
2), see Figure 5.5.

By definition of M†, we know that it consists of cycles such that: each vertex of B has degree 4
(1 from each of M1,M2,M

′
1,M

′
2), each vertex of F has degree 2 (1 from each of (M1,M2),

(M′
1,M

′
2)), b̃ has degree 2 (1 from each of M1, M′

1), br has degree 0. Recall that vertices of B
receive two labels; using colors, this translates in the fact that blue edges incident to a vertex
of B and red ones come from the two copies of that vertex.

Looking at the orientation of the edges of (T,F), (T′,F′), and using that the permutation
spanning forests F, F′ differ by a transposition, we have that the superimposition of (M1,M2)
and (M′

1,M
′
2) consists of doubled edges of the same color, and a cycle of GD between the i-th

and i′-th columns of G•, and the j-th and j′-th rows of G•, with two length-two detours on the
left, at the level of the j-th and j′-th rows, see Figure 5.5 (right). When i′ ̸= k, resp. i′ = k, the
cycle has length 4[(i′ − i) + (j′ − j) + 1], resp. 4(i′ − i) + 2(j′ − j) + 4 (the last column of the
cycle is reduced to a point). This implies that

sgn(σ) sgn(σ′) =

{
(−1)2[(i

′−i)+(j′−j)]+1 if i′ ̸= k,

(−1)2(i
′−i)+(j′−j)+1 if i′ = k.

Observing that by our choice of signs for the matrix C(a), the two half edges of GD correspond-
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ing to an edge of G• have opposite signs, we deduce that

C(1)fσ(1),b1
. . . C(1)fσ(ℓ),bℓ

C(1)fσ′(1),b1
. . . C(1)fσ′(ℓ),bℓ

=

{
(−1)2[(i

′−i)+(j′−j)] if i′ ̸= k,

(−1)2(i
′−i)+(j′−j) if i′ = k.

Taking the product of the signature and coefficients contributions, we deduce that Equation (5.8)
is indeed true.

We are now ready to prove Theorem 5.4.

Proof of Theorem 5.4. Let c = (0 . . . k) be the permutation cycle corresponding to the vertical
cyclic shift of the weights. Then, there is a bijection between {τ : τ ∈ Sk+1} and {τ ◦ c :
τ ∈ Sk+1}. Moreover, given τ ∈ Sk+1, the product of the directed edge weights of F(τ) in the
expansion (5.7) with weight function a, is equal to that of F(τ ◦ c) with weight function ã. As a
consequence, by Equation (5.7), we have that the oriented dimer partition functions are related
by:

Z(Ak, ã, φ) = sgn(c)Z(Ak, a, φ) = (−1)kZ(Ak, a, φ). (5.9)

The equality between the ratio functions Y (Ak, a) and Y (Ak, ã) is obtained by returning to
Equation (3.3), giving the explicit computation of Y (Ak, a) in the Aztec diamond case, applying
Equation (5.9) to the face weights (a−1), and using that (

∏
f∈F af ) = (

∏
f∈F ãf ).

5.3. Schwarzian Dodgson condensation

We now suppose that all odd columns are set to the same value, that is, for some d,

∀ 0 ⩽ i, j ⩽ k − 1, di,j = d. (5.10)

Let N be the matrix of size (k + 1)× (k + 1) whose coefficients are defined by

∀ 0 ⩽ i, j ⩽ k, Ni,j =
1

ci,j − d
.

Then, as a consequence of Theorem 5.6, we obtain

Corollary 5.7. Suppose that all odd columns of the Aztec diamond Ak have constant weight d as
in Equation (5.10). Then, for every Kasteleyn orientationφ, the following combinatorial identity
holds for the partition function of oriented dimers:

Z(Ak, a, φ) = ±
∏

0⩽i,j⩽k

(ci,j − d) · detN.

Moreover, for the ratio function of oriented dimers, we have

Y (Ak, a) = d+
∑

0⩽i,j⩽k

(
N−1

)
i,j
.
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Proof. We start from Equation (5.7) of Theorem 5.6. Let τ be a permutation of Sk+1, and recall
that the permutation spanning forest F(τ) contains all horizontal edges except eτ(0),0, . . . , eτ(k),k.
Since the weights of the faces of the Aztec diamond labeled di,j are all equal to d, the product
on the right-hand-side of Equation (5.7) is independent of the orientation of the edges of F(τ).
As a consequence, we can write∏

e∈F(τ)

(af(e) − d) =
∏

0⩽i,j⩽k

(ci,j − d)
∏

e/∈F(τ): e horizontal

1

af(e) − d
.

Observing that ∏
e/∈F(τ): e horizontal

1

af(e) − d
=

k∏
j=0

1

cτ(j),j − d
,

we deduce from Equation (5.7) that,

Z(Ak, a) = ±
∏

0⩽i,j⩽k

(ci,j − d)
∑

τ∈Sk+1

sgn(τ)
k∏

j=0

1

cτ(j),j − d
= ±

∏
0⩽i,j⩽k

(ci,j − d) · det(N t).

(5.11)
To compute Y (Ak, a), recalling (3.3), we first compute the numerator. Since there are k2

faces with weight d, and using Equation (5.11), it is equal to∏
0⩽i,j⩽k

ci,j · dk2 · Z(Ak, a
−1, φ) =±

∏
0⩽i,j⩽k

ci,j
(
c−1
i,j − d−1

)
· dk2 · det

(
(c−1

i,j − d−1)−1
)
0⩽i,j⩽k

=±
∏

0⩽i,j⩽k

(d− ci,j) · d−1−2k · det
(

dci,j
d− ci,j

)
0⩽i,j⩽k

=±
∏

0⩽i,j⩽k

(ci,j − d) · d−k · det
(

ci,j
ci,j − d

)
0⩽i,j⩽k

.

In the last line, we moved the factor d out of the determinant, and we changed the sign in both
the product and the matrix, which gives signs that cancel out. Then, we write ci,j

ci,j−d
= 1+ d

ci,j−d
,

and we use multi-linearity of the columns in the determinant. In the resulting expression, terms
with at least two columns of ones disappear. When there is exactly one column of ones, we may
expand on this column, and get a sum on minors of size k. This gives

det

(
ci,j

ci,j − d

)
0⩽i,j⩽k

= det

(
d

ci,j − d

)
0⩽i,j⩽k

+
∑

0⩽i0,j0⩽k

(−1)i0+j0 det

(
d

ci,j − d

)
i ̸=i0,j ̸=j0

.

Putting this back into the previous equation, and extracting again the factors d from the matrices,
we recognize N and the entries of N−1:∏

0⩽i,j⩽k

ci,j · dk2 · Z(Ak, a
−1, φ) = ±

∏
0⩽i,j⩽k

(ci,j − d) · detN ·

(
d+

∑
0⩽i0,j0⩽k

N−1
i0,j0

)
.

Dividing by Equation (5.11) gives the formula for Y (Ak, a).
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5.4. Periodically constant columns

We turn to a case where constant columns appear periodically, which is a generalization of
Section 5.2.

Let m ⩾ 2, p ⩾ 1, and let k = mp − 2p + 1. Suppose that the weights (ci,j) , (di,j) are
(0,m)-periodic (or equivalently that (ai,j) are (0, 2m)-periodic), and that every p-th odd column
is constant, that is

∀i, j, ci,j = ci,j+m,

di,j = di,j+m,

if [i]p = 0, then di,j = di/p,

(5.12)

whenever these are well-defined, see Figure 5.6, left; note that we switched the role of black and
white vertices compared to Figure 5.2, which will be useful in the forthcoming proof.

We again consider translated weights, taking periodicity into account:

∀i, j ∈ Z s.t. [i+ j]2 = 0, ãi,j = ai,[j+2]2m , (5.13)

see Figure 5.6, right.

Theorem 5.8. Let m ⩾ 2, p ⩾ 1, and let k = mp − 2p + 1. Suppose that the weights of the
Aztec diamond Ak satisfy (5.12). Then the ratio function of oriented dimers associated to face
weights a and translated weights ã of (5.13) are equal:

Y (Ak, a) = Y (Ak, ã).

The proof is more abstract than those of the previous sections. It uses Theorem 5.3, the
matrix C defined in Sections 4.2 and the associated matrix D of Section 5.1; but this time, the
proof is not based on a combinatorial identification of the ratios of partition functions. A purely
combinatorial proof still eludes us.

Proof. Recall that Theorem 5.3 expresses the ratio function Y (Ak, a) of oriented dimers using
a non-zero vector v ∈ CF in the kernel of DT , where D =

(
C(1)B C(a)B

)
, is the matrix

obtained from the matrix C by removing the column corresponding to b̃. The proof consists in
creating such a vector v that is in addition (0,m)-periodic, and using it to prove the invariance
result.

For that purpose, we consider a graph Ḡ• on a cylinder, obtained as a quotient of G• \
{br, b̃} by (0,m), see Figure 5.7. This graph has vertices B̄ and edges F̄ equipped with weights
inherited from that of G•. On Ḡ• we define the analogous operators C̄(1)B̄, C̄(a)B̄, and D̄ =(
C̄(1)B̄ C̄(a)B̄

)
. Our goal is to find a vector in ker D̄T , and lift it to a vector in kerDT .

We claim that
dimker D̄T ⩾ 1. (5.14)

To show this, let us first compute the dimensions of the initial and target space of D̄. Simple
counting shows that 2|B̄| = 2mk + 2m and |F̄ | = 2mk +m. Then, applying the rank-nullity
theorem to D̄ and D̄T , we get that the statement (5.14) is equivalent to dimker D̄ ⩾ 1+ 2|B̄| −
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Figure 5.6: Left: the weights a corresponding to the application of Theorem 5.8. Here m = 4
and p = 3, so the Aztec diamond Ak has size k = mp − 2p + 1 = 7; its boundary is shown
in dotted lines. The graph G• is shown in solid lines and black dots, recall that its vertices are
{B, b̃, br}. The weights (ci,j) and (di,j) are attached to elements of F , or equivalently edges
of G•, shown as green and blue diamonds. The weights are periodic with period (0, 4). In
(di,j), constant columns appear every 3 columns, and correspond to green diamonds. No other
periodicity is assumed on the weights. Right: the shifted weights ã on the same graph.

|F̄ | = m + 1. Let us find m + 1 free vectors in ker D̄ = ker
(
C̄(1)B̄ C̄(a)B̄

)
. Again we are

considering these vectors as defined on two copies of B̄.
Consider the connected components of black vertices obtained by removing the horizontal

edges on the “constant columns” (shown in green in Figure 5.7). Using the exact value of k =
mp − 2p + 1, we get that there are m such connected components. Consider a vector that is
equal to αi (resp. βi) on the whole i-th connected component, in the first (resp. second) copy of
B̄. Then, for any edge in F̄ that is not in one of the constant columns, this vector will produce
a zero (as C̄(1)B̄ outputs the difference of the two values adjacent to f , and C̄(a)B̄ outputs this
difference multiplied by af ). So this vector is in ker D̄ iff edges in the constant columns also
output zeros, which amounts to

∀i ∈ {0, . . . ,m− 2}, αi+1 − αi + di (βi+1 − βi) = 0.

This is a system of m−1 equation on 2m variables (αi, βi), so it has rank at most m−1, and its
kernel has dimension at least 2m− (m− 1) = m+1. It is clear that these m+1 free solutions
produce m+ 1 free vectors in ker D̄. This proves Equation (5.14).

Therefore, we can fix a nonzero vector v̄ ∈ ker D̄T . Consider the weight-preserving quotient
by (0,m), which maps F onto F̄ . Using this application, we can lift the vector v̄ ∈ CF̄ to a
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Figure 5.7: The quotient graph Ḡ•, defined on a cylinder, corresponding to the setting of Fig-
ure 5.6. Constant columns are shown with green diamonds.

vector v ∈ CF , by setting the value vf to be v̄f̄ , for any f ∈ F . The crucial observation is
that v ∈ kerDT . Indeed, for any vertex b ∈ B, the neighbouring elements of F are the same
in the initial graph G• as in the quotient graph Ḡ•, so the computation of rows labeled b in the
expression DTv is the same as that labeled b̄ in D̄T v̄. Therefore, by Theorem 5.3,

Y (Ak, a) = −
∑k

j=0 cj,0v̄j,0∑k
j=0 v̄j,0

, (5.15)

where v̄j,0 is the value of v̄ at the element of F̄ with weight cj,0; note that the indices and the
sign have been adapted due to the choice of the position of b̃ in Figure 5.6.

Now consider the Aztec diamond with shifted weights ã (see Figure 5.6, right). Its quotient
graph on the cylinder is exactly the same graph Ḡ•, with the same weights. Therefore we can
use the same vector v̄ to apply the previous procedure, which gives

Y (Ak, ã) = −
∑k

j=0 cj,1v̄j,1∑k
j=0 v̄j,1

. (5.16)

Since v̄ ∈ ker D̄T , in particular v̄ ∈ ker
(
C̄(1)B̄

)T . Writing what this means for the k + 1
elements of B̄ shown as the bottom row in Figure 5.7, and summing all these equations, we get

k∑
j=0

v̄j,0 =
k∑

j=0

v̄j,1. (5.17)

Doing the same for
(
C̄(a)B̄

)T gives

k∑
j=0

cj,0v̄j,0 =
k∑

j=0

cj,1v̄j,1. (5.18)

Using Equations (5.17), (5.18), we get that (5.15), (5.16) are equal.

Remark 5.9. Note that this generalizes the second result of Theorem 5.4. Nevertheless, we chose
a combinatorial approach there, providing an invariance result for the partition functionZ(Ak, a)
itself, which is stronger, and cannot be reached by this technique.
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5.5. dSKP Devron properties

We finish this section with the proofs of Devron properties as they are stated in the introduction,
namely Theorem 1.4, Theorem 1.6 and Corollary 1.5. For this purpose, we go back to the
initial convention for indices on the lattice L. We first rephrase Corollary 5.7 in terms of the
dSKP solution. Consider again some function x : L → Ĉ satisfying the dSKP recurrence, the
height function h(i, j) = [i + j]2, and initial data (ai,j) = (x(i, j, h(i, j))), with no periodicity
assumption.
Corollary 5.10. Suppose that the initial data are such that for some d ∈ Ĉ, for all (i, j) ∈ Z2

such that [i + j]2 = 0, ai,j = d. Let (i, j, k) ∈ L with k ⩾ 1. Consider the matrix N =
(Ni′,j′)0⩽i′,j′⩽k−1 with entries

Ni′,j′ = (ai−i′+j′,j+k−1−i′−j′ − d)−1 .

Then
x(i, j, k) = d+

∑
0⩽i′,j′⩽k−1

(
N−1

)
i′,j′

,

where the sum is over entries of the inverse matrix N−1.

Proof. With the stated hypothesis, via Theorem 3.4 as in Example 3.5, the value of x(i, j, k)
is Y (Ak−1, a) for Aztec diamond of size k − 1, with the central face labeled ai,j . This Aztec
diamond has face weights as in Corollary 5.7. Rewriting the matrix N in the original coordinate
system gives the result.

Proof of Theorem 1.4. We use Corollary 5.10. In the lattice L, going from (i, j,m) to (i+1, j+
1,m) changes the matrix N simply by a cyclic permutation of the rows, which does not change
the value of the sum of coefficients of N−1. Therefore x(i, j,m) = x(i + 1, j + 1,m), and
similarly x(i, j,m) = x(i + 1, j − 1,m), which proves that this value is independent of i, j as
long as (i, j,m) ∈ L.

Proof of Theorem 1.6. The argument is almost the same, except now the weights on the corre-
sponding Aztec diamond of size k−1 = (m−2)p+1 satisfy the hypothesis of Theorem 5.8, in
particular the fact that [i− j−mp]2p = 0 translates into the fact that constant columns appear at
the leftmost and rightmost columns of inner faces, as in (5.12) and Figure 5.6. Going in L from
(i, j, k) to (i+1, j +1, k) has the effect of changing the Aztec diamond weights a into ã, so the
result is a rephrasing of Theorem 5.8.

For the proof of Corollary 1.5, we need the following basic lemma:
Lemma 5.11. Let N be an invertible m ×m matrix. Suppose that there is a λ ∈ C∗ such that
for all i,

∑
j Nij = λ. Then

∑
i,j(N

−1)ij = mλ−1.

Proof. The vector o ∈ Cm with oi = 1 for all i is clearly an eigenvector of N for the eigenvalue
λ. Therefore λ−1 is an eigenvalue to eigenvector o for the inverse matrix N−1. Thus∑

i,j

(N−1)ij = oTM−1o = oTλ−1o = mλ−1.
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Proof of Corollary 1.5. For m-Dodgson initial conditions, whenever (i, j,m) ∈ L, the value
of x(i, j,m) is given by Corollary 5.10. Under the condition ai,j = ai+p+1,j−p+1, note that the
successive rows of N contain the same variables, shifted by p from one row to the next. The fact
that p /∈ mZ guarantees thatN is invertible. Therefore N satisfies the conditions of Lemma 5.11
with λ being the sum of the 1

a−d
on one row of N .

Finally, we describe how these singularities occur for initial data with two different period-
icities. For a vector (s, t) in Z2 with [s+ t]2 = 0, we say that the initial data is (s, t)-periodic if
ai,j = ai+s,j+t for all (i, j) ∈ Z2. The following describes how many steps one has to go until
singularities reoccur when initial conditions have two such periodicities.

Corollary 5.12. Let (s, t) and (u, v) be two non-collinear vectors inZ2, with [s+t]2 = [u+v]2 =
0. Suppose that the initial condition is both (s, t) and (u, v) periodic. Let g = gcd(s− t, u− v),
and A = |sv − tu|.

• If the initial data is such that for all (i, j) ∈ Z2 with [i+ j]2 = 0,

a(i, j) = a(i+ 1, j + 1),

then for k = A
g

the same is true at height k. More precisely,

∀i, j s.t. (i, j, k) ∈ L, x(i, j, k) = x(i+ 1, j + 1, k).

• If the initial data is such that

∀i ∈ Z, ai,i = ai+1,i+1,

then let k = A
2
−g+2. After k−1 iterations of the dSKP recurrence, the values of x have

g
2
-periodic constant columns. More precisely, for all i, j such that

[
i− j − A

2

]
g
2

= 0,

x(i, j, k) = x(i+ 1, j + 1, k).

Proof. We are relating the initial data a to the hypothesis of Theorem 1.6. First we are looking
for m such that a is m-simply periodic. This is equivalent to

(m,m) ∈ Z(s, t) + Z(u, v).

Classical arithmetic computations show that the smallest positive such m is A
g

. In the first point,
this shows that the initial data is (m, 1)-Devron, and we get the result by applying Theorem 1.6.

In the second point, we want to find p such that the constant “column” (ai,i)i∈Z repeats every
p even column. Since the initial data is (s, t)-periodic, this is true for p1 = s−t

2
, and similarly for

p2 =
u−v
2

, so the smallest positive p is gcd (p1, p2) = g
2
. For these values of m and p, the initial

data is (m, p)-Devron, and we apply Theorem 1.6.
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6. Limit shapes

Suppose that x : L → Ĉ satisfies the dSKP recurrence. Let h(i, j) = [i+j]2 then for any p ∈ Uh,
we may consider x(p) as a function of the (ai,j) = (x(i, j, h(i, j))), given by Theorem 3.4 We
are interested in the effect of the initial condition at (0, 0, 0) on the value of xp. Let

ρ(i, j, k) =
∂x(i, j, k)

∂a0,0
. (6.1)

We are looking for the order of magnitude of ρ(i, j, k) when k → ∞ and i/k, j/k both converge
to some constants. This behaviour is made explicit in the forthcoming Proposition 6.1, when the
derivative (6.1) is evaluated at specific dSKP solutions of Example 2.4: x(i, j, k) = ia + jb +
kc+ d for some fixed a, b, c, d taken in R hereafter. By a slight abuse of notation, for x, y ∈ R,
we denote ρ(xk, yk, k) := ρ (⌊xk⌋, ⌊yk⌋, k).

‒0.2

‒0.4

‒0.6

‒0.8

‒1

0

0

‒1075

1075

‒2

‒4

‒6

‒8

‒10

‒12

0

0

‒0.5

‒1

‒1.5

0.5

Figure 6.1: Values of kρ(i, j, k) (left) and log |kρ(i,j,k)|
k

(right) for k = 200, evaluated at the
solution x(i, j, k) = ia+ jb+ kc+ d, with q := c2−b2

a2−b2
= 0.7 (top) and q = 1.2 (bottom).

The identification of the asymptotic behaviour of ρ(xk, yk, k) when k → ∞ follows the
method of [PS05] and is closely related to [DFSG14, Section 2.3], where the analogous problem
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for the dKP relation is treated. In fact dKP and dSKP produce almost the same generating
functions, however we use different references to deduce the asymptotics. We mainly identify
the generating functions with that of [BBC+17], see also references therein, from which point
the asymptotic behaviour can be recovered almost directly from [CEP96].

Proposition 6.1. Let a, b, c, d ∈ R. Let q = c2−b2

a2−b2
. Consider the partial derivatives ρ(i, j, k)

evaluated at x(i, j, k) = ia+ jb+kc+d. Let x, y ∈ R be such that |x+y| < 1 and |x−y| < 1.

1. If q ∈ (0, 1),

(a) for all x, y such that x2

1−q
+ y2

q
< 1 and (kx, ky, k) ∈ L,

ρ(xk, yk, k) =
2 cos2(Φq(xk, yk, k))

kπ
√

q(1− q)− qx2 − (1− q)y2

(
1 +O

(
k−1
))
),

where the function Φq : L → R can be determined explicitly.

(b) for all x, y such that x2

1−q
+ y2

q
> 1,

ρ(xk, yk, k) = ±cq(x, y)

k
exp(ξq(x, y)k) (1 + o(1)) ,

where ξq(x, y) < 0 and cq(x, y) ∈ R can be determined explicitly.

2. If q ∈ (−∞, 0) ∪ (1,∞), for all x, y,

ρ(xk, yk, k) = ±cq(x, y)

k
exp(ξq(x, y)k) (1 + o(1)) ,

where ξq(x, y) ∈ R and cq(x, y) ∈ R can be determined explicitly. Moreover, ξq(x, y) > 0
in a neighbourhood of (0, 0).

Proof. Let us differentiate (2.1) with respect to a0,0. This gives the following, evaluated at any
p = (i, j, k) ∈ Z3 \ L with k ⩾ 1:

0 =ρ−e0

xe2 − x−e1

(x−e0 − x−e1)(xe2 − x−e0)
+ ρ−e1

x−e2 − x−e0

(x−e1 − x−e0)(x−e2 − x−e1)

+ ρ−e2

x−e1 − xe0

(x−e2 − xe0)(x−e1 − x−e2)
+ ρe0

xe1 − x−e2

(xe0 − x−e2)(xe1 − xe0)

+ ρe1
xe0 − xe2

(xe1 − xe2)(xe0 − xe1)
+ ρe2

x−e0 − xe1

(xe2 − xe1)(x−e0 − xe2)
.

After evaluating at x(i, j, k) = ia+ jb+ kc+ d, the relation becomes

ρ−e2 + ρe2 = q (ρ−e0 + ρe0) + (1− q) (ρ−e1 + ρe1) , (6.2)
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where q = c2−b2

a2−b2
. From this linear relation, and handling separately the case of ρ(i, j, k)

with k = 0 or 1, we deduce the generating function:

F (u, v, t) :=
∑

(i,j,k)∈L,
k⩾0

ρ(i, j, k)uivjtk

=1− t2

1 + t2 − qt(u+ u−1)− (1− q)t(v + v−1)
.

This is directly related to the generating function of the creation rate of the Aztec diamond
that can be found in [BBC+17, Remark 23] for λ = 1−q

q
. By this identification and [BBC+17,

Proposition 21], we get

∀(i, j, k) ∈ L, k ⩾ 1, ρ(i, j, k) = −(1− q)k−2Cq(A,B, k − 2)Cq(B,A, k − 2), (6.3)

where Cq(A,B, n) is the coefficient of zA in (1 − z)B
(
1 + q

1−q
z
)n−B

, and A = k−2−i−j
2

,
B = k−2+i−j

2
.

The asymptotics ofCq(A,B, n)whenn → ∞ andA,B are proportional ton can be analyzed
by the saddle point method (see e.g. [FS09, Section VIII]). In case 1a, this is done in [CEP96,
Proposition 24], which gives the result after changing variables back to our setting. Case 1b
follows closely the proof of [CEP96, Proposition 8], the main difference being that we apply
the full saddle-point method instead of just looking for an upper bound; therefore, we only give
details for case 2 below.

Let us suppose that q > 1, the case q < 0 being almost identical. We are looking for the
asymptotics of Cq(A,B, k − 2), when k → ∞ and A = k−2−⌊xk⌋−⌊yk⌋

2
, B = k−2+⌊xk⌋−⌊yk⌋

2
.

Performing a contour integral around 0 on a circle of arbitrary radius r > 0, this is

Cq(A,B, k − 2) =
1

2iπ

∮
G(z)z−A−1dz =

r−A

2π

∫ 2π

0

G(reiθ)e−iAθdθ,

where G(z) = (1 − z)B
(
1− q

q−1
z
)k−2−B

. The function θ 7→ |G(reiθ)| is increasing on [0, π]

and decreasing on [π, 2π], as both |1 − reiθ| and
∣∣∣1− q

q−1
reiθ
∣∣∣ are increasing and decreasing

as well (note that q
q−1

> 0). The saddle-point method consists first in setting r = |ζ| where ζ

satisfies the saddle-point equation, here ζ G′(ζ)
G(ζ)

= A. This gives a quadratic equation with only
one real negative solution, which is ζ = ζ0 +O(k−1) where

ζ0 =
(q − 1)x+ qy −

√
(1− q)x2 + qy2 − q(1− q)

q(x+ y + 1)
.

From now on r = |ζ|, so that the integral goes through the saddle-point. By the previous remark
on |G(reiθ)|, the part of the integral around π of a sufficiently large interval (that may still go to
0 as k → ∞) exponentially dominates the rest. We choose an interval of half-length ηk = k−2/5

and we split the integral into a centre part and a tail part:∫ 2π

0

G(reiθ)e−iAθdθ =

∫
|θ−π|<ηk

G(reiθ)e−iAθdθ +

∫
ηk⩽|θ−π|<π

G(reiθ)e−iAθdθ.
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In the centre part, we can write G(reiθ)e−iAθ = exp(g(θ)) where

g(θ) = B log
(
1− reiθ

)
+ (k − 2−B) log

(
1− q

q − 1
reiθ
)
− iAθ

using the principal value of the complex logarithm. The saddle-point equation gives g′(π) = 0.
As all derivatives of g are of order O(k) with uniform constants on a neighbourhood of π, we
have the Taylor expansion

g(θ) = g(π) +
(θ − π)2

2
g′′(π) +O(kη3k),

with Re(g′′(π)) < 0. The fact that kη3k → 0 ensures that this holds uniformly on the centre part.
On the other hand, in the tails part, the modulus |G(reiθ)| is smaller than that at π ± ηk, which
is of order exp [Re(g(π))−O(kη2k)], where the constant in the O is positive and uniform in k;
the fact that kη2k → ∞ ensures that the centre part exponentially dominates the tail part; it also
ensures that the centre part can be completed to a complete gaussian integral.

The setup of the saddle-point method is complete, see [FS09, Section VIII], and it gives

Cq(A,B, k − 2) = ± |ζ|−A√
2π|g′′(π)|

exp [Re(g(π))] (1 + o(1)) . (6.4)

Recall thatA, g′′(π) and g(π) are all of order k. A similar formula holds forCq(B,A, k − 2),
therefore combining (6.4) and (6.3) yields the asymptotic announced in the theorem for
ρ(xk, yk, k), with continuous functions cq, ξq. To get the last claim, it suffices to show
that ξq(0, 0) > 0. For x = y = 0 that is A = B = k−2

2
, explicit computations give succes-

sively

ζ = ζ0 +O(k−1) = −
√

q − 1

q
+O(k−1),

Re(g(π)) =
k

2
log

(
2 +

√
q − 1

q
+

√
q

q − 1

)
+O(1),

ξq(0, 0) = − log |ζ0|+
2

k
Re(g(π)) + log(q − 1) +O(k−1)

= 2 log
(√

q +
√

q − 1
)
+O(k−1) > 0.

Remark 6.2. The case q ∈ (0, 1) exhibits a phenomenon commonly known as a limit shape.
The decay of ρ(xk, yk, k) to zero is either of order k−1 inside the arctic ellipse x2

1−q
+ y2

q
= 1, or

exponential outside the ellipse. By contrast, for q ∈ (−∞, 0)∪(1,∞), the derivative ρ(xk, yk, k)
always has an exponential behaviour, and the rate ξq(x, y), which can bee seen as a Lyapunov
exponent for the dynamics, is positive on some neighbourhood of (0, 0) (and for some values of q,
it seems, for all possible x, y). This is indicative of a chaotic behaviour of the dSKP recurrence.
Proposition 6.1, although restricted to very special initial conditions, gives quantitative estimates
for such a chaotic behaviour.
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Remark 6.3. In the case of the other special solution of Example 2.4, x(i, j, k) = aibjckd,
relation (6.2) is satisfied for the following logarithmic derivative:

ρ̃(i, j, k) :=
a0,0

x(i, j, k)

∂x(i, j, k)

∂a0,0
,

with q = a(c−b)(bc−1)
c(a−b)(ab−1)

. The rest of the proof is unchanged, so Proposition 6.1 applies to ρ̃(i, j, k),
governed by that value of q. Of course, using the asymptotics of ρ̃(i, j, k) and the explicit value
of x(i, j, k), one also gets the asymptotics of ρ(i, j, k) in that case. On the other hand, for other
recurrences where there is a probabilistic interpretation such as dKP, ρ̃ is a commonly considered
observable that carries a statistical meaning sufficient to describe the existence of a limit shape
with high probability; see again [DFSG14].

7. The other consistent equations of octahedron type

In [ABS12], Adler, Bobenko and Suris introduce the notion of multidimensional consistency for
system of equations on the root lattice Q(A3), see Remark 2.1. They show that up to a set of
transformations called admissible, any such system can be transformed into a system belonging
to a finite list {χ1, χ2, χ3, χ4, χ5}. By changing variables into the lattice L using Remark 2.1,
χ1 corresponds to the dKP recurrence (Definition 2.5), and χ2 to the dSKP recurrence (Defini-
tion 2.2). We now turn our attention to the last three systems. Translated into L, they give the
following definitions:

Definition 7.1. A function x : L → Ĉ satisfies the χ3, resp. χ4, χ5 recurrence if

χ3 : (xe3 − x−e2)x−e1 + (x−e2 − xe1)x−e3 + (xe1 − xe3)xe2 = 0,

resp. χ4 :
xe3 − x−e2

x−e1

+
x−e2 − xe1

x−e3

+
xe1 − xe3

xe2

= 0,

resp. χ5 :
xe3 − xe1

xe2

= x−e2

(
1

x−e3

− 1

x−e1

)
,

holds evaluated at any p of Z3 \ L.

For ε > 0 and a rational fraction Q(ε), we denote by lcε Q(ε) the leading coefficient in ε
in the asymptotic development of Q(ε) at ε → 0. Solutions of the χ3, χ4 and χ5 recurrences
can be deduced from that of dSKP by taking successive leading terms in ε limits of the initial
conditions:

Theorem 7.2. Let x : L → Ĉ be a function that satisfies theχ3, resp. χ4, χ5 recurrence. Let h be
a height function, and I,U be defined as in Equations (2.2), (2.3). Let (ai,j) = (x(i, j, h(i, j)))
be the initial data indexed by points of I. For ε, δ, ρ > 0, let

aε,ρi,j = (1 + ρεi−j+kai,j),

aεi,j = εi−j+kai,j,

aε,δi,j = εi−j+kδi+j+kai,j.
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Then for every point p of U ,

χ3 : x(p) = lcρ (lcε Y (Gp, a
ε,ρ)− 1) ,

resp. χ4 : x(p) = lcε Y (Gp, a
ε),

resp. χ5 : x(p) = lcδ
(
lcε Y (Gp, a

ε,δ)
)
,

where Gp is the crosses-and-wrenches graph corresponding to p.

Proof. We use [ABS12, Remark 3]. Changing variables using Remark 2.1, it states that if one
starts with the initial data aεi,j and applies the dSKP recurrence, then the leading coefficient in ε
satisfies the χ4 recurrence. More precisely, it can be checked directly by induction that if x is the
solution of the χ4 recurrence with initial data a, and xε is the solution of the dSKP recurrence
with initial data aε, then for any p = (i, j, k), xε(p) = εi−j+k (x(p) +O(ε2)). Therefore, the
formula for x(p) in the χ4 case is a consequence of Theorem 3.4.

The χ5 and χ3 cases are then limits from the χ4 solution itself. For χ5, it can also be deduced
from [ABS12, Remark 3], where the expression as a δ limit from χ4 is stated; the proof is
identical to the previous one. For χ3, the ρ limit seems to be new. The proof consists in checking
that if x is the solution of the χ3 recurrence with initial data b, and if xρ is the solution of the χ4

recurrence with initial data 1 + ρb, then for any p, xρ(p) = 1 + ρx(p) +O(ρ2).

Aztec diamond size 1 2 3 4

χ2
numerator 6 220 49224 ?
denominator 6 220 49224 ?

χ3
numerator 4 30 680 45188
denominator 2 14 300 19044

χ4
numerator 4 56 2656 ?
denominator 2 14 328 ?

χ5
numerator 3 23 433 19705
denominator 1 3 23 433

Table 7.1: Number of contributing configurations of Aztec diamonds of small size.

In fact, at least in the case where the crosses-and-wrenches graph is the Aztec diamond (as
in Example 3.5), it is relatively easy to describe exactly the combinatorics of configurations that
appear in the leading terms of Theorem 7.2, at least in the χ4 and χ5 cases. We describe these
configurations here. We leave the χ3 case as an open problem, as well as the case of more generic
height functions.

Recall that for the height function h(i, j) = [i + j]2, the solution of the dSKP recurrence at
p = (i, j, k+1) is expressed as Y (Ak, a) for an Aztec diamond of size k. By Equation (3.3) and
Corollary 5.1, this solution may be expressed as

Y (Ak, a) =

( ∏
f∈Fp

af

)
Z(Ak, a

−1, φ)

Z(Ak, a, φ)
=

∑
(T,F)∈F sign(T,F)

∏
e⃗∈T afe⃗∑

(T,F)∈F sign(T,F)
∏

e⃗∈F afe⃗
,



54 Niklas Christoph Affolter, Béatrice de Tilière, and Paul Melotti

0 2 2 4-2 -2 0

0 2 2-4 -2 -2 0

-2 0 0 2-4 -4 -2

-2 0 0-6 -4 -4 -2

2 4 4-2 0 0 2

4 6 60 2 2 4

2 4 4 60 0 2

0 2 2 4-2 -2 0

2 4 4-2 0 0 2

2 4 4 60 0 2

4 6 60 2 2 4

0 2 2-4 -2 -2 0

-2 0 0-6 -4 -4 -2

-2 0 0 2-4 -4 -2

0 2 2 4-2 -2 0

0 2 2-4 -2 -2 0

-2 0 0 2-4 -4 -2

-2 0 0-6 -4 -4 -2

2 4 4-2 0 0 2

4 6 60 2 2 4

2 4 4 60 0 2

0 2 2 4-2 -2 0

2 4 4-2 0 0 2

2 4 4 60 0 2

4 6 60 2 2 4

0 2 2-4 -2 -2 0

-2 0 0-6 -4 -4 -2

-2 0 0 2-4 -4 -2

no no

no no

Figure 7.1: Example configurations contributing to the solutions of the χ4 and χ5 recurrence,
for the initial data of Example 3.5. Top left: the numbers indicate the exponent of ε in aεi,j; a
tree/forest configuration on G• is shown, with the forest shown in red and oriented, and vertices
br, b̃ thought of as being “at infinity”; this configuration minimizes the ε exponent, so it con-
tributes to the denominator of the χ4 solution. Top right: the exponent of δ in aε,δi,j ; the tree/forest
configuration on G◦ minimizes the δ exponent, and corresponds to the top left configuration via
the bijection; hence it also contributes to the denominator for χ5. Bottom: similarly, a configu-
ration shown either on G◦ or on G•, such that the forest maximizes the ε and δ exponents, hence
contributing to the numerator of both χ4 and χ5.

where the sums are over pairs of complementary trees/forests on G•, with a one-to-one corre-
spondence between configurations and monomials. To identify the terms that contribute in the
χ4 case, let us apply the previous equation at aεi,j = εi−j+kai,j , and look for the terms that min-
imize the ε exponent. We do this first in the denominator, so we are looking for configurations
(T,F) such that the ε exponent of variables in F is minimal. Recall that in the forest F, every
black vertex has one outgoing edge. Looking at the exponents of ε around a black vertex in
Figure 7.1, top left, this exponent is minimal if the forest never has an edge oriented towards the
South-East. We claim that there exist such configurations, an example is displayed in Figure 7.1,
top left. Thus, the previous constraint completely characterize those configurations that appear
in the denominator of the solution of the χ4 recurrence.

For the numerator, we have to minimize the ε exponent in T instead, so have to maximize it
in F. Consider the graph G◦ analogous to G• for white vertices. There is a bijection between
pairs of complementary trees/forests on G• and those on G◦, obtained by replacing every black
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diagonal in F into the corresponding white diagonal. Therefore, we may consider configurations
on G◦. On that graph, the same argument shows that the ε exponent in F is maximal when there
is no edge oriented towards the North-West. An example is shown in Figure 7.1, bottom left.

For the χ5 case, we now have to minimize both the ε exponent and the δ exponent. Similar
considerations show that contributing configurations for the denominator are those for which
in G•, F has no South-East going edge (to minimize the ε exponent as before), and for the cor-
responding forest on G◦, the forest has no North-East going edge (to minimize the δ exponent).
The previous example satisfies both these constraints, see Figure 7.1, top right. In the numerator,
the contributing configurations are such that in the forest on G◦ there is no North-West going
edge, and in the corresponding forest on G• there is no South-West going edge, see Figure 7.1,
bottom right.

As for the χ3 case, note that we would have to consider the configurations coming from χ4

and write their weight in variables 1 + ρai,j,k, in order to expand each weight and find the lead-
ing coefficient in ρ. Computing these by hand for small values of k, it turns out that both in
the numerator and denominator, the coefficient in ρ0 vanishes. We were not able to find a sim-
ple combinatorial identification for the coefficients in ρ1 (which a priori may come from the
expansion of several of the χ4 configurations).

The number of contributing configurations for the first Aztec diamond sizes (i.e. the number
of monomials in the corresponding solution of the χi recurrences) that we were able to compute
are given in Table 7.1. For χ5, it seems that there are as many monomials in the numerator forAk

as in the denominator for Ak+1, but we do not see a simple explanation for this pattern, and we
do not know if it continues.
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56 Niklas Christoph Affolter, Béatrice de Tilière, and Paul Melotti

[Aff21] Niklas C. Affolter. Miquel dynamics, Clifford lattices and the Dimer model. Letters
in Mathematical Physics, 111:1–23, 2021. doi:10.1007/s11005-021-01406-0.

[BBC+17] Cédric Boutillier, Jérémie Bouttier, Guillaume Chapuy, Sylvie Corteel, and Sanjay
Ramassamy. Dimers on rail yard graphs. Annales de l’Institut Henri Poincaré D,
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