
UC Riverside
UC Riverside Previously Published Works

Title
Modeling the α- and β-resorcinol phase boundary via combination of density functional 
theory and density functional tight-binding

Permalink
https://escholarship.org/uc/item/2k32m14b

Journal
The Journal of Chemical Physics, 154(13)

ISSN
0021-9606

Authors
Cook, Cameron
McKinley, Jessica L
Beran, Gregory JO

Publication Date
2021-04-07

DOI
10.1063/5.0044385
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/2k32m14b
https://escholarship.org
http://www.cdlib.org/


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

Modeling the α- and β-resorcinol phase boundary
via combination of density functional theory
and density functional tight-binding

Cite as: J. Chem. Phys. 154, 134109 (2021); doi: 10.1063/5.0044385
Submitted: 15 January 2021 • Accepted: 10 March 2021 •
Published Online: 2 April 2021

Cameron Cook, Jessica L. McKinley, and Gregory J. O. Berana)

AFFILIATIONS
Department of Chemistry, University of California, Riverside, California 92521, USA

Note: This paper is part of the JCP Special Topic on Computational Materials Discovery.
a)Author to whom correspondence should be addressed: gregory.beran@ucr.edu. Telephone: +1 951 827-7869

ABSTRACT
The ability to predict not only what organic crystal structures might occur but also the thermodynamic conditions under which they are the
most stable would be extremely useful for discovering and designing new organic materials. The present study takes a step in that direction by
predicting the temperature- and pressure-dependent phase boundary between the α and β polymorphs of resorcinol using density functional
theory (DFT) and the quasi-harmonic approximation. To circumvent the major computational bottleneck associated with computing a well-
converged phonon density of states via the supercell approach, a recently developed approximation is employed, which combines a supercell
phonon density of states from dispersion-corrected third-order density functional tight binding [DFTB3-D3(BJ)] with frequency corrections
derived from a smaller B86bPBE-XDM functional DFT phonon calculation on the crystallographic unit cell. This mixed DFT/DFTB quasi-
harmonic approach predicts the lattice constants and unit cell volumes to within 1%–2% at lower pressures. It predicts the thermodynamic
phase boundary in almost perfect agreement with the experiment, although this excellent agreement does reflect fortuitous cancellation of
errors between the enthalpy and entropy of transition.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0044385., s

I. INTRODUCTION

Organic molecular crystal structure prediction (CSP) has pro-
gressed dramatically in recent years, including many successful
“blind” predictions.1–8 CSP is increasingly being employed to under-
stand pharmaceutical solid form landscapes,9–17 for example. While
polymorph stability rankings of experimentally known structures
are often predicted with reasonable accuracy, one of the long-
standing challenges of CSP lies in understanding why crystal energy
landscapes frequently include far more putative structures than have
been observed experimentally.18 In some cases, McCrone’s remark19

that the number of crystal structures known for a compound is pro-
portional to the time and money spent searching for them seems to
hold true. Nevertheless, the number of predicted structures greatly
exceeds the number of experimentally known ones even for pro-
lific polymorph formers such as ROY (5-methyl-2-[(2-nitrophenyl)-
amino]-3-thiophenecarbonitrile),20,21 galunisertib,15 and axitinib.22

One partial explanation for this failure to observe predicted
polymorphs lies in the idea that researchers simply have not yet
provided the correct crystallization conditions for these forms.
Kinetics plays an important role in the phenomenon of poly-
morphism, as exemplified by the recent reports of two new ROY
polymorphs, which were discovered via non-traditional crystalliza-
tion techniques.23,24 Unfavorable kinetics has also been invoked to
explain why the predicted “global minimum” polymorph of galu-
nisertib has not been found experimentally despite years of effort,15

although recent work has also argued that the high stability of that
polymorph may be an artifact of density functional theory (DFT).25

In 2018, Price described current-generation crystal structure
prediction approaches that search for the global lattice energy mini-
mum structure as “zeroth-order” CSP.26 The next generation “ther-
modynamic” CSP would rank structures based on the free energy
as a function of temperature and pressure, as well as on the crys-
tal size, solvent, and the presence of heterogeneous templates or
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impurities. The free energy landscape can differ considerably from
the lattice energy one due to factors such as the phonon contribu-
tions or dynamic behaviors that cause multiple lattice energy min-
ima to coalesce27–29 into a single free energy basin. Overall, ther-
modynamic CSP represents a greater challenge to computational
chemistry: moving beyond predicting what polymorphs might form
to predicting the experimental conditions under which they will be
most likely to form. This has been realized already in select cases.
For the drug candidate Dalcetrapib, for example, CSP prediction of
a stable densely packed polymorph led to a subsequent successful
high-pressure crystallization of that form.12

Aiming toward the goal of predicting polymorph stability as
a function of temperature and pressure, the present work focuses
on predicting the structures, thermochemical properties, and ther-
modynamic phase boundary between two polymorphs of resorcinol.
Predicting phase transition temperatures is particularly difficult for
several reasons. Beyond the fundamental challenge of predicting
accurate lattice energies, one must also compute phonon contri-
butions to the free energy. Vibrational contributions also typically
induce thermal expansion of the crystal lattice, and accounting for
how the resulting anharmonicities impact free energies [e.g., via
the quasi-harmonic approximation (QHA)30–32] can be critical to
predicting even qualitatively correct phase boundaries.33 Further
treatments of anharmonicity and/or quantum effects can also be
considered.27,34–44 Uncertainty analysis indicates how the predicted
thermal phase transition temperatures can exhibit strong sensitiv-
ity to small errors.45 In particular, the more parallel the free energy
curves are for different phases, the greater the impact of small errors
on the predicted phase boundary. High-pressure phase boundaries
can be moderately easier to predict, since thermal expansion is
reduced and packing density becomes a major factor in determining
the enthalpy at high pressures.

Despite these challenges, there have been a number of suc-
cessful predictions of phase boundaries in systems such as car-
bon dioxide,46–51 ice,52,53 nitrogen,54–59 methanol,33 benzene,27,34,39,60

and others.35,61 In methanol, for example, fragment-based calcu-
lations at the coupled-cluster singles, doubles, and perturbative
triples [CCSD(T)] level coupled with the quasi-harmonic approx-
imation predicted the phase diagram of the α, β, and γ to within
∼0.5 kJ/mol accuracy over a range of several hundred Kelvins and a
few GPa.33

Unfortunately, that coupled cluster theory prediction of
the methanol phase diagram required a few hundred thousand
central processing unit (CPU) hours33 and applying the same
techniques to pharmaceutical-sized molecules would be infeasi-
ble. Density functional theory is considerably less computationally
demanding, although it can still be expensive due to the high cost of
computing harmonic phonons with DFT. Instead, the current study
utilizes a quasi-harmonic model that combines density functional
theory (DFT) treatment of the lattice energies and a recently devel-
oped approach62 for obtaining the phonon density of states (DOS)
from a mixture of DFT and density functional tight binding (DFTB).
In particular, the high computational cost of the phonon calcula-
tion is exacerbated by the need for large supercells to obtain well-
converged phonon densities of states. The new approach first com-
putes the phonon density of states in a large supercell with DFTB at a
relatively low cost and then shifts the individual phonon bands based
on the difference between DFT and DFTB frequencies in a smaller

crystallographic unit cell. This ensures DFT-quality phonon modes
at the Γ point, while the phonon dispersion is modeled with DFTB.

A number of earlier studies have found dispersion-corrected
DFTB3 models to be useful in molecular crystal applications,63–65

including for embedding models,66 intermediate screening steps in
crystal structure prediction,67,68 and for quasi-harmonic calcula-
tions.69 This evidence suggests that the same DFTB3 models may be
suitable for the present phonon approximation as well. In testing on
a few simple crystals using dispersion-corrected third-order DFTB3-
D3(BJ) and the B86bPBE-XDM density functional,62 the approxi-
mation introduced ∼1 kJ/mol errors or less into the total Gibbs free
energies compared to the DFT ones. Additional error cancellation
occurred in the relative energy differences between different crys-
tal polymorphs. At the same time, the mixed DFT/DFTB approach
reduced the computational effort required for evaluating the phonon
density of states by 1–2 orders of magnitude compared to a more
conventional approach based purely on DFT.

The present study extends that earlier research by combin-
ing this phonon density of states approximation with the quasi-
harmonic approximation and then modeling the crystal structures
and phase transition of the α and β polymorphs of resorcinol at finite
temperatures and pressures. Resorcinol, also known as benzene-1,3-
diol, has been studied for many decades and is used in the synthesis
of resins and pharmaceuticals. Crystalline resorcinol can occur in
several known polymorph phases. The α and β phases adopt the
same Pna21 space group, although they differ in their intramolec-
ular conformations and intermolecular hydrogen bonding patterns
(Fig. 1).70

The α polymorph is the thermodynamically preferred form
under ambient conditions, even though it is less dense than the β
phase (i.e., contrary to the density rule.71). The α phase converts
to the β polymorph upon heating to ∼360–370 K or at room tem-
perature upon compression at ∼0.4–0.5 GPa.70,72,73 The transition
temperature and pressure depend strongly on both the rate of heat-
ing and the rate of pressurization, implying that kinetics plays a
role in the phase transition.72,74–76 The experimental phase observa-
tions used here result from careful measurements, which attempted
to control these kinetic factors through sample equilibration and by
using slower heating and pressurization rates.72,74

FIG. 1. The crystal structures of α and β resorcinol differ in the hydroxyl group
orientations and their intermolecular hydrogen bond networks.
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Three other phases of resorcinol are not considered here.
The disordered γ polymorph and the ordered δ one form at sev-
eral GPa of pressure, although neither crystal structure has been
solved.72,75,76 In 2016, the structure of a new ϵ polymorph was
reported under atmospheric conditions through a combination of
experimental powder x-ray diffraction and crystal structure predic-
tion, and there was even some evidence of another (as yet uncon-
firmed) P21 phase.77 However, this ϵ polymorph is believed to be
metastable relative to the α and β phases at all temperatures, so it is
not considered here either. Section II describes the approximation
used for the phonon density of states and its incorporation into the
quasi-harmonic approximation.

II. THEORY
A. Gibbs free energies

The thermodynamic stability of a crystal at a given temperature
and pressure is governed by the Gibbs free energy,

G(T,P) = Uel + Fvib(T) + PV , (1)

where Uel is the electronic energy, Fvib(T) is the Helmholtz vibra-
tional free energy, and PV represents the pressure–volume contribu-
tion. The electronic energies here will be computed with DFT using
periodic boundary conditions. Within the harmonic approximation,
the Helmholtz vibrational free energy is computed as

Fvib(T) = 3nNakBT ∫
∞

0
ln[2 sinh(

h̵ω
2kBT

)]g(ω)dω, (2)

where n is the number of atoms in the crystallographic unit cell, Na
is Avogadro’s number, h̵ is Planck’s constant, kb is the Boltzmann
constant, T is the temperature, and g(ω) is the phonon DOSs as a
function of frequency ω.78

B. Efficient approximation for the phonon density
of states

Because evaluation of the harmonic phonon DOSs often forms
the major computational bottleneck in computing the free energy,
approximations that reduce the cost of the phonon DOS can be very
helpful. One of the simpler phonon DOS approximations is to eval-
uate only the zone-center (Γ-point) phonons. However, this approx-
imation neglects contributions arising from dispersion of the optical
phonon modes throughout reciprocal space and the non-zero fre-
quencies of the acoustic modes away from the Γ point. Acoustic
modes contribute significantly to the entropy and to the temperature
dependence of the enthalpy. They can be important when predict-
ing thermodynamic phase boundaries, where even small errors in
the free energy can shift the transition temperature by a hundred
degrees Kelvin or more. These contributions away from the Γ point
are generally expected to be most important in smaller unit cells for
which the Γ-point phonon DOS is less-well converged and in cases
where the unit cell shapes differ considerably between polymorphs,
thereby hindering error cancellation in the thermochemical energy
differences.

Phonon contributions away from the Γ point can be captured
by performing a supercell lattice dynamics calculation31,79,80 or using

density functional perturbation theory.81 Unfortunately, the need
for large supercells extending ∼10–15 Å or more in each direction
to converge the phonon density of states38,79,82 makes the super-
cell approach far more expensive than a simple harmonic phonon
calculation on the crystallographic unit cell. To address this com-
putational bottleneck, we recently proposed a strategy62 for approx-
imating the phonon density of states, which reduces the compu-
tational cost by ∼1–2 orders of magnitude while introducing only
small errors into the resulting free energies. This approach first per-
forms the lattice dynamics calculation in a large supercell with den-
sity functional tight binding (DFTB) to capture the optical mode
phonon dispersion. However, individual DFTB phonon bands will
often be shifted considerably in frequency from the DFT values due
to the limitations of the DFTB model, which leads to substantial
errors in the resulting free energies. To improve the DFTB phonon
DOSs, the harmonic phonons are computed at the Γ point using
DFT. This DFT unit cell calculation is typically far less computa-
tionally demanding than a large DFT supercell calculation would be.
Each DFTB normal mode is then assigned to the corresponding DFT
mode based on the overlap of the normal mode eigenvectors, and
an additive shift is applied to the frequencies of each DFTB phonon
band based on the difference between the DFT and DFTB frequen-
cies at the Γ point. The normal mode matching is similar to how
eigenvector overlaps can be used to identify common normal modes
in a crystal structure at multiple different volumes, for example.83

Previous testing in other crystals62 and for resorcinol here suggests
that the mode assignments based on maximal overlaps are generally
straightforward. After reordering the phonon modes based on the
matched pairs, the overlap matrix becomes highly diagonally dom-
inant, and virtually all the diagonal overlap elements between the
DFT and DFTB normal mode eigenvectors exceed 0.5 (also they are
often closer to unity).

This phonon mode matching procedure ensures that the Γ-
point phonon values match DFT, while the phonon dispersion away
from the Γ point is modeled by DFTB. Because this shift is not
applicable to the three acoustic modes (their frequencies are always
zero at the Γ point), the acoustic mode frequencies are computed
from DFT elastic constants using the theory of elasticity.84 Finally,
the phonon density of states is constructed using a kernel density
estimation (KDE) in which a 5 cm−1 wide normal distribution is
placed at the frequencies from each discretely sampled k-point. This
KDE approach improves the convergence of thermal properties with
respect to reciprocal space sampling.84 In small-molecule crystal
benchmarks, this phonon DOS approximation approach introduced
errors of ∼1 kJ/mol or less into the total free energies compared to
supercell DFT results. Further error cancellation appears to occur
for the relative free energies between crystal forms (see Ref. 62 for
further details).

To help visualize this approximation, Fig. 2 plots a sample
phonon DOS for α-resorcinol before and after applying the fre-
quency shift. These phonon densities of states use the DFTB3-
D3(BJ) model and the generalized gradient approximation (GGA)
functional B86bPBE-XDM that will be described in Sec. III. As seen
here, the correction shifts the phonon modes considerably. The most
substantial changes occur in the intramolecular stretching region
above ∼1000 cm−1. Some of the C–H stretching modes shift by hun-
dreds of cm−1. However, there are also many less visible changes
in the density distribution in the lower-frequency region. Over-
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FIG. 2. Comparison of the DFTB3-D3(BJ) phonon density of states for α resorcinol
before and after applying the B86bPBE-XDM DFT Γ-point frequency shift.

all, the average magnitude of the frequency shift is 78 cm−1, and
these changes impact the thermochemistry considerably. The zero-
point enthalpy increases by 2.4 kJ/mol per molecule, although the
shift in the thermal enthalpic contributions exhibits the opposite
sign, and the total enthalpy shift at 300 K is only 0.9 kJ/mol. The
impact on the entropies is even larger. The frequency shift reduces
the entropy by 17.1 J/(mol K) at room temperature, which reduces
the entropic contribution TS to the free energy by 5.1 kJ/mol. The
final free energy is shifted by 6.1 kJ/mol. Similar magnitude shifts
occur for the β polymorph as well, leading to partial cancellation of
these corrections in the relative polymorph energy difference. Nev-
ertheless, these results highlight the significant impact of applying
the Γ-point shift to the DFTB phonons. Finally, we note that this
phonon DOS approximation is not restricted to particular DFTB or
GGA functional models used here; any combination of a computa-
tionally inexpensive model with a more expensive higher-accuracy
model could be used. As will be demonstrated in Sec. IV, the cho-
sen combination works fairly well for resorcinol, but it is possible
that the results could be improved further with alternative model
choices.

C. Quasi-harmonic approximation
Anharmonic contributions can also contribute appreciably to

the predicted thermochemical energies. The QHA represents one
of the simplest approaches for incorporating some anharmonicity
into the harmonic phonon treatment. It typically works fairly well
for molecular crystals up to moderately high temperatures below
the melting point.30,31 The QHA maps how the phonon frequen-
cies and free energies vary with the molar volume of the crystal. In
the implementation here, the electronic energy Uel is first computed
as a function of volume by applying a series of positive and nega-
tive external isotropic pressures to the cell and relaxing the lattice
parameters and atomic positions. This allows the unit cell to relax
anisotropically, softens the one-dimensional potential energy curve

compared to isotropic scaling of the lattice constants, and leads to
improved description of the expansion/contraction.33,85

Next, the phonon density of states and free energies are evalu-
ated at the equilibrium geometry and at several expanded and con-
tracted volumes from the Uel(V) curve. Each explicit phonon DOS
evaluation was performed using the mixed DFT/DFTB approach
described in Sec. II B, and care was taken to ensure that the phonon
DOS calculations were performed across the range of volumes asso-
ciated with the temperatures and pressures of interest. After com-
puting Fvib(T) for each sampled structure at a chosen temperature,
the Fvib values as a function of volume were fitted to a second-
order polynomial. This Fvib fitting procedure appears to work well
[see Fig. 3(b) and Refs. 33 and 86–88], although one could alter-
natively fit the individual phonon frequencies as a function of vol-
ume.69 Summing Uel(V), Fvib(V), and PV for the given temperature
and pressure produces G(V). This free energy is fitted to a double-
Murnaghan equation of state in which the compression and expan-
sion branches are fitted separately to the Murnaghan equation of
state,89

G(V) = G0 +
B0V
B′0

⎡
⎢
⎢
⎢
⎢
⎣

(V0/V)B
′
0

B′0 − 1
+ 1
⎤
⎥
⎥
⎥
⎥
⎦

−
B0V0

B′0 − 1
, (3)

and the two halves connect smoothly at the equilibrium volume V0.
From the fit, one obtains the optimal molar volume V0, free energy
at that volume G0, the bulk modulus B0, and the first derivative of the
bulk modulus with respect to pressure, B′0. The double-Murnaghan
form was chosen based on a prior study of crystalline methanol,
which found the ab initio free energy data reproduced more accu-
rately than several other common functional forms.85 Figure 3 plots
sample the electronic energy, Helmholtz vibrational free energy,
and combined Gibbs free energies vs volume for the two resorcinol
polymorphs at room temperature and ambient pressure.

The computational bottleneck lies in computing the electronic
energy curve and phonons. The subsequent steps described here
to determine the optimal structure at a particular temperature and
pressure require minimal computational cost, which allows one to
map out G(T, P) readily. Lattice parameters and atomic coordinates
for the current volume are interpolated from the values explicitly
obtained in the geometry optimizations used to generate Uel(V).

The specific form of the quasi-harmonic approximation used
here does make some approximations. The thermal expansion
is mapped onto a one-dimensional quasi-anisotropic dependence
on the volume. Moreover, the atomic positions at each given
volume/pressure are optimized based on the electronic lattice
energy, rather than the free energy. As a result, contributions from
zero-point vibrational energy and the anisotropy of the thermal
expansion are only partially captured. Nevertheless, approaches sim-
ilar to the one used here have proved successful in many appli-
cations.8,31–33,38,83,85–88,90–92 Moreover, Abraham and Shirts studied
different quasi-harmonic approximations for predicting thermal
expansion and polymorph free energies in organic molecular crys-
tals, including for the α and β polymorphs of resorcinol. At room
temperature, they found that an approach similar to the one used
here differed from more complete quasi-harmonic approximation
models by no more than 0.5% in lattice parameters and ∼0.1 kJ/mol
in the free energy difference between the two polymorphs. That
will not always be true: they found less faithful performance for
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FIG. 3. The quasi-harmonic treatment of resorcinol combines (a) electronic DFT
energies and (b) Helmholtz vibrational free energies as a function of volume, which
are then summed along with the PV term to obtain (c) the Gibbs free energy.
The predicted structures for the given thermodynamic conditions correspond to
the minima of the G(V) curves. Data shown here for 300 K and 1 atm.

an approximation like the one used here when studying two poly-
morphs of piracetam, however, and further work is needed to ascer-
tain more clearly when more elaborate treatments such as those
found in Refs. 36 and 93 will be required.

III. COMPUTATIONAL METHODS
A. DFT structure optimizations

Experimental crystal structures for α- (RESORA0394) and
β-resorcinol (RESORA0895) under ambient pressure were taken
from the Cambridge Structure Database (CSD). The experimental
α structure was solved at 120 K, while the β-form one was deter-
mined at room temperature. The atomic positions and lattice param-
eters for each structure were fully relaxed to their electronic energy
minima using plane wave DFT. The electronic energy surface Uel
was mapped out over 37 volumes spanning 408–720 Å3 for α and
39 volumes spanning 408–638 Å3 for β through a series of addi-
tional structure relaxations subjected to positive and negative exter-
nal isotropic pressures. Similar equation of state fits could likely have
been obtained with fewer energy-volume data points as well.

These periodic DFT calculations were performed in Quantum
Espresso v6.196 using the B86bPBE density functional97,98 and the
exchange-hole dipole method (XDM) dispersion correction.99 This
functional has performed well in many earlier molecular crystal
studies.6,7,99,100 Core electrons were treated according to the pro-
jector augmented wave (PAW) approach, and PAW potentials for
H, C, and O were produced using A. Dal Corso’s Atomic code
v6.1.101 Optimizations were carried out using a 50 Ry plane wave
energy cutoff. Reciprocal space k-points were placed on a 1 × 1 × 3
Monkhorst–Pack grid102 for α-resorcinol and on a 3 × 1 × 3 grid for
β-resorcinol.

B. Phonon density of states and free energies
DFT and DFTB3-D3(BJ) harmonic vibrational frequencies

were computed using the finite displacement method, as imple-
mented in Phonopy v2.4.2.80 DFT Γ point phonons were evaluated
using the same B86bPBE-XDM density functional, k-point grid, and
plane wave cutoff, as described in the optimization procedure.

To ensure stationarity of the DFTB potential energy, the atomic
positions in the unit cells were subsequently optimized with DFTB3-
D3(BJ) prior to supercell expansion using the DFTB+ software,
version 19.1.103,104 The DFTB3-D3(BJ) calculations employed the
3ob-3-1 Slater–Koster parameterization,105 which has shown good
performance for organic species,106 and Grimme’s D3 dispersion
correction.107 All other DFTB job parameters employ the default
values recommended in the DFTB+ documentation. The optimized
DFTB structures were expanded to 3 × 3 × 4 supercells for both
structures. For the equilibrium structures, this corresponds to a min-
imum supercell dimension of 31 Å × 28 Å × 22 Å for α and 23 Å
× 38 Å × 21 Å for β, each consisting of 2016 atoms. Similar
results could probably been obtained with smaller supercells, but
these large cells were chosen to ensure good convergence of the
phonon DOS, and they were affordable with DFTB3-D3(BJ). Finally,
the Helmholtz vibrational free energies were computed from the
phonon DOS via numerical integration of Eq. (2). The quasi-
harmonic approximation calculations and phase-diagram predic-
tions were managed via an in-house python script, which is available
on GitHub at https://github.com/cjcook41/Modematching. Inelastic
neutron scattering (INS) spectra were simulated using the OCLI-
MAX program, version 3.0.117,126

For perspective on the computational timings, optimizing the
α polymorph geometry from the experimental structure required
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90 central processing unit (CPU) core hours on an Intel Xeon
E5-2680v3 processor. Computing the Γ-point phonons and the elas-
tic constants for a single structure (56-atom unit cell) required 139
and 446 CPU core hours, respectively. Finally, the DFTB phonon
frequency calculation on the 2016-atom supercell required 8260 core
hours.

IV. RESULTS AND DISCUSSION
A. Assessment of thermal expansion

First, we investigate the quality of the predicted unit cell
volumes for both polymorphs relative to the experiment under
ambient pressure. Table I shows the predicted and experimental
lattice parameters and unit cell volumes at select temperatures for α-
and β-resorcinol. The optimized B86bPBE-XDM lattice parameters
obtained from pure lattice energy minimization (i.e., without
employing the quasi-harmonic approximation) are also included for
comparison with the QHA results.

The QHA thermal expansion of the unit cell proves to be key to
the accurate prediction of the experimental lattice parameters at all
temperatures considered. Predicted cell volumes and lattice param-
eters for α-resorcinol are in excellent agreement with the exper-
iment.94 Inclusion of the zero-point vibrational contribution and
heating to 120 K causes a 2.7% volume expansion in α resorci-
nol. At 120 K, the QHA cell volume is only 0.7% smaller than the
experimental volume, whereas the purely electronic DFT structure
without QHA phonon contributions underestimates the volume by
3.2%. The 120 K QHA lattice constants also exhibit excellent agree-
ment with those determined experimentally, with errors of 0.02 Å
or less.

In β-resorcinol, even at extremely low temperatures (4 K),
QHA expansion leads to a 3.2% increase in volume with respect
to the electronic minimum. This expansion again improves agree-
ment with the experimental volume at 4 K, reducing the error from
2.6% too small without the QHA to only 0.5% too large with the
QHA. This low temperature expansion primarily originates from

TABLE I. Comparison of the predicted and experimental lattice parameters for the
α and β polymorphs of resorcinol. The quasi-harmonic approximation is employed
for the finite-temperature predictions, while the “no QHA” results utilize lattice energy
minimization without any phonon contributions.

Cell volume
Temperature a (Å) b (Å) c (Å) (Å3)

α-resorcinol
B86bBPBE-XDM No QHA 10.37 9.32 5.58 539.91
B86bBPBE-XDM 120 K 10.45 9.40 5.65 554.27
Expt.94 120 K 10.47 9.41 5.67 557.95

β-resorcinol
B86bBPBE-XDM No QHA 7.77 12.51 5.35 520.82
B86bBPBE-XDM 4 K 7.88 12.49 5.46 537.52
Expt.95 4 K 7.81 12.62 5.43 534.69
B86bBPBE-XDM 300 K 8.00 12.47 5.58 556.55
Expt.95 300 K 7.93 12.61 5.51 551.19

the zero-point vibrational energy contributions, as the thermal pop-
ulation of the density of states is quite low. At room temperature,
further expansion in the experimental cell means that the electronic
energy minimum (no QHA) structures are 5.5% too small in vol-
ume, while the QHA treatment overestimates the volume by only
0.8%. In other words, the QHA treatment mildly exaggerates the
expansion that occurs over the 0–300 K temperature range in this
system.

The errors in the individual lattice parameters are somewhat
larger for β-resorcinol than they were for the α polymorph, although
they still exhibit reasonable agreement with the experiment. The a
and c lattice constants are over-estimated by 0.07 Å and 0.03–0.06 Å,
respectively, while b is underpredicted by 0.13–0.14 Å. The oppos-
ing signs of these errors lead to some error cancellation that leads
to the excellent predicted cell volumes. The QHA model does cor-
rectly predict the slight contraction of the b lattice constant with the
increase in the temperature seen in the experiments. This contrac-
tion of b coupled with expansion of a and c also highlights the impor-
tance of allowing anisotropic relaxation of the cell, constructing the
initial E(V) curves used in the QHA.108

Second, Fig. 4 compares the predicted thermal expansion of
both polymorphs relative to experiment at 0.09 GPa.72 The quasi-
harmonic B86bPBE-XDM calculations underestimate the unit cell
volume of α-resorcinol by about 1.5%–2% throughout the tempera-
ture range shown, while the β form volumes are overestimated by
1.2% on average. These errors are reasonably consistent with the
results in Table I, especially when considering that the α polymorph
results are above room temperature here, compared to 120 K in
Table I. This level of agreement between theory and experiment is
also consistent with the errors found for quasi-harmonic modeling
in previous studies.8,32,85,90,92,108–112 The quasi-harmonic model also
reproduces the slope of the volume expansion with the temperature
for both polymorphs fairly well in this temperature range. The oppo-
site signs of the errors between the two phases do mean that the

FIG. 4. Comparison of the experimentally reported unit cell volumes (points) for
α- (red) and β-resorcinol (blue) at 0.09 GPA against those predicted from the
quasi-harmonic B86bPBE-XDM calculations (lines). The vertical lines indicate the
temperature regimes under which pure α, pure β, or a mixture of the two phases
was observed experimentally.
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predicted volume difference between the two phases is only about
half the experimental difference, however.

Next, we investigate the quality of the predicted room-
temperature unit cells as a function of pressure. Figure 5 compares
the predicted volumes for both polymorphs from 0 to 4 GPa against
experimental data from Refs. 72 and 70. The reported volumes from
the two experimental studies are generally in good agreement. The
plot also includes data from previous PBE-TS calculations from
Ref. 73, which did not employ the quasi-harmonic approximation.
For that reason, Fig. 5 shows B86bPBE-XDM data with and without
quasi-harmonic thermal expansion. Without thermal expansion, the
PBE-TS and B86bPBE-XDM volumes are very similar at low pres-
sure for both phases, although PBE-TS predicts volumes that are
consistently ∼5–10 Å3 larger than the B86bPBE-XDM ones. Both
underestimate the experimental unit cell volume considerably below
1 GPa.

Upon applying the quasi-harmonic approximation with
B86bPBE-XDM, the predicted unit cell volume expands by ∼3%–
5% for α and ∼3%–7% for β, leading to much improved agreement
with the experiment at pressures in the ∼0–1 GPa range. As usual,
thermal expansion occurs to a greater extent at lower pressures.
Interestingly, all three computational models predict the resorcinol
crystals to be considerably less compressible at higher pressures than
the experiments, which leads to the cell volumes being considerably
too large by 4 GPa. The reasons behind this discrepancy are unclear,
but the fact that it occurs for all three models suggests that it is not
due either to the specific generalized gradient approximation (GGA)
density functionals used or to the inclusion/exclusion of phonon
contributions. Regardless, the accuracy of the predicted volumes
below 1 GPa is promising for predicting the phase transition in that
regime.

Good agreement between the QHA B86bPBE-XDM model and
the experiment70 is also seen in the pressure dependence of the lat-
tice constants, as shown in Fig. 6. For the α polymorph, the largest
mean absolute error of 1.1% occurs for b, while a and c exhibit errors
of only 0.2% and 0.5%, respectively. For β-resorcinol, the mean

absolute errors are moderately larger at 1.3% for a, 0.9% for b, and
0.6% for c, but these still represent overall good agreement with the
experiment.

B. Phase diagram and thermochemical properties
Having seen that the model reproduces the experimental crystal

structures well at lower pressures, we now investigate the thermody-
namic phase-transition boundary in the 0–1 GPa regime. The exper-
imentally observed phase behaviors depend on sample purity, heat-
ing or pressurization rate, and, in some cases, the thermal history of
the sample.72,76 Early studies at ambient pressure reported the α→ β
phase transition to occur at 344 K113 or 347 K.114 Ebisuzaki et al.74

reported the α to β phase transition at 369 ± 6 K, followed by melting
of the β phase at 382.8 ± 0.1 K. They attributed their higher phase-
transition temperature to improved sample purity. Kichanov et al.72

similarly reported the ambient-pressure α → β phase transition at
363 K by monitoring the proton spin–lattice relaxation time using
free induction decay amplitudes. The phase transition temperature
decreases with the increase in pressure, and by 0.4 GPa, it occurs at
room temperature. Figure 7 plots the experimentally observed phase
behavior from Ref. 72. Over much of the pressure region, the pre-
cise thermodynamic phase boundary is not clear. Rather, the authors
observed a long-lived mixed-state that contained seeds of the β phase
nucleating within the α polymorph. The same mixed phase was also
seen in earlier Raman studies.76

Figure 7 overlays the predicted quasi-harmonic B86bPBE-
XDM thermodynamic phase boundary between the α and β phases
on top of the experimental one. At ambient pressure, the phase tran-
sition is predicted to occur at 368 K, in nearly perfect agreement
with the more recent experimentally reported transition tempera-
tures of 363 K and 369 ± 6 K. At 0.4 GPa, the transition is predicted
to occur at 260 K, in reasonable agreement with the experimental
observation of a room-temperature transition at that pressure. The
predicted slope of the phase-transition boundary with temperature

FIG. 5. Comparison of the predicted (lines) and experimental (points)70,72 volumes of (a) α and (b) β resorcinol as a function of pressure. The quasi-harmonic approximation
(QHA) B86bPBE-XDM predictions at room-temperature is in best agreement with the experiment at a low pressure, while the B86bPBE-XDM and PBE-TS73 models without
quasi-harmonic thermal expansion underestimate the volume at low pressures. All models overestimate the volumes to some extent at higher pressures.
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FIG. 6. Comparison of room-temperature experimental (points)70 and predicted (lines) quasi-harmonic B86bPBE-XDM lattice parameters of (a) α and (b) β resorcinol as a
function of pressure. (a) shows lattice parameters a, b, and c for the α polymorph, while (b) shows them for the β form.

and pressure appears qualitatively consistent with the experimental
observations.

For further insight, sensitivity analysis is performed on the
phase boundary by artificially stabilizing or destabilizing the α phase
relative to the β one by up to 0.5 kJ/mol. The resulting phase

FIG. 7. Comparison of the experimentally observed72 and predicted phase transi-
tion between α- and β-resorcinol. The red solid line corresponds to the predicted
quasi-harmonic B86bPBE-XDM result, while the dotted lines indicate how the
boundary changes if the α polymorph is artificially stabilized or destabilized relative
to the β one.

boundaries are also plotted in Fig. 7. Shifting the polymorph free
energy difference by ±0.5 kJ/mol causes the predicted transition
temperature at zero-pressure to vary by ±80 K or roughly from
∼290–450 K. The same shift alters the pressure-induced phase tran-
sition by±0.3–0.4 GPa at room temperature. In other words, the pre-
dicted phase boundary is very sensitive to small errors in the Gibbs
free energy, as has been noted previously for other systems.33,45 In
this light, the excellent agreement between theory and experiment
here reflects a combination of good model accuracy and fortuitous
error cancellation.

To analyze the thermodynamic behavior more closely, Table II
decomposes the free energy of transition at the phase transition tem-
perature into its enthalpy and entropy components. Compared to
the experiments of Ebisuzaki et al.74 and by Bret-Dibat et al.,115 the
predicted ΔHα→β is overestimated by 1–1.2 kJ/mol, reflecting a spu-
rious stabilization of the α phase relative to the β one. The enthalpy
error is largely compensated by a 2.6–3.0 J/mol K overestimation of
ΔSα→β, which overstabilizes the β form relative to α at finite temper-
atures. Cancellation between these two errors produces the Gibbs
free energy difference that leads to near perfect agreement in the
predicted phase boundary.

The error in ΔHα→β arises from a combination of the elec-
tronic lattice energy and phonon contributions, while the ΔSα→β
error stems primarily from the phonon contributions. As a crude
numerical experiment, we examined how these two thermochemical
quantities change when we shift the entire β-resorcinol phonon DOS
toward higher frequencies. A +25 cm−1 phonon DOS shift decreases
ΔHα→β by about 0.25 kJ/mol, and a 50 cm−1 shift decreases ΔHα→β
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TABLE II. Comparison of the predicted and experimental thermochemical data for the α to β phase transition of resorcinol
under ambient pressure and the predicted/observed phase transition temperature.

ΔHα→β ΔSα→β
Method Source (kJ/mol) [J/(mol K)] Temperature (K)

Expt. Ebisuzaki et al.74 1.370 ± 0.007 3.71 ± 0.05 369 ± 6
Expt. Bret-Dibat et al.115 1.2 ± 0.1 3.3 367 ± 0.4
B86bPBE-XDM This work 2.33 6.26 368
B86bPBE-XDM Γ-point only This work 2.17 5.97 364
PBE-TS, no QHA Druzbicki et al.73 0.97 4.16 373a

aΔHα→β and ΔSα→β were computed at 373 K, independent of the predicted phase-transition temperature.

by only 0.4 kJ/mol. In other words, only a fraction of the enthalpy
error vs experiment likely stems from the phonon contribution;
DFT errors in the lattice energy components are probably responsi-
ble for the larger fraction of the ΔHα→β error. On the other hand,
a ∼25 cm−1 shift would be sufficient to bring ΔSα→β into excel-
lent agreement with the experiment. While the true phonon errors
are surely more nuanced than a simple shift of the entire phonon
DOS employed here, these results do suggest that the discrepancies
between the predicted and observed thermochemical quantities in
Table II can readily be accounted for within the expected errors of
DFT.

Druzbicki et al.73 computed ΔHα→β and ΔSα→β at 373 K using
a variety of density functionals and the harmonic approximation.
While most of the functionals they tested gave larger errors than
those seen here, PBE-TS performed very well, with enthalpies and
entropies of transition of 0.97 kJ/mol and 4.16 J/mol K at 373 K,
despite neglecting thermal expansion. On the other hand, it appears
that despite the better agreement between the enthalpy and entropy
of transition, the error cancellation between the two is less effective:
Although their study did not report the temperature dependence of
ΔHα→β and ΔSα→β, using the reported 373 K values would indi-
cate a phase transition around 235 K, which is about 130 K below

the experimental transition temperature. Furthermore, these PBE-
TS thermochemical results were obtained for structures, which did
not account for thermal expansion and therefore underestimate the
molar volumes considerably (Fig. 5).

Next, in order to assess the impact of the phonon DOS approx-
imation used here, we also examined the Gibbs free energies com-
puted from the DFTB3-D3(BJ) phonon density of states (without
applying the DFT Γ-point shift or acoustic mode correction). In
that case, the two phases are incorrectly predicted to be monotrop-
ically related—i.e., α-resorcinol is thermodynamically preferred at
all temperatures and pressures, and there is no α → β phase tran-
sition. As shown in Figs. 8(a) and 8(c), enthalpy favors the α form
throughout this temperature range for both phonon models, and
the difference in ΔHα→β between the two models is less than 0.8
kJ/mol. However, the two models predict completely different rel-
ative entropies. The polymorph entropy difference computed from
the raw DFTB3-D3(BJ) phonon DOS has the wrong sign—it pre-
dicts that the α phase entropy is always greater than the β phase
entropy (or in Fig. 8 that −TΔSα→β is positive). This error pre-
vents the relative Gibbs free energy in Fig. 8(a) from changing sign.
After applying both the DFT-based Γ-point shift and acoustic mode
corrections, however, we see that the relative entropy reverses sign

FIG. 8. Relative enthalpy, entropy (−TΔS), and Gibbs free energy differences for the α→ β phase change (in kJ/mol) using (a) the raw DFTB3-D3(BJ) phonon density of
states, (b) Γ-point DFT phonons, or (c) the phonon density of states obtained after performing the B86bPBE-XDM Γ-point shift and acoustic mode corrections to the DFTB
phonons. The gray points in (b) and (c) indicate the phase transition temperature.

J. Chem. Phys. 154, 134109 (2021); doi: 10.1063/5.0044385 154, 134109-9

Published under license by AIP Publishing

https://scitation.org/journal/jcp


The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

such that the β phase is increasingly favored at higher tempera-
tures. At 368 K, the corrected entropy becomes sufficiently large
to overcome the enthalpy difference between the two phases, and
the β polymorph becomes the stable phase. In other words, entropy
drives the temperature-dependent phase transition, and correcting
the DFTB3-D3(BJ) phonon DOS with the DFT Γ-point shift is essen-
tial to obtaining the proper enantiotropic relationship between the
two phases.

For completeness, we also examine the performance of
B86bPBE-XDM employing only Γ-point phonons, omitting the
DFTB phonon dispersion contribution. At room temperature, the
total Gibbs’ free energy of each phase is ∼3.5–3.75 kJ/mol smaller in
magnitude without phonon dispersion. Because phonon dispersion
is most pronounced in the low-frequency and acoustic modes, the
majority of this difference stems from the decreased entropy in the
Γ-point-only model. Nevertheless, much of this difference cancels
when computing the thermochemical energy differences between
the two polymorphs. As shown in Figs. 8(b) and 8(c), the enthalpy,
entropy, and free energy changes differ only by a few tenths of a
kJ/mol or less. Moreover, as shown in Table II, the predicted ΔHα→β

and ΔSα→β values agree marginally better with the experiment, but
the predicted phase transition temperature under ambient pres-
sure is nearly identical (364 K vs 368 K with phonon dispersion).
The strong similarity between the models with and without phonon
dispersion here likely reflects the similarity of the crystal packing
between the two forms.

For further evidence of the fortuitous nature of the agreement
in the thermochemical properties, Fig. 9 compares the simulated
inelastic neutron scattering (INS) spectra against the experimen-
tal ones from Ref. 73 for the three different phonon DOS mod-
els: raw DFTB, DFT Γ-point, and the mixed DFT/DFTB approach.
For the ∼50–300 cm−1 region where phonon dispersion is generally
more appreciable, the combined DFT/DFTB phonon DOS model
gives improved agreement with the experimental spectra com-
pared to the DFT Γ-point phonon modes only. It does appear that
the DFT/DFTB phonon DOS model underestimates the acoustic
mode frequencies moderately, leading to an erroneous peak below
∼50 cm−1. The Γ-point DFT model nominally appears more faithful
to the experiment in the sub-50 cm−1 region by virtue of neglect-
ing the acoustic mode contributions entirely. In the high-frequency

FIG. 9. Inelastic neutron scattering spectra for (a) α resorcinol in the low-frequency region, (b) α resorcinol in the high-frequency region, (c) β resorcinol in the low-frequency
region, and (d) β resorcinol in the high-frequency region. The experimental spectra at 35 K are compared against the quasi-harmonic ones using the raw DFTB phonon DOS,
the Γ-point DFT phonon spectra, and the combined DFT/DFTB phonon DOS.73.
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TABLE III. Comparison between experimental and predicted sublimation enthalpies
at 298 K.

Method Source ΔHsub (kJ/mol)

Expt. Verevkin and Kozlova121 95.6 ± 0.6
Expt. Gonçalves et al.123 99.7 ± 0.4
B86bPBE-XDM This work 102.7

region above 300 cm−1, the differences between the DFT Γ-point
and DFT/DFTB models are smaller. In contrast to the DFT/DFTB
or DFT Γ-point spectra, the INS spectrum simulated from the raw
DFTB phonon DOS exhibits poor agreement with the experiment,
further demonstrating the need for correcting the DFTB phonon
frequencies as is done here.

Finally, we compare the predicted and experimental enthalpies
of sublimation for α-resorcinol. Many experimental values for the α-
resorcinol sublimation enthalpy have been reported.117–120,122,121,123

Table III lists the averaged 298 K value of 95.6 ± 0.6 kJ/mol obtained
by critical analysis of several studies121 along with the more recent
measurement by Gonçalves et al. of 99.7 ± 0.4 kJ/mol.123 The the-
oretical sublimation enthalpy was computed for using the stan-
dard ideal gas, rigid rotor, and harmonic oscillator partition func-
tion expressions for the gas-phase species (see Ref. 110 for details).
The room-temperature prediction of 102.7 kJ/mol overestimates the
experimental values by 3–7 kJ/mol, depending on which experi-
mental value is used. This error is consistent with earlier quasi-
harmonic ΔHsub benchmarks in small-molecule crystals86 and DFT
lattice energy benchmarks.61,82,108 On the other hand, this error is
several times larger than the error in ΔHα→β in Table II, highlight-
ing once again the importance of error cancellation in predicting the
phase boundaries correctly. Errors in describing the intermolecular
interactions in the crystalline phase are fully exposed when com-
puting the lattice energy or sublimation enthalpy, but they cancel
somewhat when examining energy differences between polymorphs.

V. CONCLUSIONS
Predicting phase boundaries between crystal polymorphs rep-

resents one of the challenging problems in modeling the organic
solid state due to the extreme sensitivity of the results to small errors
in the models. This challenge is compounded by the computational
expense associated with computing accurate electronic energies and
well-converged phonon densities of state over a range of tempera-
tures and pressures in order to obtain the Gibbs free energies. The
present work shows how DFT and DFTB can be combined in a
quasi-harmonic model that accurately describes the crystal struc-
tures, thermochemistry, and phase boundaries for the α and β phases
of resorcinol. The key approximation here lies in using DFT Γ-point
phonon frequencies to shift the DFTB phonon density of states.
Overall, the model reproduces experimental crystal structures to
within 1%–2% or better, especially at lower pressures. It predicts
the α→ β phase transition boundary to within a few degrees Kelvin.
However, the phase transition temperature is shown to be very sen-
sitive to small changes in the relative free energy. The level of quan-
titative agreement in the transition temperature reflects fortuitous

error cancellation between the enthalpy and entropy, both of which
are overestimated by the model relative to the experiment.

The mixture of DFT and DFTB used to compute the phonon
density of states here reduces the computational costs associated
by orders of magnitude,62 making it much more feasible to model
the finite-temperature thermochemistry of chemically interesting
organic crystals without consuming exorbitant amounts of com-
puter resources. At the same time, DFTB3-D3(BJ) alone proved
inadequate, and the DFT-derived correction to the DFTB phonon
density of states was essential in capturing the correct phase behav-
ior in resorcinol. Therefore, the combined DFT/DFTB approach
appears to provide a good balance between the computational cost
and accuracy. In this particular case, Γ-point DFT phonons perform
about the same as the mixed approach, although one would expect
greater differences in polymorphs where the crystal packing exhibits
greater differences in conformation and/or intermolecular packing.

In the future, it will be interesting to apply these same model-
ing procedures to crystals of more complex species, such as small-
molecule pharmaceuticals. The resorcinol polymorphs here involve
both hydrogen bonding and significant van der Waals dispersion
interactions through the π system. In that regard, this system is rea-
sonably representative of many rigid-molecule organic crystals. On
the other hand, the similar crystal packings between the two poly-
morphs studied here may facilitate error cancellation to a greater
extent compared to other polymorphic systems. This system also
lacks the greater conformational flexibility of many larger molecules
and pharmaceuticals that might complicate quasi-harmonic treat-
ments (although some recent research has suggested that limitations
of the quasi-harmonic approximation may not be well-correlated
with conformational flexibility37).

To improve the accuracy of these approaches, it may be use-
ful to improve the quality of the DFT electronic energies via the
use of hybrid or other higher-quality density functionals,8 inclu-
sion of conformational energy corrections when needed,25 or per-
haps even employing post-DFT treatments where feasible.86,124 For-
tunately, the Γ-point “reference” frequencies used in the matching
procedure are not restricted to DFT-GGA. This provides a particular
advantage over the density functional perturbation treatment, where
the implementation of hybrid density functionals is less straightfor-
ward.125 Incorporation of additional phonon mode anharmonicity38

might also help improve the predicted thermochemistry, especially
for molecules with greater intramolecular conformational flexibility.
Regardless of the specific modeling choices made, one should take
care to understand how uncertainties in the computational models
manifest in the final predictions and remain cognizant of the role of
error cancellation in making useful thermochemical predictions for
the organic solid state.126
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