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Abstract 

Two-dimensional electronic-vibrational (2DEV) spectroscopy is a new coherent 

spectroscopic technique which shows considerable promise for unraveling complex 

molecular dynamics.  In this Discussion we describe an application to the energy 

transfer pathway in the major light harvesting protein, LHCII, providing new data 

on the center line slopes (CLS) of the spectral peaks.  The CLS provides information 

that appears unique to the 2DEV method.  We then outline a general approach to 

calculating 2DEV spectra which is valid for strongly and weakly coupled molecular 

systems.  We conclude with some prospects for the future development of 2DEV 

spectroscopy and its theoretical analysis. 

 

Introduction 

The timescale of individual energy transfer steps in the light harvesting antennas of 

plants, algae, and photosynthetic bacteria has been the subject of speculation and 

a spur to experimentalists and theorists alike for over 70 years.  Once it was realized 



that antenna chlorophylls (Chls) outnumbered the primary charge separation 

centers of Photosystem II by about 300:1, and that the quantum efficiency of 

transfer from the antenna at low light levels could approach 95%, it was apparent 

that individual energy transfer steps must be very fast given the known 

fluorescence lifetime of Chl.  In 1964 Duysens suggested that individual steps might 

take 100 fs1 while Robinson talked of exciton “spreading” as rapidly as 50 fs.2 Such 

timescales were far beyond the experimental methods available in the 1960s but 

once mode locked lasers with few ps duration pulses became available attention 

rapidly turned to photosynthetic energy transport.  Early measurements with low 

repetition rate (10-2
 Hz!) lasers were severely compromised by the very high 

intensities used.  With the advent of high repetition rate dye and Ti:Sapphire lasers 

precise measurements began to be possible notably by Gillbro, Sundstrom, and van 

Grondelle,3 by Holzwarth and coworkers,4 and by Fleming and coworkers.5  By 1989 

Eads et al. were able to roughly measure the Chl b to Chl a transfer timescale in the 

plant LHCII complex using fluorescence upconversion.6  Although there were earlier 

hints that Forster theory based on molecule to molecule hopping was not 

adequate, it was the measurements of B800 to B850 transfer in the bacterial light 

harvesting complex 2 (LH2) protein that provided the stimulus to develop new 

models.  It proved impossible to provide B800 to B850 transfer by simple Forster 

theory and simultaneously and independently, Sumi7 and Scholes and Fleming8 

developed Generalized Forster Theory that takes account of delocalized multi-

chromophore states. 

Photon echo spectroscopies began to be used in the 1990s to study photosynthetic 

energy transfer and theoretical methods based on a modified form of Redfield 

theory were developed.9–11  In 2005 Brixner et al. showed two-dimensional 

electronic spectra (2DES) of the bacterial FMO light harvesting complex.12  There 

were hints of oscillatory behavior in the initial data but it was the 2007 paper by 

Engel et al. that clearly showed long-lived oscillations or beats.13  This was followed 

by observations of long-lived oscillations in an alga by Scholes and coworkers14 and 

temperature dependent 2DES studies of FMO by Engel and coworkers.15  Engel et 

al. initially interpreted the oscillations as arising from electronic coherences 

between excitonic states.13  This led to a huge surge in theoretical interest and 

continuing discussion of the oscillatory features as being electronic, vibronic, or 

vibrational in origin.  Two important contributions were the development of the 



Hierarchy Equations of Motion approach for formally exact calculation of energy 

transfer,16 and the insightful contribution of Jonas and coworkers who showed that 

the longest lived oscillations were very likely from vibrational wavepackets on the 

ground electronic state.17 Debate continues on the relative importance of vibronic 

contributions to the overall rate of transfer, compared to that from purely 

electronic interactions.  A salutary point was made by Fujihashi et al. who showed 

that while oscillatory signals may be prominent in 2DES, they may have little impact 

on the rates of population transfer.18 

Considering which experimental approach might be most suited to unravelling the 

role of vibrations in ultrafast energy transfer led us to develop a new form of 2D 

spectroscopy – two-dimensional electronic-vibrational (2DEV) spectroscopy.19  In 

2DEV spectroscopy two UV-vis pulses interact with the system of interest, followed 

by an IR pulse and finally the signal IR pulse is emitted by the system.  Figure 1 

shows a schematic of the relationship of 2D infrared, 2D electronic and 2DEV 

spectroscopies. 



 

2DEV spectroscopy correlates the evolution of the electronic and nuclear degrees 

of freedom, and thus holds promise to provide insight into the complex question 

of the dynamics of mixed electronic-vibrational states in natural photosynthetic 

light harvesting.  For systems with small to moderate electronic coupling 2DEV 

spectroscopy also provides a window into the spatial location of excitation, since 

Chl vibration frequencies are sensitive to binding site, but very little dependent on 

whether the Chl is electronically excited or not.20 In addition to the peak 

frequencies and amplitudes, the evolution of the peak shape in a 2DEV spectrum 

provides a novel picture of the dynamics.21  We characterize the peak shape by a 

Figure 1.  Two-dimensional coherent spectroscopies.  Left:  The positions of 2D infrared 

spectroscopy (lower left), 2D electronic spectroscopy (upper right), and 2D electronic-

vibration (2DEV) spectroscopy (lower right) in a two-dimensional frequency plot.  Right upper:  

The 2D electronic spectrum of the FMO light harvesting complex at waiting time (t2T) of 

zero.12  The diagonal peaks show the exciton absorption bands, the off-diagonal (cross) peaks 

show coupling and, at later waiting times, relaxation pathways.  Right lower:  2DEV spectrum 

of DCM dye at t2=450 fs.21  There are no diagonal peaks.  Excited state (absorptive) peaks are 

colored blue and ground state bleaches red.  The box around the lower excited state peak is 

centered on the position of that peak at t2=0 fs, and shows shifts in both spectral dimensions 

by t2=450 fs. 



single variable, the center line slope (CLS).  In this paper we describe 2DEV 

spectroscopic results for the major light harvesting protein of green plants, LHCII.  

We then describe a new theoretical description of 2DEV spectra applicable to both 

weakly and strongly coupled vibronic systems.  When the electronic and vibrational 

states become mixed, creating vibronic energy levels, the number of pathways 

contributing to the 2DEV signal increases substantially.  By separating the response 

into decoherence and population relaxation contributions we show how to select 

the significant pathways contributing to the signal and simplify the analysis of the 

2DEV spectrum. 

 

LHCII 2DEV spectra and SVD analysis 

The major pigment-protein complex utilized by plants and green algae to 

collect sunlight is called LHCII.  About half the chlorophyll (Chl) on earth is found in 

this protein and the antenna systems of plants consist largely of arrays of LHCII 

surrounding Photosystem II supercomplexes where water splitting occurs.  LHCII is 

generally found in trimeric form with each monomer containing 8 Chl a and 6 Chl 

b. Figure 2 (top panels) shows the 2DEV spectrum of LHCII at 77 K as a function of 

waiting time, t2. 



 

The features in the 2DEV spectra of isolated Chl a and Chl b22 and that of LHCII23 

have been assigned and discussed in previous works, but for clarity we will briefly 

summarize the main conclusions here. These assignments are based on the 

assumption that the vibrations remain local to either monomers or strongly 

coupled dimers or trimers of Chl.  First, we will focus on the excitation bands, which 

are straightforward to assign since the transitions also appear in the linear 

electronic absorption spectrum of LHCII.  The 14800 cm-1 absorption band has been 

assigned to electronic states associated with the Qy transition of Chl a.24,25  

Figure 2.  2DEV spectra of the LHCII light harvesting complex at four waiting times (upper 

panels)23 and singular value decomposition (SVD) into four components (lower panel).  The 

results of fits to the four singular vectors are given in Table I. Adapted with permission from 

J. Phys. Chem. Lett., 7, 4197–4206. Copyright 2016 American Chemical Society. 



However, as will be discussed below, the long-lived shoulder at 1690 cm-1 suggests 

that some long-lived population on Chl b contributes to this band as well.  The 

excitation band at 15300 cm-1 has been assigned to a combination of Chl b 

transitions with additional contributions from higher energy Chl a states, such as 

the Qx transition.24,25  The shoulder above 16000 cm-1 is likely due to the Chl b Qx 

transition and possibly higher energy vibronic excitations.  To assign peaks along 

the detection axis, assignments from previous work on Chl a and Chl b were used 

as references.22  The bleach at 1690 cm-1 in the 15400 cm-1 band was attributed to 

the five-coordinated, rather than six-coordinated, Chl b species as seen in the 

spectrum of isolated Chl b in solution.  The 1690 cm-1 bleach is also present in the 

14800 cm-1 band, but it appears slightly obscured as a shoulder of the 1680 cm-1 

peak.  The 1660 cm-1 and 1680 cm-1 bleaches present in the 14800 cm-1 band are 

likely from the same transition, possibly the GSB of C=O stretch of Chl a, because 

their intensities have the same dynamics.  However, the appearance of two 

bleaches, rather than one, was attributed to overlap with an absorption at 1670 

cm-1.  A peak at 1670 cm-1 is also present in the 15400 cm-1 band.  The origin of the 

1670 cm-1 transition remains unknown, as it does not appear in the spectra of 

isolated Chl a or Chl b.  The bleaches and absorptions at 1555 cm-1 and 1545 cm-1, 

respectively, were assigned to C=C stretches of the Chlorin rings. It should be noted 

that these peaks appear blueshifted relative to the C=C stretches observed in the 

spectra of isolated Chl a and Chl b due to pigment-protein interactions.  The most 

pronounced features along the detection axis are the two broad absorptions 

centered at 1640 cm-1 and 1590 cm-1.  These broad absorptions were assigned to 

excited state absorptions (ESAs) of C=O stretches, where overlap with another 

feature, a ground state bleach in this case, results in the observation of two 

absorption features. The broadness of the C=O ESA is due to the different protein 

environments for the individual sites, therefore, the different dynamics between 

the two bands can provide information on population transfer between these sites 

in LHCII. 

With spectral assignments as a starting point, we can now focus on the peak 

dynamics. The spectrum at a waiting time, t2, of zero represents the distribution of 

population initially created by the laser excitation, i.e. the probe spectrum at a 

specific excitation frequency is given by the vibrational spectrum of the sites that 

are initially populated by the visible excitation at that excitation frequency.  



Therefore, the differences along the detection axis between the band at 15300 cm-

1 and 14800 cm-1 represent the differences between the sites that were excited.  As 

waiting time increases, the two excitation bands become more similar due to the 

relaxation of the excited state population.  A comparison of the spectral evolution 

along the detection axis of the two excitation bands then reflects both the mutual 

and distinct population relaxation pathways of the initial population created by the 

visible pump pulse. At the longest waiting time, t2 = 15 ps, the probe spectrum 

along each excitation band should then be similar to the vibrational spectrum of 

the lowest energy state. At 77 K, this means that the equilibrated population 

resides in the trimer states composed of a610, a611, and a612 (the Chl numbering 

system is taken from Liu et al.26).  Upon comparison of the two excitation bands, in 

combination with the previously discussed spectral assignments, some indication 

of population and energy transfer between the sites in LHCII can be observed. For 

example, the 15400 cm-1 band unambiguously shows the transfer of population 

from Chl b to Chl a. This is because the intensity of the 1690 cm-1 bleach, which as 

a reminder, has been assigned to Chl b, decreases while the intensities at the 1660 

cm-1 and 1680 cm-1 bleaches, both assigned to Chl a, increase.  Inspection of the 

two broad C=O ESAs also reveals population transfer, in this case from the 1640 cm-

1 peak, assigned Chl b, to the 1590 cm-1 peak of Chl a. 

To further study the dynamics, singular value decomposition (SVD) was performed 

on the spectrum.  SVD breaks the spectrum into different spectral surfaces and 

dynamical contributions weighted by the singular values.  SVD analysis gives the 

corresponding four spectral components that are not dominated by noise, shown 

in Figure 3.  The first four singular vectors are shown in the lower panel of Figure 2.  

Table I collects the results of biexponential fits to these curves.  



 

 

Table I. Biexpontial fits to the four singular vectors in Figure 2 

 

Fit to Vi 𝑡 =  A1𝑒
−𝑡/𝜏1 + A2𝑒

−𝑡/𝜏2 + A3 

 A1 𝜏1 (ps) A2 𝜏2 (ps)  

V1 0.07 1.13 0.08 9.97 Overall relaxation of spectrum (Figure 2: blue) 

V2 0.22 0.05 0.09 0.50 
b → a transfer 

a → a’ relaxation 
(Figure 2: red) 

V3 -0.30 0.46 -0.10 2.90 
Equilibration to “bottleneck” 

states 
(Figure 2: green) 

V4 -0.45 0.67 0.39 4.21 
Resolved intermediates along 

the relaxation pathway 
(Figure 2: pink) 

 

 

Figure 3.  SVD spectral components corresponding to the four singular vectors (A-D) in Figure 

2.23  Assignments of a number of the spectral features are shown on the figure while overall 

relaxation pathways are indicated below.  Note the nearly symmetric appearance of the first 

panel, indicating overall relaxation.23  Adapted with permission from J. Phys. Chem. Lett., 7, 

4197–4206. Copyright 2016 American Chemical Society. 



The first component, the spectral surface and corresponding dynamical component 

with the largest singular value, is what best describes the 2DEV spectrum.  The 

second component is then the surface and dynamics that best describes the 2DEV 

spectrum once the first component is removed.  The first spectral surface is very 

similar to the 2DEV spectrum at waiting time of 1 ps.  This indicates that the 

changes in the spectrum as a function of waiting time are minor and the dynamics 

of the first component reflect the overall decay of the spectrum as the population 

returns from excited state to ground state.  The second spectral component, which 

is notably the only component beside the first to have a peak at 1690 cm-1, shows 

the relaxation both from Chl b to Chl a and within Chl a.  In the 15400 cm-1 band, 

the second spectral component has a positive peak at 1690 cm-1 and two negative 

peaks at 1680 and 1660 cm-1.  This solidifies the earlier claim of the observation of 

population transfer from Chl b to Chl a.  Moreover, in the second spectral 

component, the differences in the C=O ESA region, 1570 cm-1 to 1650 cm-1, 

between the two excitation bands reveal the different relaxation pathways for 

these bands.  Starting with the 14800 cm-1 band, the negative peak at 1650 cm-1 

and the positive peak at 1620 cm-1 indicate that the population relaxes directly from 

1650 cm-1 to 1620 cm-1. On the other hand, for the 15300 cm-1 band, the additional 

positive peak at 1640 cm-1 indicates a completely different or an additional 

relaxation pathway.  The dynamics belonging to the second spectral surface, which 

again has been attributed to Chl b to Chl a relaxation, was best fit with an 

biexponential function with time constants of 50 fs and 0.5 ps. The dynamics of the 

third component, which rises then plateaus, suggest that the third spectral surface 

represents the lowest energy state, possibly the Chl a trimer. Finally, the fourth 

component, exhibiting a rise followed by a decay, suggest that the fourth spectral 

surface may be attributed to intermediate species. While it is clear that 2DEV 

spectroscopy can provide remarkable insight into the dynamics of complex systems 

it is also clear that further theory and modeling is needed to fully assign the 

abundance of observed transitions and to unveil the wealth of information 

contained within these experiments.  

LHCII Center Line Slope data and analysis 

Information that may be unique to 2DEV spectra can be obtained via analysis of the 

center line slope (CLS) dynamics of the spectral features. The CLS describes the 

correlation between initial electronic coherence created by the first visible pulse 



and the final vibrational coherence created by the IR probe pulse. The CLS can be 

positive, negative, or zero.  A non-zero center line slope indicates that there is a 

correlation between the initial electronic and final vibrational transitions. For LHCII, 

prior to calculating the CLSs, we did not expect to see any correlations, especially 

long-lived correlations, due to the rapid energy and population transfer in LHCII.  

Instead, we expected that population and energy transfer would scramble and 

ultimately destroy any correlation between electronic and vibrational coherences. 

However, contrary to intuition, CLSs with a rich variety of dynamics were observed, 

as can been seen in Figure 4. 

 

The CLSs for some peaks were not shown for one of two reasons: either the CLS 

dynamics were similar to those of other peaks for which the CLS dynamics were 

already shown or the CLSs were zero throughout the entire waiting time. Some CLSs 

decay monotonically and rapidly, such as the 1670 cm-1 ESA, and some decay 

monotonically and slowly, such as the 1590 cm-1 ESA and the 1680 cm-1 GSB.  The 

CLS of the 1670 cm-1 ESA decays with a time constant of 0.9 ps, therefore the decay 

of the CLS is likely due to the population of Chl b to Chl a destroying the correlation.  

The CLS of the 1590 cm-1 ESA of the 14800 cm-1 band decays very slowly and 

appears to plateau.  Since the spectrum is measured at 77K, the long-lived 

Figure 4.  Center line slopes (CLS) for the peaks indicated in the central panel by colored 

boxes.  Note the wide variation in sign and time dependence of the CLS for different spectral 

features. 



correlation may be due to a static inhomogeneous contribution, because of the 

frozen protein environment. On the other hand, the CLS of the 1590 cm-1 ESA of 

the 15300 cm-1 band is zero for all waiting times.  This could indicate that the static 

contribution to the CLS was lost due to population transfer.  In addition to CLSs that 

decay monotonically, some CLSs exhibit sign changes from negative to positive, 

such as the 1660 cm-1 GSB and the 1635 cm-1 ESA, and some decrease from zero to 

negative values, then decay back to zero, such as the 1690 cm-1 GSB.  While the 

underlying causes of the observed CLS dynamics remain to be detailed, a previous 

2DEV study on triphenylmethane dyes27 argued that a change in the sign of CLS 

could indicate a change in the overall molecular dipole moment due to changes in 

the electronic structure.  The fast initial rise in the CLSs of the 1660 cm-1 GSB and 

the 1635 cm-1 ESA can be fit with time constants of 0.4 ps and 0.2 ps, suggesting 

that the initial rise could be due to large changes in the overall dipole direction due 

to population relaxation from Chl b to Chl a.  Moreover, it is interesting to note that 

even though the 1680 cm-1 GSB and the 1660 cm-1 GSB have identical dynamics in 

terms of peak intensities, these features exhibit quite different CLS dynamics. The 

distinction between the peak intensity and the CLS dynamics could simply be due 

to overlap with the 1670 cm-1 ESA, or more intriguingly, it could indicate that these 

two peaks are from the same exciton, but different sites.   For example, the 1680 

cm-1 and the 1660 cm-1 GSBs come from C=O stretches on different Chls in different 

environments, which result in the CLSs having different signs.  Finally, some CLSs 

appear to have oscillations during the first ps, which could be caused by vibronic 

coherences, which is an area of particular interest in the development of 

theoretical models.  However, to confirm such a claim, more waiting times must be 

sampled. Ultimately, the full interpretation of CLS dynamics is contingent on 

further theoretical development. 

 

Theoretical Modeling of 2DEV Spectra 

To theoretically evaluate nonlinear spectra, we can proceed in two different ways: 

a) calculate the net nonlinear polarization: nonperturbative approaches28–30 are 

generally used to theoretically evaluate polarization, however, this approach offers 

limited insights and requires extensive post-processing31 to extract the 

spectroscopic signal and, b) evaluate the Nonlinear Response Functions (NRFs),32 



relevant to the pulse sequence: NRFs are mathematically expressed in terms of the 

transition dipole moments describing the field-matter interactions at the different 

times of the spectroscopy and offer more readily apparent physical insight, than 

comes from calculating the polarization. Numerical methods, for instance, the 

Liouville Hierarchical Equation of Motion method,33 are employed to evaluate the 

NRFs. However, such numerical methods are computationally expensive and scale 

poorly with the system dimensionality. 

 

To circumvent this problem, we propose a near-analytical theoretical approach to 

evaluate NRFs for 2DEV spectroscopy. The principal approximation we employ to 

achieve analyticity is that non-adiabatic transitions among the system states could 

be treated perturbatively, which implies that the system resides close to its 

adiabatic limit. The principal goal is not to obtain exact results, for which we need 

extensive numerical simulations but to obtain an understanding of how 2DEV 

spectroscopy can help to unravel the mechanism of excitation energy transfer in 

light-harvesting complexes, both spatially and temporally. Analyticity ensures more 

expedient calculations and provides clear insights. The key feature of the near-

analytical approach we introduce for 2DEV spectroscopy is a unitary 

transformation, analogous to the one used for the non-adiabaticity theory in 

chemical dynamics.34 

 

For our initial calculations, we consider a model dimer system, with an IR mode, of 

angular frequency   𝜔 = 𝜔𝐴 = 𝜔𝐵, ℏ = 1 ,  local to each of the monomers 

(monomers labeled as 𝐴 and 𝐵, respectively). We consider the IR modes on 𝐴 and 

𝐵  to be uncoupled. The electronic coupling is given as ⟨𝐴|𝐻|𝐵⟩ = ⟨𝐵|𝐻|𝐴⟩ = 𝐽.  

The site basis, given as |𝑋 𝑣𝜇
𝐴𝑣𝜈

𝐵⟩ , therefore, should reflect information about both 

the electronic and IR modes. Here, 𝑋 ∈ {𝑔, 𝐴, 𝐵}, where 𝑔 labels the electronic 

state where both 𝐴 and 𝐵 are in their respective ground states, 𝐴 labels the state 

where only 𝐴  is electronically excited and 𝐵  labels the state where only B is 

electronically excited. We do not consider the doubly-excited electronic state, 

which is not important in 2DEV spectroscopy. The superscript on 𝑣  in |𝑋 𝑣𝜇
𝐴𝑣𝜈

𝐵⟩ 

denotes that the IR mode is local to 𝐴 or 𝐵, and {𝜇, 𝜈} ∈ {𝑔0, 𝑔1, 𝑒0′, 𝑒1′}. Here, 𝑔 

and 𝑒 denote the ground and first excited electronic states, respectively, for the 



given monomer. 0 and 0′ are the ground vibrational states on the ground and first 

excited electronic states, respectively. Similarly, 1  and 1′  are the first excited 

vibrational states on the ground and first excited electronic states, respectively. For 

simplicity, in the site basis, the electronic wavefunctions are considered to be 

independent of the nuclear wavefunctions, i.e., |𝑋 𝑣𝜇
𝐴𝑣𝜈

𝐵⟩  ≈ |𝑋⟩⨂|𝑣𝜇
𝐴⟩⨂|𝑣𝜈

𝐵⟩. The 

vibrational overlap between the nuclear wavefunctions on the ground and excited 

electronic states, for a given monomer, are expressed in terms of the Huang Rhys 

factors 𝜎:  

⟨𝑣𝑔0
𝐴 |𝑣𝑒0′

𝐴 ⟩ = 𝑒−
𝜎

2; ⟨𝑣𝑔0
𝐴 |𝑣𝑒1′

𝐴 ⟩ ≈ −⟨𝑣𝑒0′
𝐴 |𝑣𝑔1

𝐴 ⟩ = √𝜎𝑒−
𝜎

2; ⟨𝑣𝑔1
𝐴 |𝑣𝑒1′

𝐴 ⟩ =  1 − 𝜎 𝑒−
𝜎

2    

(1) 

Again, the ground and excited electronic states are coupled only radiatively. 

Consequently, for the Ground State Bleaching (GSB) pathway, we work with the 

system Hamiltonian in the ground electronic state manifold, 𝐻𝑠𝑦𝑠,𝑔, formed by the 

basis states, |𝑔 𝑣𝑔0
𝐴 𝑣𝑔0

𝐵 ⟩ , |𝑔 𝑣𝑔1
𝐴 𝑣𝑔0

𝐵 ⟩  and |𝑔 𝑣𝑔0
𝐴 𝑣𝑔1

𝐵 ⟩ , respectively. The ground 

electronic state is considered 𝑡𝑜 be the zero of energy. 

𝐻𝑠𝑦𝑠,𝑔 = (
0 0 0
0  0
0 0 

) 

(2) 

For the Excited State Absorption (ESA) pathway, we work with the system 

Hamiltonian in the excited electronic state manifold, 𝐻𝑠𝑦𝑠,𝑒𝑥, formed by the basis 

states |𝐴 𝑣𝑒0′
𝐴 𝑣𝑔0

𝐵 ⟩ , |𝐴 𝑣𝑒1′
𝐴 𝑣𝑔0

𝐵 ⟩ , |𝐴 𝑣𝑒0′
𝐴 𝑣𝑔1

𝐵 ⟩ ,  |𝐵 𝑣𝑔0
𝐴 𝑣𝑒0′

𝐵 ⟩ , |𝐵 𝑣𝑔0
𝐴 𝑣𝑒1′

𝐵 ⟩ , and  

|𝐵 𝑣𝑔1
𝐴 𝑣𝑒0′

𝐵 ⟩, respectively.  

 

𝐻𝑠𝑦𝑠,𝑒𝑥 = 



 

(3) 

Here, the displaced IR mode in the excited electronic state has a shifted frequency 

𝜔′ . The first excited electronic states of 𝐴  and 𝐵  have energies, 𝐸𝐴  and 𝐸𝐵 , 

respectively. The system interacts with the environment/ bath/ phonons, 

considered to be a collection of harmonic oscillators. Therefore, the total 

Hamiltonian including the system, bath and the system-bath coupling, 

approximated to be linear in the position coordinates of the phonon harmonic 

oscillators, is given as: 

𝐻𝑔/𝑒𝑥 = ∑ 𝐸𝑖 + 𝑄𝑖 |𝑖⟩⟨𝑖|

𝑖

+ ∑ 𝑉𝑖𝑗

𝑖,𝑗,𝑖≠𝑗

|𝑖⟩⟨𝑗| + 𝐻𝑝ℎ , 

(4) 

where 

𝐻𝑝ℎ = ∑(
𝑝𝑖𝑘
2

2𝑚𝑖𝑘
+

1

2
𝑚𝑖𝑘𝜔𝑖𝑘

2 𝑞𝑖𝑘
2 )

𝑖,𝑘

, 

(5) 

where 𝑖 runs over 3 basis states, as discussed above, for 𝐻𝑔 and 6 basis states for 

𝐻𝑒𝑥 . 𝑉𝑖𝑗  describes the off-diagonal coupling between the system states, 𝑘 labels 

the harmonic oscillator. The system-bath coupling is defined as 𝑄𝑖 = ∑ 𝑚𝑖𝑘𝜈𝑖𝑘𝑞𝑖𝑘𝑘 . 

𝑞𝑖𝑘 , 𝑚𝑖𝑘 , 𝜈𝑖𝑘 , 𝜔𝑖𝑘  and 𝑝𝑖𝑘  are the position, mass, coupling strength, angular 

frequency and momentum, respectively, of the 𝑘𝑡ℎ oscillator pertaining to the 𝑖𝑡ℎ 

system state. 𝐻𝑔 is diagonal with respect to its basis and therefore, easy to work 

with. 𝐻𝑒𝑥, on the other hand, when diagonalized, is given as: 

𝐻𝑒𝑥 = ∑𝜀𝑚 𝑸 |𝑚 𝑸 ⟩⟨𝑚 𝑸 | + 

𝑚

𝐻𝑝ℎ , 

 

 
 
 
 

𝐸𝐴 0 0 𝐽𝑒−𝜎 𝐽√𝜎𝑒−𝜎 −𝐽√𝜎𝑒−𝜎

0 𝐸𝐴 + 𝜔′ 0 𝐽√𝜎𝑒−𝜎 𝐽𝜎𝑒−𝜎 𝐽 1 − 𝜎 √𝜎𝑒−𝜎

0 0 𝐸𝐴 + 𝜔 −𝐽√𝜎𝑒−𝜎 𝐽 1 − 𝜎 𝑒− 𝐽𝜎𝑒−𝜎

𝐽𝑒−𝜎 𝐽√𝜎𝑒−𝜎 −𝐽√𝜎𝑒−𝜎 𝐸𝐵 0 0

𝐽√𝜎𝑒−𝜎 𝐽𝜎𝑒−𝜎 𝐽 1 − 𝜎 𝑒− 0 𝐸𝐵 + 𝜔′ 0

−𝐽√𝜎𝑒−𝜎 𝐽 1 − 𝜎 √𝜎𝑒−𝜎 𝐽𝜎𝑒−𝜎 0 0 𝐸𝐵 + 𝜔  

 
 
 
 

 



(6) 

where |𝑚 𝑸 ⟩ denotes the adiabatic basis. The adiabatic basis is tedious due to its 

dependence on 𝑸, the system-bath coupling vector. Also, it does not commute 

with the momenta in 𝐻𝑝ℎ . We, therefore, introduce a unitary transformation, 

𝑈 𝑸 , which transforms from the adiabatic basis |𝑚 𝑸 ⟩ to the stationary 

adiabatic basis |𝑚 𝑸 = 𝟎 ⟩, to be denoted as |𝑚⟩.35–37 

 

The 2DEV spectra can be theoretically evaluated from the relevant response 

functions, using Feynman diagrams. As an example, we will discuss in detail the 

calculation for the ESA rephasing pathway shown in Figure 5, the other pathways 

are evaluated in an analogous fashion. To ease the notation, 𝑔0 will now denote 

the state |𝑔 𝑣𝑔0
𝐴 𝑣𝑔0

𝐵 ⟩ . The 𝑚𝑖  states, where 𝑖  is a positive integer, are used to 

denote the stationary adiabatic basis states.  Despite the different definition, the 

stationary adiabatic basis states have same energies as the eigenstates obtained by 

diagonalizing the system Hamiltonian in the electronic excited state manifold, 

𝐻𝑠𝑦𝑠,𝑒𝑥. The ESA rephasing response function can be written as:  

RESA 𝑡3, 𝑡2, 𝑡1 = −〈𝜇𝑒𝑙 0 𝑣𝑖𝑏
 𝑡1 + 𝑡2 + 𝑡3 𝑣𝑖𝑏

 𝑡1 + 𝑡2 𝑒𝑙
 𝑡1 𝜌 0 〉, 

Figure 5.  Feynman diagram for an excited state rephasing pathway.  Electronic interactions 

with the light are shown as black arrows, infrared interactions as red arrows.  mi denotes a 

vibronic level. 



(7) 

where 𝜌 0 = |𝑔0⟩⟨𝑔0|𝜌𝑝ℎ 0 . 𝜇𝑒𝑙/𝑣𝑖𝑏 𝑡  is the transition dipole operator in the 

Heisenberg picture at time 𝑡 , defined as 𝜇𝑒𝑙/𝑣𝑖𝑏 𝑡 = 𝑒𝑖𝐻𝑒𝑥𝑡 𝜇𝑒𝑙/𝑣𝑖𝑏𝑒
−𝑖𝐻𝑒𝑥𝑡 . 

Therefore, 

RESA 𝑡3, 𝑡2, 𝑡1 

= −𝑇𝑟𝑝ℎ{⟨𝑔0|𝜇𝑒𝑙𝑒
𝑖𝐻𝑒𝑥  𝑡1+𝑡2+𝑡3 

𝑣𝑖𝑏
𝑒−𝑖𝐻𝑒𝑥𝑡3 

𝑣𝑖𝑏
𝑒−𝑖𝐻𝑒𝑥𝑡2 𝜇𝑒𝑙𝑒

−𝑖𝐻𝑒𝑥𝑡1 |𝑔0⟩𝜌𝑝ℎ 0 }. 

(8) 

 

Introducing the unitary transformation and the stationary adiabatic basis,35–37 we 

have 

RESA 𝑡3, 𝑡2, 𝑡1 

= −∑𝜇𝑒𝑙,𝑔0𝑚1
𝜇𝑣𝑖𝑏,𝑚2𝑚3

𝜇𝑣𝑖𝑏,𝑚3𝑚4
𝜇𝑒𝑙,𝑚5𝑔0

{𝑚}

𝑒−𝑖𝐻𝑝ℎ𝑡1 F𝑚1𝑚2𝑚3𝑚4𝑚5
 𝑡3, 𝑡2, 𝑡1 , 

(9) 

where 

F𝑚1𝑚2𝑚3𝑚4𝑚5
 𝑡3, 𝑡2, 𝑡1 

= 𝑇𝑟𝑝ℎ{⟨𝑚1|𝑒
𝑖�̅�𝑒𝑥𝑡1 |𝑚1⟩⟨𝑚1|𝑒

𝑖�̅�𝑒𝑥𝑡2 |𝑚2⟩⟨𝑚2|𝑒
𝑖�̅�𝑒𝑥𝑡3 |𝑚2⟩

× ⟨𝑚3|𝑒
−𝑖�̅�𝑒𝑥𝑡3 |𝑚3⟩⟨𝑚4|𝑒

−𝑖�̅�𝑒𝑥𝑡2 |𝑚5⟩𝜌𝑝ℎ 0 }. 

(10) 

Here, �̅�𝑒𝑥 = �̅�0 + �̅�𝑛𝑎 , where �̅�0 = ∑ 𝜀𝑚 𝑸 |𝑚⟩⟨𝑚| + 𝑚 𝐻𝑝ℎ  and �̅�𝑛𝑎  is the 

perturbative term.35,36 We have approximated above that ⟨𝑔0|𝜇|𝑚𝑖 𝑸 ⟩ ≈

⟨𝑔0|𝜇|𝑚𝑖⟩ . In the 2DEV experiments, 𝑡1 and 𝑡3  are small, so we can neglect 

population relaxation during these times. The dynamics time 𝑡2 could be small or 

large  if it is large compared to phonon relaxation time, population relaxation 

needs to be accounted for. If 𝑡2  is small, we can neglect population relaxation, 

therefore, 𝑚1 = 𝑚2 and 𝑚4 = 𝑚5. We now make the approximation that, since 

decoherence and incoherent population relaxation are largely independent 

processes, we can decouple them at the lowest order. Introducing �̅�0
35,36 and 

working in the interaction picture, we obtain: 



F𝑚1𝑚2𝑚3𝑚4𝑚5
 𝑡3, 𝑡2, 𝑡1 

≈ 𝑇𝑟𝑝ℎ {(�̂�†𝑒
𝑖 ∫ 𝑑𝑡′𝜀𝑚1(𝑸 𝑡′ )

𝑡1
0 ) (�̂�†𝑒

𝑖 ∫ 𝑑𝑡′𝜀𝑚2(𝑸 𝑡′ )
𝑡2
0 ) (�̂�†𝑒

𝑖 ∫ 𝑑𝑡′𝜀𝑚2(𝑸 𝑡′ )
𝑡3
0 )

× (�̂�𝑒
−𝑖 ∫ 𝑑𝑡′𝜀𝑚3(𝑸 𝑡′ )

𝑡3
0 ) (�̂�𝑒

−𝑖 ∫ 𝑑𝑡′𝜀𝑚4(𝑸 𝑡′ )
𝑡2
0 )𝜌𝑝ℎ 0 } 𝑒

𝑖𝐻𝑝ℎ𝑡1 

× 𝑇𝑟𝑝ℎ{⟨𝑚1|U𝐼
† 𝑡2 |𝑚2⟩𝜌𝑝ℎ 0 ⟨𝑚4|U𝐼 𝑡2 |𝑚5⟩}, 

(11) 

where  �̂�†𝑒
𝑖 ∫ 𝑑𝑡′𝜀𝑚𝑖

(𝑸 𝑡′ )
𝑡

0 = 𝑒𝑖𝜀𝑚𝑖
𝑡  (�̂�†𝑒

𝑖 ∫ 𝑑𝑡′∇𝑸𝜀𝑚𝑖
(𝑸 𝑡′ ).𝑸 𝑡′ 

𝑡

0 ), and the phonon 

coupling to the 𝑚𝑖 state in 𝑸 causes decoherence, evaluated almost exactly for an 

Ohmic or Debye spectral density for the environment, while U𝐼 𝑡 = 𝑒𝑖�̅�0𝑡 𝑒−𝑖�̅�𝑒𝑥𝑡, 

and 𝑇𝑟𝑝ℎ{⟨𝑚1|U𝐼
† 𝑡2 |𝑚2⟩𝜌𝑝ℎ 0 ⟨𝑚4|U𝐼 𝑡2 |𝑚5⟩} results in population relaxation 

and is treated perturbatively by a Markovian master equation.35,36.This is justified 

since the system is assumed to stay close to its adiabatic limit and therefore, non-

adiabatic transitions leading to population relaxation among the stationary 

adiabatic states are treated perturbatively. 

 

Results and Discussion 

 

For the ESA rephasing pathway, as seen in Fig. 5, we will have 65possible pathways, 

since 𝑚𝑖 , where 𝑖 ∈  {1,2,3,4,5} , could be any of the 6  states obtained by 

diagonalizing 𝐻𝑠𝑦𝑠.𝑒𝑥. Since we are seeking mechanistic insights into the dynamics, 

it would be valuable to look at each of these individual pathways and the respective 

contributions. However, performing calculations for 65  pathways is tedious and 

despite the near-analyticity that the method promises, time-consuming. We exploit 

the separability of the transformed Hamiltonian into decoherence and population 

relaxation. The population relaxation rates,35,36 which are given as, 

Γ𝑚𝑛 = 2𝜋
1

𝑒𝛽𝜔𝑚𝑛 − 1
∑𝐽𝑗 𝜔𝑚𝑛  ⟨𝑛|𝑗⟩

𝑗

⟨𝑗|𝑚⟩ 2, 

(12) 



and Γ𝑛𝑚 = 𝑒𝛽𝜔𝑚𝑛Γ𝑚𝑛 , where 𝑚,𝑛  label the stationary adiabatic states, 𝑗  labels 

the site state, 𝐽𝑗 𝜔  is the spectral density for the 𝑗𝑡ℎ  site and 𝜔𝑚𝑛 = 𝜀𝑚 𝟎 −

𝜀𝑛 𝟎 ,𝜔𝑚𝑛 > 0, allow us to select the significant pathways; we discard those that 

have very small rates. Also, we can neglect pathways that have small values for the 

transition dipole moments. Using the two tools, we are able to significantly reduce 

the number of pathways we need to compute to obtain the spectroscopic signal. 

In our calculations, we choose 𝜇𝑒𝑙 = 1 for both the monomers A and B, in the site 

basis. Also, the values for the vibrational transition dipole moments 𝜇𝑣𝑖𝑏, in the site 

basis are considered to be unity. 𝐸𝐴 = 12000 𝑐𝑚−1 , 𝐸𝐵 = 12450 𝑐𝑚−1 , 𝐽 =

250 𝑐𝑚−1 , 𝜔 = 1030 𝑐𝑚−1 , 𝜔′ = 950 𝑐𝑚−1 , 𝜎 = 0.0025  and 𝑇 = 77 𝐾 . The 

ratio of the displacements for the IR mode in the ground and excited vibrational 

states in the electronic excited state with respect to the ground electronic state are 

given as 𝛼0 = 0.6 and 𝛼1 = 1.6, respectively.21 The environment is modeled by the 

Debye spectral density, with 𝜆𝑒𝑙 = 35 𝑐𝑚−1, 𝜆𝑣𝑖𝑏 = 5 𝑐𝑚−1 and 𝜔𝑐 = 53.3 𝑐𝑚−1, 

for both electronic and vibrational degrees of freedom. The eigenstates formed by 

diagonalizing 𝐻𝑠𝑦𝑠.𝑒𝑥  are shown in Figure 6. The table below shows the vibrational 

transition dipole moments (tdm) for the eigenstates, we enumerate only the ones 

that have sizable values. 

 



 

 

The total ESA rephasing signals at 𝑡2 = 0 fs and 𝑡2 = 625 fs are shown in Figures 

7(a) and 7(b), respectively. Since each pathway can be computed separately, we 

are able to see that the signal arises mostly from the populations at excitons 

5  12560 𝑐𝑚−1  and 6  11890 𝑐𝑚−1 , the “electronic-only” eigenstates of 

𝐻𝑠𝑦𝑠.𝑒𝑥. Coherences do not contribute to the signal for these parameters. 

Figure 6.   Site states (red) and vibronic level (black) along with their energies for the dimer 

model described in the text.  The numbers in the text indicate the vibronic excitons from 

highest to lowest energy. 



 

At long times, population relaxation becomes important. Therefore, at 𝑡2 = 625 fs, 

the signal consists of populations that i) have started and stayed at the same 

exciton, Figure 7(c) shows these contributions from excitons 5 and 6, and ii) have 

relaxed from one exciton to another, downhill relaxation being more predominant. 

Figure 7(d) shows the relaxing population from 5 to 6. These contributions add up 

to give the total signal at 𝑡2 = 625 fs in Figure 7(b).  

 

Vibrational
Tdm 1 2 3 4 5 6

1 -1.0045

2 -0.9903

3 -0.9809

4 -1.0166

5 -1.0045 -0.9903

6 -0.9809 -1.0166

Table II.  Vibrational transition moments for the excited states of the dimer 

model 



 

 

Also, unlike 2DES spectroscopy, the surviving (diagonal peaks in 2DES) and relaxing 

(off-diagonal peaks in 2DES) populations show up at roughly the same peak 

positions in 2DEV spectra. For instance, for exciton 5 , the signal appears at 

{𝜀5,  𝜀1 − 𝜀5 } and {𝜀5,  𝜀2 − 𝜀5 } for surviving population and at {𝜀5,  𝜀4 − 𝜀6 } 

and {𝜀5,  𝜀3 − 𝜀6 } for relaxing population from 5  to 6 . Here,  𝜀2 − 𝜀5  in the 

surviving pathway and  𝜀4 − 𝜀6  in the relaxing pathway have similar values. Also, 

 𝜀1 − 𝜀5  and  𝜀3 − 𝜀6  have similar values. For exciton 6, the signal appears at 

{𝜀6,  𝜀3 − 𝜀6 } and {𝜀6,  𝜀4 − 𝜀6 } for the surviving population. 

Figure 8 shows the total rephasing signal, obtained by summing the contributions 

from the Ground State Bleaching (GSB) and Excited State Absorption (ESA) 

pathways, at (a) 𝑡2 = 0 fs, and (b) 𝑡2 = 625 fs. The positive signal stems from GSB 

pathway and the negative signal from the ESA pathway. Also, the signal is strongest 

at exciton 5, with faint contours at exciton 6. 

Figure 7.  2DEV spectra for ESA pathway for the model dimer system.  (a) and (b) Total 

rephasing contribution at waiting times of 0 fs and 625 fs, respectively.  (c) Population that 

has stayed at the initial excitons after 625 fs, and (d) relaxing population from exciton 5 to 

exciton 6 at 625 fs. 



 

It is important to note that for the model dimer system with each monomer 

possessing a single vibration in both ground and excited electronic state, the six-

exciton picture is accurate for all coupling strengths.  However, for weakly 

coupled systems, specifically in the Forster limit, a number of vibrational 

transitions in the excited state become rigorously forbidden as they involve “cross 

molecule” transitions, for example, |𝑌 𝑣𝑔0
𝑋 𝑣𝑒0′

𝑌 ⟩  → |𝑌 𝑣𝑔1
𝑋 𝑣𝑒0′

𝑌 ⟩, where {𝑋, 𝑌} ∈

{𝐴, 𝐵}.  In this case the vibrational transitions observed in 2DEV spectra revert to 

the more intuitive flags indicating the location of electronic excitation. 

 

Summary and Conclusions 

2DEV spectroscopy, though still in its development stage, clearly demonstrates 

considerable promise for the study of complex molecular dynamics such as energy, 

electron, coupled proton-electron transfer, as well as molecular dynamics involving 

large structural changes.27  The enhanced spectral resolution through the 

vibrational axis provides insights into electronic structural evolution, the spatial 

location of excitation in energy transfer complexes, and, through the information 

contained in the center line slope, provides a unique window into the correlation 

of electronic and vibrational evolution.21  Further development of theory and 

modeling of the CLS dynamics is clearly needed to expose the full potential of this 

new quantity, but it has already proved very useful in describing conical 

intersection dynamics of triphenyl methane dyes.27 

Figure 8.  Total rephasing signal (GSB + ESA pathways) at (a) 𝑡2 = 0 fs, (b) 𝑡2 = 625 fs.  



A key motivation for developing the technique was its expected sensitivity to 

vibronic coherences, which have recently been suggested to play a key role in 

primary photosynthetic charge separation in Photosystem II,38–41 and in organic 

photovoltaic systems.42–45  This required development of theoretical techniques to 

calculate 2DEV spectra for both strongly and weakly coupled systems.  The 

application of our approach to weakly coupled (localized vibrations) is described 

above.  Application to strongly coupled systems will be described in forthcoming 

publications. 
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