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This dissertation presents advancements in both the theory and applications of deep

learning. The objectives include reducing complexity, enhancing interpretability, and offering

superior methodologies for solving signal processing problems.

On the theoretical side, we develop two major advances: one for complexity and another

for interpretability. For complexity, we establish tighter upper bounds for the number of compu-

tational units required for a rectified linear unit (ReLU) neural network to represent or compute

any given continuous piecewise linear (CPWL) function. Specifically, we prove that any CPWL

function can be represented by a ReLU network whose number of hidden neurons is at most

a quadratic function of the number of pieces of the CPWL function. This quadratic bound is
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independent of the input dimension and outperforms previous bounds exponentially, holding

the state-of-the-art in the literature. When the number of linear components is also known, this

bound reduces to a bilinear bound. On the other hand, a new upper bound on the number of

pieces in terms of the number of linear components is proved, enabling different descriptions of

neural complexity. In addition to existence, a polynomial-time algorithm is developed to identify

a neural network that satisfies these tighter bounds, shedding light on reverse-engineering and

network pruning. For interpretability, we prove that, the most popular building block in deep

learning, the skip connection, can guarantee to improve representations over residual blocks

when the expansion layer is sufficiently large. Its implications explain (a) why the residual

network (ResNet) can avoid the degradation problem and be scaled to thousands of layers, (b)

why the wide ResNet is superior than the ResNet, and (c) why the bottleneck blocks are more

economical than the basic block. We design a simplified architecture called the residual nonlinear

estimator (ResNEst) and propose a new architecture called the augmented ResNEst to develop

guarantees for the ResNet. Under mild assumptions, it is proved that every local minimizer in

the ResNEst can be a global minimizer, despite the nonconvex optimization landscape, implying

that any local minimizer can be provably better than the best linear predictor.

On the application side, we develop a new deep learning-based methodology, subspace

representation learning, for the classic direction-of-arrival (DoA) estimation problem in array

processing. The codomain of a deep learning model is defined as a union of Grassmannians

reflecting signal subspaces of different dimensions. A family of distance functions on Grassman-

nians is proposed. In particular, we use geodesic distances to train a model and prove that it is

possible for a ReLU network to approximate signal subspaces. Because a subspace is invariant

to the selection of its bases, our methodology enlarges the solution space of a model compared

to existing approaches learning covariance matrices. Furthermore, due to its geometry-agnostic

nature, our methodology is robust to array imperfections. Numerical results show that subspace

representation learning significantly outperforms existing semidefinite programming-based and

deep learning-based covariance matrix reconstruction approaches for a wide range of scenarios.
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Introduction

Over the past decade, machine learning-based methodologies have demonstrated impres-

sive accuracy and capabilities across various fields of signal processing, including audio and

speech processing [Lu et al., 2013, Chen et al., 2023b], medical imaging [Ronneberger et al.,

2015], data compression [Gregor et al., 2016], array processing [Papageorgiou et al., 2021, Chen

and Rao, 2024], and wireless communications [Gao et al., 2023]. Problems in signal processing

that were once addressed using linear techniques or handcrafted modeling approaches are now

being transformed by data-driven methods employing deep neural networks (DNNs), resulting in

significant performance gains. While DNN-based signal processing solutions are increasingly

popular, this paradigm shift also introduces many new challenges, such as high complexity and

limited interpretability. Unlike conventional signal processing, these challenges make DNN-

based solutions costly and occasionally less reliable, impeding their practical application and

accessibility. Therefore, the focus of this dissertation is to advance the fundamental theory of

DNN models and, based on these improved theoretical principles, develop state-of-the-art signal

processing methodologies.

0.1 Deep neural networks

The journey of DNNs began in 1943 with McCulloch and Pitts’ seminal work, where

they proposed a logical calculus of neural activity, laying the foundation for neural networks.

This conceptual framework was further advanced in 1958 by Rosenblatt who introduced the

perceptron model, a one-layer neural network for binary classification. Then, the multilayer
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perceptron (MLP) was developed based on the perceptron. Figure 0.1 illustrate a three-hidden

layer MLP. While training an MLP or a convolutional neural network (CNN) with more than

Figure 0.1. An illustration of a three-hidden-layer fully connected network. It has six input
neurons and one output neuron.

one hidden layer had been studied for decades prior [Fukushima, 1980, LeCun et al., 1989,

1998], it was not until 2012 that DNNs or deep learning truly came into the spotlight with the

advent of AlexNet by Krizhevsky et al. [2012], which has seven hidden layers, including five

convolutional layers and two fully connected layers. This deep convolutional neural network

architecture revolutionized computer vision by significantly improving image classification

accuracy in the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) [Russakovsky

et al., 2015]. The success of AlexNet marked a pivotal moment in the history of deep learning,

showcasing the potential of DNNs in machine learning and artificial intelligence (AI). Since

AlexNet, many models have been proposed, including VGG [Simonyan and Zisserman, 2015a],

U-Net [Ronneberger et al., 2015], ResNet [He et al., 2016a], DenseNet [Huang et al., 2017],

and Transformer [Vaswani et al., 2017], to name a few. Each of these models features specific

designs, arrangements, or types of layers used in a neural network model. The specific design of

a neural network model is commonly referred to as its architecture. Compared to architectures

developed prior to the advent of deep learning, the two fundamental differences are the activation
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function and the number of hidden layers. Modern architectures use the rectifier linear unit

(ReLU) activation function and many hidden layers. For example, the commonly used ResNet

architecture uses the ReLU activation and can be scaled up to more than 1,000 layers without

degrading its performance [He et al., 2016b].

0.1.1 ReLU and continuous piecewise linear functions

The adoption of nonlinear activation functions is crucial for a neural network to be able

to learn a nonlinear function. For example, any number of compositions of affine mappings gives

an affine function, yielding the so-called deep linear network. A deep linear network is incapable

of learning nonlinear functions because it is within the family of affine mappings. Figure 0.2

shows three different activation functions. Before deep learning gained popularity, many neural

networks relied on smooth activation functions such as the sigmoid function and hyperbolic

tangent, which introduce nonlinearity and make it possible for a network to approximate any

continuous function on a compact subset of Rn [Hornik et al., 1989, Cybenko, 1989]. However,

these activations are limited in their effectiveness for very deep networks due to issues like

vanishing gradients [Goodfellow et al., 2016]. In contrast to smooth activation functions, modern

DNNs use the ReLU activation function, which is non-smooth due to being non-differentiable at

the origin. However, it does not suffer from the vanishing gradient problem, thus enabling the

training of very deep neural network models. Furthermore, DNNs using the ReLU activation

can be characterized by the family of continuous piecewise linear (CPWL) functions [Arora

et al., 2018], contrasting with neural networks using smooth activation functions, which belong

to a family of smooth functions. Because the family of CPWL functions is dense in the family

of continuous functions, every neural network using the ReLU activation can approximate

any continuous function on a compact subset of Rn if a sufficient number of hidden neurons

are provided. Hence, one can prove the following universal approximation theorem. For any

continuous function f : [0,1]n→ R, there exists a ReLU network g : Rn→ R with finitely many
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hidden neurons such that

sup
x∈[0,1]n

| f (x)−g(x)|< ε (1)

for every ε > 0. Based on this result, a more interesting question is: How many hidden neurons

does a network require to approximate a continuous function or represent a CPWL function?

Regarding continuous functions, the question has been answered by Yarotsky [2018]. With

regard to CPWL functions, we develop a compact neural representation of CPWL functions and

provide dimension-independent bounds in Chapter 1.

0.1.2 Architectures and skip connections

Intuitively, a deeper network should always lead to better performance because of in-

creased expressivity. However, adding more layers to a model can lead to worse performance.

This is the so-called degradation problem in deep learning. This issue is primarily due to van-

ishing or exploding gradients, making it difficult for the network to learn effectively. From

the perspective of the optimization landscape, as the depth of a neural network increases, its

optimization landscape can transition from being nearly convex to being highly chaotic [Li et al.,

2018]. Residual networks (ResNets) address this problem through the use of skip connections,

also known as residual connections. These connections allow gradients to flow more easily
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through the network by providing a shortcut around one or more layers, enabling the construc-

tion of very deep networks while improving performance [He et al., 2016b]. Many modern

architectures also adopt skip connections, such as those used in the Transformer [Vaswani et al.,

2017]. In fact, modern architectures often use building blocks or modules stacked in sequence,

rather than purely stacking layers. Each block is designed to perform specific operations on

a group of layers, helping the network scale its depth and learn better representations. This

approach enables improved optimization, resulting in better performance or reduced complexity.

For example, ResNet uses residual blocks, Transformer uses attention blocks, and SE network

uses Squeeze-and-Excitation (SE) blocks [Hu et al., 2018]. Among many block designs, the

residual block appears to be the most fundamental and widely used design. As the adoption

of skip connections is one of the key elements in deep learning, we study the ResNet architec-

ture by developing similar architectures, called ResNEst and augmented ResNEst, and provide

theoretical guarantees on the optimization landscape of these networks in Chapter 2.

0.2 New learning-based methodologies for signal processing

Many array signal processing problems involve estimating parameters based on given

observations. Conventional signal processing methods typically formulate these problems as

optimization tasks under a guiding principle, such as the well-known maximum likelihood,

while adhering to appropriate constraints. Since the original optimization problems are often

nonconvex and high-dimensional, traditional approaches generally rely on convex relaxation or

majorization-minimization techniques. However, deep learning offers an alternative. Because

data can be collected or generated based on statistical assumptions, the aforementioned problems

can be reformulated as supervised learning tasks. DNNs can be leveraged to model complex

relationships between observations and target parameters, learning the mapping between them.

Recently, many such learning-based methodologies have become increasingly popular.

For example, sparse Bayesian learning in sparse signal recovery [Tipping, 2001, Wipf and Rao,
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2004] and the direction-of-arrival (DoA) estimation problem in array processing [Yang et al.,

2014, Pote and Rao, 2023], which traditionally rely on optimization techniques, are now being

revisited by learning-based methodologies [He et al., 2017, Barthelme and Utschick, 2021a,

Wu et al., 2022, Chen and Rao, 2024]. As these methodologies continue to evolve, they are

poised to revolutionize signal processing, offering more accurate and robust solutions to complex

challenges that were difficult to address within the conventional optimization paradigm. In

Chapter 3, we develop a novel methodology for DoA estimation in this context that achieves

state-of-the-art performance.

0.3 Outline and contributions of the dissertation

In Chapter 1, we provide new complexity results for a ReLU network to exactly represent

any given CPWL function. In this dissertation, we prove the first dimension-independent bounds

which are tighter than previous bounds in the literature and establish a polynomial time algorithm

to identify a network satisfying these tighter bounds for any given CPWL function. In particular,

we prove that the number of hidden neurons required to exactly represent any CPWL function is

O(q2) where q is the number of pieces. This upper bound is invariant to the input dimension n.

When the number of distinct linear components k of the CPWL function is given, we prove that

O(q2) reduces to O(kq), leading to a lower complexity since k ≤ q. In addition, a new upper

bound of q in terms of k is proved. If q is unknown, we prove that, in terms of k, the neural

complexity of a CPWL function is at most polynomial growth for small n and factorial growth

for the worst-case scenario.

In Chapter 2, we contribute to the interpretability and estimation properties of the widely

used ResNet architecture by constructing new networks called Residual Nonlinear Estimators

(ResNEsts) and augmented ResNEsts (A-ResNEsts). We prove that a ResNEst with a sufficiently

large first layer can guarantee that representations over residual blocks improve monotonically.

In addition, we prove that any local minimizer obtained from a ResNet outperforms any best
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linear predictor in terms of training performance under mild conditions. These results not

only offer mathematical explanations for why ResNet architectures are immune to the well-

known degradation problem associated with stacking layers in a plain neural network (a network

without skip connections) but also provide ResNet architectures with optimization guarantees.

Furthermore, we prove that, under mild conditions, every local minimizer obtained for the

ResNEst architecture is a global minimizer despite the nonconvexity of its optimization landscape,

and every saddle point has at least one direction with strictly negative curvature, demonstrating

desirable optimization properties.

In Chapter 3, we propose a novel deep learning-based methodology called subspace

representation learning for DoA estimation [Chen and Rao, 2024]. Given a sparse linear array

(SLA), most existing methods for localizing more sources than sensors estimate the covariance

matrix of a uniform linear array (ULA) by formulating a constrained optimization problem and

solving its semidefinite programming (SDP) relaxation [Yang et al., 2014, Wang et al., 2019].

They then resolve the source directions via subspace methods such as the root-MUSIC algorithm

[Barabell, 1983, Rao and Hari, 1989]. In this dissertation, we estimate the matrix by evaluating a

learned function at a sample covariance and show that this approach can significantly outperform

conventional SDP-based methods such as the sparse and parametric approach (SPA) [Yang et al.,

2014] for a wide range of signal-to-noise ratios (SNRs), snapshots, and source numbers. Unlike

existing DNN-based methods that learn covariance matrices of a ULA via some distances such

as the Frobenius norm [Barthelme and Utschick, 2021a, Wu et al., 2022], our approach trains

a DNN to learn signal and noise subspace representations that are invariant to the selection of

bases. Due to this invariance, our loss functions expand the solution space and give the DNN

more freedom to learn the subspace structures. To learn such representations, we propose novel

loss functions that gauge the separation between the desired subspace and the predicted subspace

from the DNN. In particular, we propose losses that measure the shortest curve(s) between two

subspaces viewed on a union of Grassmannians and prove that a ReLU network can approximate

signal subspaces. Our approach is robust to array imperfections because it is geometry-agnostic.
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Numerical results show that learning such subspace representations is more beneficial than

learning covariance matrices for both perfect and imperfect arrays under standard assumptions.
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Chapter 1

Improved Bounds on Neural Complexity
for Representing Piecewise Linear Func-
tions

A deep neural network using rectified linear units represents a continuous piecewise

linear (CPWL) function and vice versa. Recent results in the literature estimated that the number

of neurons needed to exactly represent any CPWL function grows exponentially with the number

of pieces or exponentially in terms of the factorial of the number of distinct linear components.

Moreover, such growth is amplified linearly with the input dimension. These existing results

seem to indicate that the cost of representing a CPWL function is expensive. In this paper,

we propose much tighter bounds and establish a polynomial time algorithm to find a network

satisfying these bounds for any given CPWL function. We prove that the number of hidden

neurons required to exactly represent any CPWL function is at most a quadratic function of the

number of pieces. In contrast to all previous results, this upper bound is invariant to the input

dimension. Besides the number of pieces, we also study the number of distinct linear components

in CPWL functions. When such a number is also given, we prove that the quadratic complexity

turns into bilinear, which implies a lower neural complexity because the number of distinct linear

components is always not greater than the minimum number of pieces in a CPWL function.

When the number of pieces is unknown, we prove that, in terms of the number of distinct linear

components, the neural complexities of any CPWL function are at most polynomial growth for
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low-dimensional inputs and factorial growth for the worst-case scenario, which are significantly

better than existing results in the literature.

1.1 Introduction

The rectified linear unit (ReLU) [Fukushima, 1980, Nair and Hinton, 2010] activation

has been by far the most widely used nonlinearity and successful building block in deep neural

networks (DNNs). Numerous architectures based on ReLU DNNs have achieved remarkable

performance or state-of-the-art accuracy in speech processing [Zeiler et al., 2013, Maas et al.,

2013], computer vision [Krizhevsky et al., 2012, Simonyan and Zisserman, 2015b, He et al.,

2016a], medical image segmentation [Ronneberger et al., 2015], game playing [Mnih et al.,

2015, Silver et al., 2016], and natural language processing [Vaswani et al., 2017], just to name a

few. Besides such unprecedented empirical success, ReLU DNNs are also probably the most

understandable nonlinear deep learning models due to their ability to be “un-rectified” [Hwang

and Heinecke, 2019].

The ability to demystify ReLU DNNs via “un-rectifying ReLUs” dates back to a seminal

work by Pascanu et al. in 2014. Because each of ReLUs in a hidden layer divides the space

of the preceding layer’s output into two half spaces whose ReLU response is affine in one half

space and exactly zero in the other, the layer of ReLUs can be replaced by an input-dependent

diagonal matrix whose diagonal elements are ones for firing ReLUs and zeros for non-firing

ReLUs. Based on this rationale, Pascanu et al. [2014] proved that a neural network using ReLUs

divides the input space into many linear regions such that the network itself is an affine function

within every region. Two excellent visualizations are shown in Figure 2 in [Hanin and Rolnick,

2019a] and [Hanin and Rolnick, 2019b]. At this point, it is quite evident that any ReLU network

exactly represents a CPWL function. Pascanu et al. also proved that the maximum number of

linear regions for any ReLU network with a single hidden layer is equivalent to the number

of connected components induced by arrangements of hyperplanes in general position where
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each hyperplane corresponds to a ReLU in the hidden layer. Such a number can be computed

in a closed form by Zaslavsky’s Theorem [Zaslavsky, 1975]. Furthermore, they showed that

the maximum number of linear regions can be bounded from below by exponential growth in

terms of the number of hidden layers, leading to a conclusion that ReLU DNNs can generate

more linear regions than their shallow counterparts. In the same year, Montúfar et al. improved

such a lower bound and gave the first upper bound for the maximum number of linear regions.

These bounds and their assumptions were later improved by [Montúfar, 2017, Raghu et al., 2017,

Arora et al., 2018, Serra et al., 2018, Hinz and van de Geer, 2019], just to name a few. We refer

readers to Hinz’s doctoral thesis for a thorough discussion on the upper bound of the number of

linear regions. Because a CPWL function with more pieces can better approximate any given

continuous function and a ReLU DNN exactly represents a CPWL function [Arora et al., 2018],

a ReLU DNN with more linear regions in general exhibits stronger expressivity. In summary, this

“un-rectifying” perspective provides us a new angle to understand ReLU DNNs, and the results

in some ways align with advances in approximation theory demonstrating the expressivity.1

Despite these advancements in linear regions, the complexity of a ReLU DNN that

exactly represents a given CPWL function remains largely unexplored. One can find that this

question is the opposite direction of the above-mentioned line of research. Although Arora

et al. [2018] proved that any CPWL function can be exactly represented by a ReLU DNN with

a bounded depth, any estimates regarding the width or number of neurons of such a network

were not given. The resources required for a ReLU neural network to exactly represent a CPWL

function remained unknown until He et al. [2020] provided a bound to the complexity of a ReLU

network that realizes any given CPWL function. They proved that the number of neurons is

bounded from above by exponential growth in terms of the product between the number of pieces

and the number of distinct linear components of a given CPWL function. Such an exponential

bound also grows linearly with the input dimension. Because the number of pieces is an upper

1The approximation viewpoint is not the focus of this paper. The literature on approximation is vast and we
refer readers to [Vardi et al., 2021, Lu et al., 2017, Eldan and Shamir, 2016, Telgarsky, 2016, Hornik et al., 1989,
Cybenko, 1989], just to name a few.
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Figure 1.1. Any CPWL function Rn→ R with q pieces or k distinct linear components can be
exactly represented by a ReLU network with at most h hidden neurons. In Theorem 1 and 3,
h = 0 when q = 1 or k = 1. The bounds in Theorem 1 and the worst-case bounds in Theorem
3 are invariant to n. (1.5) is used to infer h based on the depth and width given by Hertrich
et al. [2021]. The upper bounds given by Theorem 1 and 3 are substantially tighter than existing
bounds in the literature, implying that any CPWL function can be exactly realized by a ReLU
network at a much lower cost.

bound of the number of distinct linear components for any CPWL function [Tarela and Martı́nez,

1999, He et al., 2020], the bound grows exponentially with the quadratic number of pieces, which

seems to imply that the cost for representing a CPWL function by a ReLU DNN is exceedingly

high.

The most recent upper bound can be inferred from a recent work by Hertrich et al. [2021]

although the number of hidden neurons was not directly given. Hertrich et al. [2021] proved a

width bound in terms of the number of distinct linear components under the same depth used

by Arora et al. [2018] and He et al. [2020].2 In particular, they proved that the maximum width

of a ReLU network that represents any given CPWL function can be polynomially bounded

from above in terms of the number of distinct linear components. However, the order of such a

polynomial is a quadratic function of the input dimension, which can be immensely large for

2The number of “affine pieces” used by Theorem 4.4 in [Hertrich et al., 2021] should be interpreted as the
number of distinct linear components to best reflect the upper bound for the maximum width. Such an interpretation
of “affine pieces” is different from the convention used by Pascanu et al. [2014], Montúfar et al. [2014], Arora et al.
[2018], Hanin and Rolnick [2019a], and this work.
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a small number of pieces or linear components when the input dimension is large. This bound

grows larger with the input dimension even though the underlying CPWL function is just a

one-hidden-layer ReLU network using only one ReLU (see Figure 1.1 for the difference between

n = 1 and n = 2 when q = 2 or k = 2).

In this paper, we provide improved bounds showing that any CPWL function can be

represented by a ReLU DNN whose neural complexity is bounded from above by functions

with much slower growth (see Figure 1.1). Our results imply that one can exactly realize any

given CPWL function by a ReLU network at a much lower cost. On the other hand, in addition

to guaranteeing the existence of such a network, we also give a polynomial time algorithm to

exactly find a network satisfying our bounds. To the best of our knowledge, our results regarding

the computational resource for a ReLU network, i.e., the number of hidden neurons, are the best

upper bounds in the existing literature and the algorithm is the first tailored procedure to find a

network representation from any given CPWL function. Key results and main contributions of

this paper are highlighted below.

1.1.1 Key results and contributions

Quadratic bounds

We prove that any CPWL function with q pieces can be represented by a ReLU network

whose number of hidden neurons is bounded from above by a quadratic function of q. We also

give the corresponding upper bounds for the maximum width, i.e., the maximum number of

neurons per hidden layer, and the number of layers for such a network. The maximum width is

bounded from above by O(q2) and the number of layers is bounded from above by a logarithmic

function of q, i.e., O(log2 q). These bounds are invariant to the input dimension. For any affine

function, the upper bounds for the maximum width and the number of hidden neurons are zero.

Further improvements on neural complexity

When the number of distinct linear components k of any CPWL function is given along

with the number of pieces q, the quadratic bounds O(q2) for the number of hidden neurons and
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the maximum width turn into bilinear bounds of k and q, i.e., O(kq). Such a change reduces

the neural complexity because k ≤ q, and q can be much larger than k. Still, these bounds are

independent of the input dimension.

Finding a network satisfying bilinear bounds

We establish a polynomial time algorithm that finds a ReLU network representing any

given CPWL function. The network found by the algorithm satisfies the bilinear bounds on the

number of hidden neurons and the maximum width, and the logarithmic bound on the number of

layers. Note that such an algorithm also guarantees that one can always reverse-engineer at least

one ReLU network from the function it computes. Compared to the general-purpose reverse-

engineering algorithm proposed by Rolnick and Kording [2020], our algorithm specializes in the

situation when pieces of a CPWL function are given.

Improved bounds from a perspective of linear components

When the number of pieces of a CPWL function is unknown and only the number of

linear components k is available, we prove that the number of hidden neurons and maximum

width are bounded from above by factorial growth. More precisely, O (k · k!). The number of

layers is bounded from above by linearithmic growth, or O(k log2 k). However, when the input

dimension n grows sufficiently slower than k, e.g., O
(√

k
)

, then bounds for the number of

hidden neurons and maximum width reduce to polynomial growth functions of order 2n+1; and

the linearithmic growth reduces to O
(
n log2 k

)
for the depth.

A new approach to choosing the depth

Instead of scaling the depth of a ReLU network with the input dimension [Arora et al.,

2018, He et al., 2020, Hertrich et al., 2021], we reveal that constructing a ReLU network whose

depth is scaled with the number of pieces of the given CPWL function is more advantageous.

Such a scaling turns out to be the key to deriving better upper bounds. This insight is provided

by the max-min representation of CPWL functions [Tarela et al., 1990]. The importance of this
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scaling on the depth in ReLU networks has not been well recognized by existing bounds in the

literature. We discuss implications of different representations in Section 1.4.

1.2 Preliminaries

Notation and definitions used in this paper are set up and clarified in this section. The set

{1,2, · · · ,m} is denoted by [m]. I [condition] is an indicator function that gives 1 if the condition

is true, and 0 otherwise. The CPWL function is defined by Definition 1 below.

Definition 1. A function p : Rn→ R is said to be CPWL if there exists a finite number of closed

subsets of Rn, say {Ui}i∈[m], such that (a) Rn =
⋃

i∈[m]Ui; (b) p is affine on Ui,∀i ∈ [m].

A family of closed convex subsets, say {Xi}i∈[q], satisfying Definition 1 is also referred

to as a family of convex regions, affine pieces or simply pieces for a CPWL function in this

paper. Definition 1 follows the definition of CPWL functions by Ovchinnikov [2002]. Notice

that there are different definitions in the literature. For example, Chua and Deng [1988] and

Arora et al. [2018] defined a CPWL function on a finite number of polyhedral regions. However,

their definitions are essentially the same as Definition 1 because any family of closed subsets

satisfying Definition 1 can be decomposed into polyhedral regions. It is possible that some of the

closed subsets satisfying Definition 1 are non-convex even though the number of them reaches

the minimum (see Figure 2 in [Wang and Sun, 2005]). The continuity is implied by Definition 1

due to the subsets being closed.

Because the goal of this paper is to bound the complexity of a ReLU DNN that exactly

represents any given CPWL function, it is necessary to be able to measure the complexity of

a CPWL function. The complexity of a CPWL function can be described using two different

perspectives. One is the number of pieces q, which is the number of closed convex subsets

satisfying Definition 1. Because this number has a minimum and any finite number above the

minimum can be a valid m in Definition 1, the bounds become obviously loose when the number

of pieces is not the minimum. Without loss of generality, we are interested in the number q when
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it is the minimum. The other is the number of distinct linear components k. A linear component

of a CPWL function is defined in Definition 2.

Definition 2. An affine function f is said to be a linear component of a CPWL function p if there

exists a nonempty subset M ⊆ [m] such that f (x) = p(x),∀x ∈ ⋃i∈M Ui where {Ui}i∈[m] is a

family of the minimum number of closed subsets satisfying Definition 1.

A greater q or k gives a CPWL function more degrees of freedom because a CPWL

function allowed to use q+ 1 pieces or k+ 1 arbitrary linear components can represent any

CPWL function with q pieces or k distinct linear components and still have the flexibility to

modify existing affine maps or increase the number of distinct affine maps of the CPWL function.

Although increasing them both leads to a CPWL function with greater flexibility, the speed of

upgrading degrees of freedom is different from each other. Note that a CPWL function with

q pieces can never have more than q distinct linear components and a CPWL function with k

distinct linear components can easily have more than k minimum number of pieces. Such a

difference in a 1-dimensional case can be clearly observed from Figure 1 in [Tarela and Martı́nez,

1999]. Note that it is possible for two disjoint subsets from a minimum number of closed subsets

satisfying Definition 1 to share the same linear component. In other words, a linear component

can be reused by multiple pieces. Hence, increasing k gives faster growth than increasing q for

the complexity and expressivity of CPWL functions.

We define the ReLU activation function in Definition 3. The ReLU network defined in

Definition 4 is a simple architecture which is usually referred to as a ReLU multi-layer perceptron.

Definition 5 defines the corresponding number of hidden neurons, depth, and maximum width.

Definition 3. The rectified linear unit (ReLU) activation function σ is defined as σ(x) =

max(0,x). The ReLU layer or vector-valued rectified linear activation function σk is defined as

σk(x) =
[

σ(x1) σ(x2) · · · σ(xk)

]T
(1.1)
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where x =

[
x1 x2 · · · xk

]T
.

Definition 4. Let l be any positive integer. A function g : Rk0 → Rkl is said to be an l-layer

ReLU network if there exist weights Wi ∈ Rki×ki−1 and bi ∈ Rki for i ∈ [l] such that the input-

output relationship of the network satisfies g(x) = hl(x) where h1(x) = W1x+b1 and hi(x) =

Wiσki−1

(
hi−1(x)

)
+bi for every i ∈ [l]\ [1].

Definition 5. The sum ∑
L−1
l=1 kl and the maximum maxl∈[L−1] kl for L > 1 are referred to as the

number of hidden neurons and the maximum width of an L-layer ReLU network, respectively.

Any 1-layer ReLU network is said to have 0 hidden neurons and a maximum width of 0. An

l-layer ReLU network is said to have depth l and l−1 hidden layers.

1.3 Upper bounds on neural complexity for representing
CPWL functions

The correspondence between CPWL functions and ReLU networks was first clearly

confirmed by Theorem 2.1 in [Arora et al., 2018] although a weaker version of the correspondence

can be inferred from Proposition 4.1 in [Goodfellow et al., 2013]. Arora et al. [2018] proved that

every ReLU network Rn→ R exactly represents a CPWL function, and the converse is also true,

i.e., every CPWL function can be exactly represented by a ReLU network. One of the key steps

used by Arora et al. [2018] to construct a ReLU network from any given CPWL function relies

on an important representation result by Wang and Sun [2005], stating that any CPWL function

can be represented by a sum of a finite number of max-η-affine functions [Magnani and Boyd,

2009] whose signs may be flipped and η is bounded from above by n+1 where η is the number

of affine functions in the max-η-affine function. The implication of using this representation

is later discussed in Section 1.4.1 and its max-η-affine functions are given therein. The bound

η ≤ n+1 in the representation allowed Arora et al. [2018] to further prove that there exists a

ReLU DNN with at most ⌈
log2(n+1)

⌉
(1.2)
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hidden layers to exactly realize any given CPWL function. However, the computational resource

required for a ReLU network to exactly represent any CPWL function had not been available in

the literature until the work by He et al. [2020].

1.3.1 Upper bounds in prior work

He et al. [2020] proved that a CPWL function Rn → R with q pieces and k linear

components can be represented by a ReLU network whose number of neurons is given by


O
(

n2kq+(n+1)(k−n−1)
)
, if k ≥ n+1,

O
(

n2kq
)
, if k < n+1.

(1.3)

The number of hidden layers in such a ReLU DNN is also bounded from above by
⌈
log2(n+1)

⌉
,

which is the same as the bound derived by Arora et al. [2018]. One of their significant contri-

butions in our view is that they utilize the number of pieces and linear components of a CPWL

function to bound the complexity of the equivalent ReLU network. He et al. [2020] also proved

the relationship

k ≤ q≤ k! (1.4)

for any CPWL function. Note that the bounds in (1.4) on the number of pieces q and linear

components k were first mentioned by Tarela and Martı́nez [1999] who developed the lattice

representation of CPWL functions. Asymptotically, the bounds in (1.3) for k≥ n+1 and k < n+1

are amplified linearly with the input dimension n for any fixed k. Due to (1.4), they can be further

bounded from above by O
(

n2q2+(n+1)(q−n−1)
)

and O
(

n2q2
)

in terms of q and n. On the other

hand, in terms of k and n, they can be further bounded from above by O
(

n2k·k!+(n+1)(k−n−1)
)

and O
(

n2k·k!
)

. Because these bounds grow much faster than exponential growth, they seem to

suggest that the cost of computing a CPWL function via a ReLU network is exceptionally high.

Hertrich et al. [2021] proved that any CPWL function Rn → R with k distinct linear

components can be represented by a ReLU network whose maximum width is O
(

k2n2+3n+1
)
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under the same number of hidden layers
⌈
log2(n+1)

⌉
. Hence, the number of hidden neurons

must be bounded from above by

O
(

k2n2+3n+1 log2 (n+1)
)
. (1.5)

Note that we infer this bound by taking the product of the depth and the maximum width. Using

k ≤ q, the bound in (1.5) can be expressed in terms of q, leading to O
(

q2n2+3n+1 log2 (n+1)
)

.

Such a bound can grow slower than O
(

n2q2
)

, but it grows faster than O
(

n2q2
)

if the input di-

mension n grows sufficiently faster than the number of pieces q. Also, O
(

k2n2+3n+1 log2 (n+1)
)

grows faster than O
(

n2k·k!
)

when the input dimension n grows sufficiently faster than the num-

ber of distinct linear components k.

1.3.2 Improved upper bounds

We show that any CPWL function can be represented by a ReLU network whose number

of hidden neurons is bounded by much slower growth functions. We state our main results in

Theorem 1, 2 and 3, and focus on their impact in this subsection. Each one of them is tailored

to a specific complexity measure of the CPWL function. Their proof sketches are deferred to

Section 1.4.2. We first focus on the case when the number of linear components is unknown and

the complexity of the CPWL is only measured by the number of pieces q.

Theorem 1. Any CPWL function p : Rn → R with q pieces can be represented by a ReLU

network whose number of layers l, maximum width w, and number of hidden neurons h satisfy

l ≤ 2
⌈
log2 q

⌉
+1, (1.6)

w≤ I [q > 1]
⌈

3q
2

⌉
q, (1.7)

and

h≤
(

3 ·2⌈log2 q⌉+2
⌈
log2 q

⌉
−3
)

q+3 ·2⌈log2 q⌉−2
⌈
log2 q

⌉
−3. (1.8)
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Furthermore, Algorithm 1 finds such a network in poly (n,q,L) time where L is the number of

bits required to represent every entry of the rational matrix Ai in the polyhedron representation

{x ∈ Rn|Aix≤ bi} of the piece Xi for every i ∈ [q].

Algorithm 1. Find a ReLU network that computes a given continuous piecewise linear function

Input: A CPWL function p with pieces {Xi}i∈[q] of Rn satisfying Definition 1.

Output: A ReLU network g computing g(x) = p(x),∀x ∈ Rn.

1: f1, f2, · · · , fk← run Algorithm 6 to find all distinct linear components of p

2: for i = 1,2, · · · ,q do

3: Ai← /0

4: for j = 1,2 · · · ,k do

5: if f j(x)≥ p(x),∀x ∈Xi then

6: Ai←Ai
⋃{ j}

7: end if

8: end for

9: vi← run Algorithm 2 with { fm}m∈Ai using the minimum type

10: end for

11: v← run Algorithm 3 with v1,v2, · · · ,vq ▷ Combine q ReLU networks in parallel

12: u← run Algorithm 2 with

{[
s1 s2 · · · sq

]T
7→ sm

}
m∈[q]

using the maximum type

13: g← run Algorithm 4 with v and u ▷ Find a ReLU network for the composition u◦ v

The proof of Theorem 1 is deferred to Appendix 1.6.2 in the supplementary material.

Algorithm 6, 2, 3, and 4 used by Algorithm 1 are deferred to Appendix 1.6.3 in the supplementary

material and will be discussed soon after the discussion on bounds. Because 2⌈log2 q⌉ < 2q, the

upper bound in (1.8) can be further bounded from above by 6q2+2
⌈
log2 q

⌉
q+3q−2

⌈
log2 q

⌉
−

3, leading to the asymptotic bound h = O(q2). Obviously, l = O(log2 q) and w = O(q2). Since

the bound given by Theorem 5.2 in He et al. [2020] can be lower bounded by O
(

n2q2
)

, it

grows exponentially faster than our bound of h given in Theorem 1. On the other hand, the

20



upper bound given by (1.5) is at least polynomially larger than our bound of h and the order of

this polynomial grows quadratically with the input dimension n. Note that such a polynomial

becomes an exponential function when the growth in n is not slower than q. Such differences

are illustrated by the figure on the left-hand side of Figure 1.1. The bounds in Theorem 1 are

independent of the input dimension n. Hence, one can realize any given CPWL function using a

relatively small ReLU network even though n is huge.

In terms of the maximum width, the upper bound given by (1.7) is at least polynomially

smaller than the one given by Hertrich et al. [2021]. In contrast to the bound for the number of

layers in [Arora et al., 2018, He et al., 2020, Hertrich et al., 2021] that grows logarithmically

with the input dimension n, our bound in Theorem 1 grows logarithmically with the number of

pieces q. Therefore, the ReLU network found by Algorithm 1 in general becomes deeper when

the CPWL becomes more complex for a fixed input dimension. On the other hand, the network

remains the same depth even for an arbitrarily larger n as long as q is fixed. Taking an affine

function for example, a 1-layer ReLU network with 0 hidden neurons is the solution given by

Theorem 1. However, the bound given by [Arora et al., 2018, He et al., 2020, Hertrich et al.,

2021] keeps increasing the depth for a larger n.

We briefly explain algorithms used by Algorithm 1. Algorithm 2 finds a ReLU network

that computes a max-affine or min-affine function [Magnani and Boyd, 2009]. Algorithm 3 con-

catenates two given ReLU networks in parallel and returns another ReLU network computing the

concatenation of two outputs. Algorithm 4 finds a ReLU network that represents a composition

of two given ReLU networks. These algorithms are basic manipulations of ReLU networks.

Algorithm 1 is a polynomial time algorithm, following from the proof of Theorem 2. Table 1.1

in Appendix 1.6.3 in the supplementary material gives a complexity analysis for Algorithm 1.

Notice that Algorithm 1 does not need to be given any linear components or completely

know the CPWL function because every distinct linear component can be found by Algorithm 6,

which only needs to be given a closed ε-ball in the interior of every piece of a CPWL function

p and observe the output of p when feeding an input. Algorithm 6 solves a system of linear
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equations for every piece of p to find the corresponding linear component. Every system of linear

equations here has a unique solution because the interior of each of the pieces is nonempty. The

nonemptyness is guaranteed by Lemma 12(a) in Appendix 1.6.1 in the supplementary material.

The 5th step of Algorithm 1 can be executed by checking the optimization result of the

following linear programming problem

minimize f j(x)− p(x),

subject to x ∈Xi.

(1.9)

The condition in the 5th step can only be true when the optimal value is nonnegative. Because

every piece of p is given to Algorithm 1, the piece Xi is available for the linear program as a

system of linear inequalities. The objective function is also available since p is affine on Xi

and all distinct linear components are available from Algorithm 6. The corresponding linear

component of p on Xi can be found by first feeding at most n+1 affinely independent points

from the closed ε-ball to p and every candidate linear component, and then matching their output

values.

The ellipsoid method [Khachiyan, 1979], the interior-point method [Karmarkar, 1984],

and the path-following method [Renegar, 1988] are polynomial time algorithms for the linear

programming problem using rational numbers on the Turing machine model of computation.

These algorithms are also known to be weakly polynomial time algorithms. The strongly

polynomial time algorithm requested by Smale’s 9th problem [Smale, 1998], i.e., the linear

programming problem, is still an open question. Given that we run the 5th step of Algorithm 1

by solving the linear programming problem in (1.9), Algorithm 1 is a weakly polynomial time

algorithm. The question of whether it is a strongly polynomial time algorithm is not known.

The dependency on the number of bits L in the time complexity of Algorithm 1 directly comes

from using (1.9) to execute the 5th step. In practice, linear programming problems can be solved

very reliably and efficiently [Boyd and Vandenberghe, 2004]. We provide an implementation of

22



Algorithm 1 and measure its run time on a computer for different numbers of pieces and input

dimensions in Appendix 1.6.4 in the supplementary material.

Theorem 2 discusses the case when the number of linear components and pieces are both

known.

Theorem 2. Any CPWL function p : Rn→ R with k linear components and q pieces can be

represented by a ReLU network whose number of layers l, maximum width w, and number of

hidden neurons h satisfy l ≤
⌈
log2 q

⌉
+
⌈
log2 k

⌉
+1, w≤ I [k > 1]

⌈
3k
2

⌉
q, and

h≤
(

3 ·2⌈log2 k⌉+2
⌈
log2 k

⌉
−3
)

q+3 ·2⌈log2 q⌉−2
⌈
log2 k

⌉
−3. (1.10)

Furthermore, Algorithm 1 finds such a network in poly (n,k,q,L) time where L is the number of

bits required to represent every entry of the rational matrix Ai in the polyhedron representation

{x ∈ Rn|Aix≤ bi} of the piece Xi for every i ∈ [q].

The proof of Theorem 2 is deferred to Appendix 1.6.2 in the supplementary material.

The bounds in Theorem 2 are in general tighter and always no worse than those in Theorem

1 because q is never less than k but can be much larger than k. Asymptotically, l = O(log2 q),

w = O(kq), and h = O(kq). The bound given by Theorem 5.2 in He et al. [2020] increases

exponentially faster than the bound of h in Theorem 2.

When the number of linear components is the only complexity measure of the CPWL

function, we resort to Theorem 3 below.

Theorem 3. Any CPWL function p : Rn→ R with k linear components can be represented by a

ReLU network whose number of layers l, maximum width w, and number of hidden neurons h

satisfy l ≤
⌈
log2 φ(n,k)

⌉
+
⌈
log2 k

⌉
+1, w≤ I [k > 1]

⌈
3k
2

⌉
φ(n,k), and

h≤
(

3 ·2⌈log2 k⌉+2
⌈
log2 k

⌉
−3
)

φ(n,k)+3 ·2⌈log2 φ(n,k)⌉−2
⌈
log2 k

⌉
−3 (1.11)

23



1 2 3 4 5 6 7 8 9 10
101

105

109

1013

1017

k

U
pp

er
bo

un
d

of
h

1 2 3 4 5 6 7 8 9 10
101

105

109

1013

1017

k

U
pp

er
bo

un
d

of
h

1 2 3 4 5 6 7 8 9 10
101

105

109

1013

1017

k

U
pp

er
bo

un
d

of
h n = 1

n = 2
n = 3

n = 10

Figure 1.2. Left: The upper bound of h in Theorem 3 grows much slower when n grows
sufficiently slower than k, leading to a much better upper bound compared to the worst-case
asymptotic bound O (k · k!) in Theorem 3 when n is sufficiently larger. Middle: the bound in
(1.5) inferred from [Hertrich et al., 2021]. Right: Theorem 5.2 in [He et al., 2020].

where

φ(n,k) = min

(
n

∑
i=0

(k2−k
2
i

)
,k!

)
. (1.12)

The proof of Theorem 3 is deferred to Appendix 1.6.2 in the supplementary material.

Because φ(n,k) ≤ k!, the worst-case asymptotic bounds for l, w and h are l = O
(
k log2 k

)
,

w = O (k · k!), and h = O (k · k!), respectively. However, it holds that ∑
n
i=0
( k2−k

2
i

)
≤ k2n, so the

asymptotic bounds are l = O
(
n log2 k

)
, w = O

(
k2n+1

)
, and h = O

(
k2n+1

)
when n grows

sufficiently slower than k. For example, n = O
(√

k
)

. In this case, w and h are bounded from

above by a polynomial of order 2c
√

k+1 for some constant c, which grows slower than factorial

growth. Such an advantage for small n is illustrated by the figure on the left-hand side of Figure

1.2.

Since the bound given by Theorem 5.2 in [He et al., 2020] can be bounded from below by

O
(

n2k·k!
)

, it at the minimum grows exponentially larger than the upper bound of h in Theorem

3. Even for a small n, the relative order of growth is gigantic. The figure on the right-hand side of

Figure 1.2 illustrates such a large difference. For k = 5, n2k·k! ≈ 7.92×1028 when n = 1, while

our bound of h is at most 3615 for any n. The difference is extremely large even though k is

small under n = 1. The middle plot in Figure 1.2 shows that (1.5) increases much faster when n

becomes larger. For k = 3, k2n2+3n+1 log2 (n+1)≈ 8.20×10110 when n = 10, while our bound
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of h is at most 95 for any n. The upper bound of h in Theorem 3 is much better than (1.5) for any

n and k.

Lemma 1. Let Pn,k be the set of all CPWL functions with exactly k distinct linear components

such that p : Rn→ R,∀p ∈Pn,k. Let Cn,k(p) be the collection of all families of closed convex

subsets satisfying Definition 1 for any p ∈Pn,k. Then, k ≤minQ∈Cn,k(p)|Q| ≤ φ(n,k).

The proof of Lemma 1 is deferred to Appendix 1.6.2 in the supplementary material.

Clearly, φ(n,k) is a better upper bound of q compared to the bound q ≤ k! given by He et al.

[2020]. When n grows sufficiently slower than k, the bound φ(n,k) can be exponentially smaller

than k!.

1.3.3 Limitations

Although these new bounds are significantly better than previous results, it is still possible

to find a ReLU network whose hidden neurons are fewer than the bounds in Theorem 2 to exactly

represent a given CPWL function. A tight bound for the case when n = 1 was first given by

Theorem 2.2 in [Arora et al., 2018]. However, it seems more difficult to bound the size of a

network from below for n > 1. To the best of our knowledge, we are not aware of any tight

bounds in the literature for the size of the ReLU network representing a general CPWL function

using an arbitrary input dimension.

1.4 Representations of CPWL functions have different
implications on depth

We reveal implications of using different representations of CPWL functions and their

impact on constructing ReLU networks. We first discuss the popular representation used by prior

work and the implicit constraint imposed by such a representation.
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1.4.1 Constrained depth

Arora et al. [2018], He et al. [2020], and Hertrich et al. [2021] proved the same bound

for the number of layers, relying on the following representation of a CPWL function

p(x) =
J

∑
j=1

σ j max
i∈η( j)

fi(x) (1.13)

where σ j ∈ {+1,−1} and η( j) is a subset of [J] such that
∣∣η( j)

∣∣ ≤ n+1 for all j ∈ [J]. That

is, a sum of a finite number of max-η-affine functions whose signs may be flipped. (1.13) was

established by Theorem 1 in [Wang and Sun, 2005] which is essentially the same as Theorem 1

in [Wang, 2004] that emphasizes the difference between two convex piecewise linear functions.

This result was also used by Goodfellow et al. [2013] to prove Proposition 4.1 in the maxout

network paper.

The depth given by (1.2) does not scale with the complexity of a CPWL function. This

feature directly comes from using a ReLU network to realize each of max-η-affine functions in

(1.13) and concatenating all of them together. Because the size of η( j) is bounded from above

by n+1, the depth can be made to depend solely on n. Such a treatment seems to be the only

way if one considers a CPWL function represented by (1.13). As a result, the ReLU network is

forced to use a depth constrained by the input dimension to represent the given CPWL function,

which in turn requires more hidden neurons. Because we do not use (1.13), our networks are not

limited by such an implication.

1.4.2 Proof sketch for the unconstrained depth

We give a proof sketch in this subsection for our main results. By using a different

representation, the depth of a ReLU network is able to be scaled with the complexity measure,

i.e., the number of pieces, of any given CPWL function to accommodate the high expressivity.

By Theorem 4.2 in [Tarela and Martı́nez, 1999], any CPWL function p can be represented
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as

p(x) = max
X ∈Q

min
i∈A (X )

fi(x) (1.14)

for all x ∈ Rn where A (X ) =
{

i ∈ [k] | fi(x)≥ p(x),∀x ∈X
}

is the set of indices of linear

components that have values greater than or equal to p(x) for all x ∈X , and Q is any family of

closed convex subsets of Rn satisfying Definition 1. We have used f1, f2, · · · , fk to denote the k

distinct linear components of p. Notice that Theorem 4.2 in [Tarela and Martı́nez, 1999] was first

stated by Theorem 7 in [Tarela et al., 1990]. Both are essentially the same, but Theorem 4.2 in

[Tarela and Martı́nez, 1999] emphasizes the convexity of each of the regions in the domain. Both

theorems are also fundamentally equivalent to Theorem 2.1 in [Ovchinnikov, 2002]. Notice that

one of the concluding remarks in [Ovchinnikov, 2002] pointed out that the convexity of the input

space is an essential assumption. The entire space Rn satisfies such an assumption. In addition,

Ovchinnikov pointed out that the max-min representation also holds for vector-valued CPWL

functions. Hence, it is possible to generalize our bounds to vector-valued CPWL functions.

Using the representation in (1.14) and Lemma 2 below, we are able to prove Theorem 2

by bounding the size of Q and A (X ). Theorem 1 and 3 can be proved by applying Lemma 1

to Theorem 2. Note that the size |Q| in (1.14) is the key for the depth of a ReLU network to be

able to scale with q.

Lemma 2. Let m be any positive integer. Define l(m) = ⌈log2 m⌉+1, w(m) = I [m > 1]
⌈

3m
2

⌉
,

and the following sequence for any positive integer k,

r(k) =


0, if k = 1,

3k
2 + r

(
k
2

)
, if k is even,

2+ 3(k−1)
2 + r

(
k+1

2

)
, if k ̸= 1 and k is odd.

(1.15)

Then, there exists an l(m)-layer ReLU network g : Rn → R with r(m) hidden neurons and a

maximum width of w(m) such that g computes the extremum of f1(x), f2(x), · · · , fm(x), i.e.,

27



g(x) = maxi∈[m] fi(x) or g(x) = mini∈[m] fi(x) for all x ∈ Rn under any m scalar-valued affine

functions f1, f2, · · · , fm. Furthermore, Algorithm 2 finds such a network in poly(m,n) time.

The proof of Lemma 2 is deferred to Appendix 1.6.2 in the supplementary material. One

can also view l(m), w(m), and r(m) as upper bounds for the number of layers, maximum width,

and the number of hidden neurons. Because r(m) < 6m− 3 by Lemma 6, the bound for the

number of hidden neurons r(m) is tighter than the bound 8m−4 given by Lemma D.3 in [Arora

et al., 2018] or Lemma 5.4 in [He et al., 2020] (these two lemmas are essentially the same). The

bound for the number of layers remains the same as the one given by Lemma D.3 in [Arora

et al., 2018]. By combining Lemma 2 with Lemma 3, Lemma 4, and Lemma 8, we can easily

perform the same job on computing the extremum of multiple scalar-valued ReLU networks as

Lemma D.3 does in [Arora et al., 2018]. Lemma 6, 3, 4, and 8 are given in Appendix 1.6.1 in the

supplementary material.

1.5 Broader impact

Our results guarantee that any CPWL function can be exactly computed by a ReLU

neural network at a more manageable cost. This assurance is crucial because CPWL functions

are important tools in many applications. Such an assurance also relates DNNs closer to CPWL

functions and allows researchers and engineers to understand the expressivity of DNNs from a

different perspective. We focus on simple ReLU networks (ReLU multi-layer perceptrons) in this

paper, but it may be possible to derive bounds for other activation functions and advanced neural

network architectures such as maxout networks [Goodfellow et al., 2013], residual networks [He

et al., 2016a], densely connected networks [Huang et al., 2017], and other nonlinear networks

[Chen et al., 2021], by making some (possibly mild) assumptions. Our contributions advance the

fundamental understanding of the link between ReLU networks and CPWL functions.
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1.6 Appendix

1.6.1 Lemmas

Lemma 3. Let l be any positive integer. There exists an l-layer ReLU network g with 2n(l−1)

hidden neurons and a maximum width of 2n such that g(x) = x for all x ∈ Rn. Furthermore,

Algorithm 5 finds such a network in poly(n, l) time.

Proof. Appendix 1.6.2.

Definition 6. Let g(l,n,w) denote an l-layer ReLU network with n hidden neurons and a maximum

width bounded from above by w.

Lemma 4. There exists g(l1+l2−1,n1+n2,max(w1,w2)) that represents any composition of g(l1,n1,w1)

and g(l2,n2,w2). Algorithm 4 finds such a network computing the composition in poly (wmax, lmax)

time where wmax = max(w1,w2) and lmax = max(l1, l2).

Proof. Appendix 1.6.2.

Lemma 5. The sequence r(k) defined by (1.15) is a strictly increasing sequence.

Proof. Appendix 1.6.2.

Lemma 6. For any positive integer k, the sequence r(k) defined by (1.15) satisfies

r(k)≤ 3
(

2⌈log2 k⌉−1
)
< 6k−3. (1.16)

Proof. Appendix 1.6.2

Lemma 7. Let m1 and m2 be the output dimensions of g(l1,n1,w1) and g(l2,n2,w2), respectively.

Define

l = max(l1, l2), (1.17)

w = w j +max(wi,2mi), (1.18)
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and

n = n1 +n2 +2mi|l1− l2| , (1.19)

where i = argmink∈[2] lk and j = [2]\{i}. Then, there exists g(l,n,w) such that

g(l,n,w)(x) =

g(l1,n1,w1)(x)

g(l2,n2,w2)(x)

 (1.20)

for all x ∈ Rn.

Proof. Appendix 1.6.2.

Lemma 8. Let m1,m2, · · · ,mk be the output dimensions of g(l1,n1,w1),g(l2,n2,w2), · · · ,g(lk,nk,wk),

respectively. Define

l = max
i∈[k]

li, (1.21)

w = ∑
i∈[k]

max(wi,2mi), (1.22)

and

n = ∑
i∈[k]

ni +2mi(l− li). (1.23)

Then, there exists g(l,n,w) such that

g(l,n,w)(x) =



g(l1,n1,w1)(x)

g(l2,n2,w2)(x)
...

g(lk,nk,wk)(x)


(1.24)

for all x ∈ Rn. Furthermore, Algorithm 3 finds such a network in poly
(

maxi∈[k]wi,k, l
)

time.

Proof. Appendix 1.6.2.
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Lemma 9. Let f1, f2, · · · , fk be any affine functions such that fi : Rn→ R for all i ∈ [k]. Define

the set of feasible ascending orders as

S n
f1, f2,··· , fk =

{
(s1,s2, · · · ,sk) ∈S(k) | fs1(x)≤ fs2(x)≤ ·· · ≤ fsk(x),x ∈ Rn} (1.25)

where S(k) is the collection of all permutations of the set [k]. It holds true that

∣∣∣S n
f1, f2,··· , fk

∣∣∣≤min

(
n

∑
i=0

( k2−k
2
i

)
,k!

)
. (1.26)

Proof. Appendix 1.6.2.

Lemma 10. If Definition 1 is satisfied for a non-affine function, then every nonempty subset has

a nonempty intersection with the other subset or at least one of the other subsets.

Proof. Appendix 1.6.2.

Assumption 1. The number of closed connected subsets satisfying Definition 1 is a minimum.

The interior and frontier (boundary) of a set X are denoted as IntX and FrX , respec-

tively.

Lemma 11. Let fi denote the affine function associated with Xi for i ∈ [I] where {Xi}i∈[I] is a

family of closed connected subsets satisfying Assumption 1. Then, for any i ∈ [I], j ∈ [I] such

that i ̸= j and Xi
⋂

X j ̸= /0,

(a) fi and f j are different, and {x ∈ Rn| fi(x) = f j(x)} ̸= /0.

(b) {x ∈ Rn| fi(x) = f j(x)} is an affine subspace of Rn with dimension n−1.

(c) Xi
⋂

X j ⊆ {x ∈ Rn| fi(x) = f j(x)}.

(d) x ̸∈ IntXi and x ̸∈ IntX j for all x ∈Xi
⋂

X j.

Proof. Appendix 1.6.2, 1.6.2, 1.6.2, and 1.6.2.
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Lemma 12. If a family of closed connected subsets {Xi}i∈[I] satisfies Assumption 1, then, for

all i ∈ [I],

(a) IntXi ̸= /0.

(b) FrXi =
⋃

k∈[I]\i Xk
⋂

Xi.

(c) IntXi
⋂

IntX j = /0 for all j ∈ [I] such that j ̸= i.

Proof. Appendix 1.6.2, 1.6.2, and 1.6.2.

Lemma 13. Let {Xi}i∈[m] be any finite family of subsets satisfying Assumption 1. Let {H j} j∈[k]

be any finite family of affine subspaces of Rn with dimension n−1. Then, for every i ∈ [m],

Xi
⋂Rn \

⋃
j∈[k]

H j

 ̸= /0. (1.27)

Proof. Appendix 1.6.2.

Proposition 1. For any family of closed connected subsets satisfying Definition 1, all subsets are

the largest closed connected subsets if and only if Assumption 1 is satisfied.

Proof. Appendix 1.6.2.

1.6.2 Proofs

Proof of Lemma 1

Proof. Let the family of closed connected subsets Q̄ = {Xi}i∈[I] satisfy Assumption 1 for any

p ∈Pn,k. Let the k distinct linear components of p be f1, f2, · · · , fk and Hlm be the intersection

between fl and fm for l ∈ [k],m ∈ [k], l ̸= m. Note that every Hlm is an affine subspace of

Rn with dimension n− 1 (a hyperplane) or an empty set. Because the linear components are

distinct, it must be true that k ≤ I by Definition 2. If p is an affine function, then it follows

that k = minQ̄∈Cn,k(p)

∣∣Q̄∣∣= φ(n,k) = 1, the claim holds. For the non-affine case, we must have

k > 1.
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Let R = Rn \H where

H =
⋃

k∈[m],l∈[m],k ̸=l

Hkl. (1.28)

Note that H ̸= /0 according to Lemma 10 and 11(c). By Lemma 12(b), the boundary or frontier

of Xi for i ∈ [I] is given by

FrXi =
⋃

j∈[I]\i

(
Xi
⋂

X j

)
. (1.29)

Because every Xi
⋂

X j for i ∈ [I], j ∈ [I], i ̸= j is a subset of some Hlm for l ∈ [k],m ∈ [k], l ̸= m

by Lemma 11(c), it follows that the boundary of Xi, FrXi, satisfies

FrXi ⊆H (1.30)

for i ∈ [I]. The interior of Xi, IntXi, is a nonempty subset of Rn according to Lemma 12(a).

Furthermore, by Lemma 13,

Xi
⋂

R ̸= /0. (1.31)

Now, define

Zi = (IntXi)
⋂

R (1.32)

for i ∈ [I]. Note that Zi = Xi
⋂

R ̸= /0 due to (1.30) and (1.31). Let A be any subset of Rn and

λ (A ) be the number of connected components of A in Rn. It must be true that

1 = λ (Xi)≤ λ (IntXi)≤ λ (Zi). (1.33)

By Lemma 12(c), IntXi
⋂

IntX j = /0 for i ∈ [I], j ∈ [I], i ̸= j. We have

I≤ λ

⋃
i∈[I]

IntXi

= ∑
i∈[I]

λ (IntXi)≤ ∑
i∈[I]

λ (Zi) = λ

⋃
i∈[I]

Zi

= λ

⋃
i∈[I]

Xi
⋂

R

 . (1.34)
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Notice that ⋃
i∈[I]

Xi
⋂

R = Rn
⋂

R = R (1.35)

by the property
⋃

i∈[I]Xi = Rn in Definition 1. Plugging (1.35) into (1.34) leads to

I ≤ λ (R) (1.36)

which states that I is bounded from above by the number of connected components of R in Rn.

Notice that every component is an open convex set because every component is the intersection

of a finite number of open half spaces. Therefore,

I =
∣∣Q̄∣∣= min

Q′∈C ′n,k(p)

∣∣Q′∣∣≤ min
Q∈Cn,k(p)

|Q| ≤ λ (R) (1.37)

where C ′n,k(p) denotes the collection of all families of closed connected subsets satisfying

Definition 1 for any p ∈Pn,k. Because the ascending order of these k linear components does

not change within a connected component of R, λ (R) can be bounded from above by the

number of feasible ascending orders. Let S(k) be the collection of all permutations of the set [k].

It follows that

λ (R)≤
∣∣{(s1,s2, · · · ,sk) ∈S(k) | fs1(x)≤ fs2(x)≤ ·· · ≤ fsk(x),x ∈ Rn}∣∣ . (1.38)

Finally, Lemma 9 proves the statement by bounding the number of feasible ascending orders.

Proof of Lemma 2

Proof. It suffices to show that

g(x) = max
i∈[k]

xi. (1.39)

for all x =

[
x1 x2 · · · xk

]T
∈ Rk since the composition of affine functions is still affine. The

affine functions can be absorbed into the first layer of the ReLU network g. We prove the case
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for taking the maximum of m real numbers since the same procedure below can be applied to

prove the case of taking the minimum due to the following identity

min
i∈[k]

fi(x) =−max
i∈[k]
− fi(x). (1.40)

Because max(x1,x2) = max(0,x2− x1)+max(0,x1)−max(0,−x1) for any x1 ∈ R and x2 ∈ R,

it holds true that

max
j∈[k]

x j =


max

j∈
[

k
2

]maxi∈{2 j−1,2 j} xi, if k is even

max
j∈
[

k+1
2

]α( j;x1,x2, · · · ,xk), if k is odd
(1.41)

for x j ∈ R, j ∈ [k] where

α( j;x1,x2, · · · ,xk) =


maxi∈{2 j−1,2 j} xi, if j ∈

[
k−1

2

]
max(0,xk)−max(0,−xk), if j = k+1

2

. (1.42)

Let r(k) be the number of operations of taking the maximum between a zero and a real number,

i.e., max(0,x),x ∈ R for computing the maximum of k real numbers using (1.41). One can

find r(2) = 3 and r(3) = 8 by expanding all operations in (1.41). Because we do not need any

maximum operations to compute the maximum over a singleton, we define r(1) = 0. For any

positive integer k such that k ≥ 2, we have the recursion

r(k) =


3k
2 + r

(
k
2

)
, if k is even

2+ 3(k−1)
2 + r

(
k+1

2

)
, if k is odd

(1.43)

according to (1.41). Note that r(n) is the number of ReLUs in a ReLU network g that computes

the maximum of n real numbers or a max-affine function. The number of ReLUs here is

equivalent to the number of hidden neurons according to Definition 4. We shall note that the
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number of ReLU layers is equivalent to the number of hidden layers.

Obviously, we only need a 1-layer ReLU network with no ReLUs to compute the

maximum of a singleton. Suppose that we aim to compute the maximum of m = 2n real numbers

for any positive integer n. Then, every time the recursion goes to the next level in (1.43), the

number of variables considered for computing the maximum is halved. Hence, the number of

ReLU layers is n. When m is not a power of two, i.e., 2n < m < 2n+1, then we can always

construct a ReLU network with n+ 1 ReLU layers and 2n+1 input neurons, and set weights

connected to the 2n+1−m “phantom input neurons” to zeros. Because ⌈log2 m⌉ = n+ 1 for

2n < m < 2n+1, the number of ReLU layers is ⌈log2 m⌉ for any positive integer m. By Definition

5, we have l(m) = ⌈log2 m⌉+1.

By Lemma 5, r(k) is a strictly increasing sequence. Therefore, the maximum width of

the network is given by the width of the first hidden layer. When L = 1 or m = 1, the width is 0

due to Definition 5. When L > 1 or m > 1,

max
l∈[L−1]

kl =


3m
2 , if m is even

2+ 3(m−1)
2 , if m is odd

=

⌈
3m
2

⌉
.

(1.44)

Algorithm 2 directly follows from the above construction. Its complexity analysis is deferred to

Table 1.2 in Appendix 1.6.3.

Proof of Theorem 2

Proof. Let f1, f2, · · · , fk be k distinct linear components of p and Q be any family of closed

convex subsets of Rn satisfying Definition 1. By Theorem 4.2 in [Tarela and Martı́nez, 1999], p

can be represented as

p(x) = max
X ∈Q

min
i∈A (X )

fi(x) (1.45)
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for all x ∈ Rn where

A (X ) =
{

i ∈ [k] | fi(x)≥ p(x),∀x ∈X
}

(1.46)

is the set of indices of linear components that have values greater than or equal to p(x) for all

x ∈X . A thorough discussion of the representation (1.45) is given in Section 1.4.2.

According to (1.45), there are |Q| minima required to be computed where each of them

is a minimum of
∣∣A (X )

∣∣ real numbers. Then, the value of p can be computed by taking the

maximum of the resulting |Q| minima. We will show that these operations are realizable by

a ReLU network. By Lemma 2, an l(m)-layer ReLU network with r(m) hidden neurons and

a maximum width of w(m) can compute the extremum of m real numbers given by m affine

functions.

We realize (1.45) in three steps. First, we create |Q| ReLU networks where each of them

is an l
(∣∣A (X )

∣∣)-layer ReLU network with r
(∣∣A (X )

∣∣) hidden neurons and a maximum

width of w
(∣∣A (X )

∣∣) that computes mini∈A (X ) fi(x) for X ∈ Q. Second, we parallelly

concatenate these |Q| networks, i.e., put them in parallel and let them share the same input

to obtain a ReLU network that takes x and outputs |Q| real numbers. Finally, we create an

l (|Q|)-layer ReLU network with r (|Q|) hidden neurons and a maximum width of w(|Q|) that

takes the maximum of |Q| real numbers.

The parallel combination of |Q| networks in the second step can be realized by Lemma 8.

The third step can be fulfilled by Lemma 4. With the above construction, we can now count the

number of layers, the upper bound for the maximum width, and the number of hidden neurons

for a ReLU network that realizes p. The number of layers is given by

l (|Q|)+ max
X ∈Q

l
(∣∣A (X )

∣∣)−1. (1.47)
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The maximum width is bounded from above by

max

(
∑

X ∈Q
max

(
w
(∣∣A (X )

∣∣) ,2) ,w(|Q|)
)
. (1.48)

The number of hidden neurons is given by

r (|Q|)+ ∑
X ∈Q

r
(∣∣A (X )

∣∣)+2
(

max
Y ∈Q

l
(∣∣A (Y )

∣∣)− l
(∣∣A (X )

∣∣)) . (1.49)

Because A (X ) for every X ∈Q is a subset of [k], it holds that

1≤
∣∣A (X )

∣∣≤ k (1.50)

for all X ∈Q. Therefore, the number of layers in (1.47) can be bounded from above by

l (|Q|)+ l (k)−1 =
⌈
log2|Q|

⌉
+
⌈
log2 k

⌉
+1 (1.51)

where we have used the definition of the function l in Lemma 2. Again, using (1.50), the upper

bound for the maximum width in (1.48) can be further bounded from above by

max

(
∑

X ∈Q
max

(
w(k) ,2

)
,w(|Q|)

)
= max

(
|Q|max

(
w(k) ,2

)
,w(|Q|)

)

≤max

|Q|max

(⌈
3k
2

⌉
,2

)
,

⌈
3|Q|

2

⌉
=

⌈
3k
2

⌉
|Q|

(1.52)

where we have used the definition of the function w in Lemma 2. Note that the maximum width

is zero when the number of layers is one. Finally, again, using (1.50), the number of neurons in
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(1.49) can be bounded from above by

r (|Q|)−2l(k)+2l(1)+ ∑
X ∈Q

(
r (k)+2l (k)−2l(1)

)
= r (|Q|)−2l(k)+2l(1)+|Q|

(
r (k)+2l (k)−2l(1)

)
= r (|Q|)−2

⌈
log2 k

⌉
+|Q|

(
r (k)+2

⌈
log2 k

⌉)
≤ 3

(
2⌈log2|Q|⌉−1

)
−2
⌈
log2 k

⌉
+|Q|

(
3
(

2⌈log2 k⌉−1
)
+2
⌈
log2 k

⌉)
= 3

(
2⌈log2|Q|⌉−1

)
+3|Q|

(
2⌈log2 k⌉−1

)
+2(|Q|−1)

⌈
log2 k

⌉
(1.53)

where we have used Lemma 6 for the upper bound in the fourth line of (1.53). Expanding and

rearranging terms in (1.53) lead to (1.10).

Algorithm 1 directly follows from the above construction. Its complexity analysis is

deferred to Table 1.1 in Appendix 1.6.3.

Proof of Theorem 1

Proof. By Lemma 1, the number of distinct linear components k is bounded from above by the

number of pieces, i.e., k≤ q, implying that the bounds in Theorem 2 can be written in terms of q.

Substituting k with q in Theorem 2 proves the claim.

According to Theorem 2, the time complexity of Algorithm 1 is poly(n,k,q,L). Using

the bound k ≤ q proves the claim for the time complexity.

Proof of Theorem 3

Proof. By Lemma 1, the minimum number of closed convex subsets q of a CPWL function

p : Rn→ R can be bounded from above by φ(n,k), i.e.,

q≤ φ(n,k) = min

(
n

∑
i=0

(k2−k
2
i

)
,k!

)
. (1.54)

Substituting q with φ(n,k) in Theorem 2 proves the claim.

39



Proof of Lemma 3

Proof. Obviously, a one-layer ReLU network is an affine function whose weights can be set to

fulfill the identity mapping in Rn. We prove the case when the number of layers is more than one

in the next paragraph. We start with a scalar case, and then work on the vector case.

For any x ∈ R, it holds that max(0,x)−max(0,−x) = x. In other words, a hidden layer

of two ReLUs with +1 and −1 weights can represent an identity mapping for any scalar. For

any vector input in Rn, we can concatenate such structures of two ReLUs in parallel because the

identity mapping can be decomposed into n individual identity mappings from n coordinates.

Therefore, a two-layer ReLU network with 2n hidden neurons can realize the identity mapping

in Rn. Stacking such a hidden layer any number of times gives a deeper network that is still an

identity mapping. Algorithm 5 follows from the above construction. Its complexity analysis is

deferred to Table 1.5 in Appendix 1.6.3.

Proof of Lemma 4

Proof. Because a composition of two affine mappings is still affine, the first layer of either one

of the two networks can be absorbed into the last layer of the other one if their dimensions are

compatible. The resulting new network still satisfies Definition 4. The number of layers of the

new network is l1 + l2−1. The number of hidden neurons of the new network is n1 +n2. The

maximum width of the new network is at most max(w1,w2). Algorithm 4 follows from the above

construction. Its complexity analysis is deferred to Table 1.4 in Appendix 1.6.3.

Proof of Lemma 5

Proof. For any positive even integer k ≥ 4, it holds true that

r(k)− r(k−1) =
3k
2
+ r
(

k
2

)
−2− 3(k−2)

2
− r
(

k
2

)
= 1. (1.55)
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For any positive odd integer k such that k ≥ 3, we have

r(k)− r(k−1) = 2+
3(k−1)

2
+ r
(

k+1
2

)
− 3(k−1)

2
− r
(

k−1
2

)

=


3, if k+1

2 is even

2+ r
(

k+1
2

)
− r
(

k+1
2 −1

)
, otherwise

(1.56)

which is strictly greater than zero. Note that (1.56) is greater than 0 because the equality in (1.56)

can be applied over and over again to reach (1.55) or the base case r(2)− r(1) = 3.

Proof of Lemma 6

Proof. By Lemma 5, r(k) is a strictly increasing sequence. Then, it must be true that

r(k) = r
(

2log2 k
)
≤ r
(

2⌈log2 k⌉) . (1.57)

According to the recursion (1.15), it holds that

r
(

2⌈log2 k⌉)= 3
2

⌈log2 k⌉
∑
i=1

2i

=
3
2

(
2⌈log2 k⌉+1−2

)
= 3

(
2⌈log2 k⌉−1

)
< 3

(
2(log2 k)+1−1

)
= 3(2k−1) .

(1.58)

Proof of Lemma 7

Proof. Two ReLU networks can be combined in parallel such that the new network shares the

same input and the two output vectors from the two ReLU networks are concatenated together. To
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see this, we show that the weights of the new network can be found by the following operations.

Let W1
i and b1

i be the weights of the i-th layer in g(l1,n1,w1), and W2
i and b2

i are the weights of

the i-th layer in g(l2,n2,w2). Let Wi and bi be the weights of the new network. Now, we find the

weights for the new network. In the first layer, we construct

W1 =

W1
1

W2
1

 (1.59)

and

b1 =

b1
1

b2
1

 . (1.60)

For the i-th layer such that 1 < i≤min(l1, l2), we use

Wi =

W1
i 0

0 W2
i

 (1.61)

and

bi =

b1
i

b2
i

 . (1.62)

If l1 = l2, then the claim is proved. If l1 ̸= l2, then we stack a network that implements the identity

mapping to the shallower network such that the numbers of layers of the two networks are the

same. Because the network g(li,ni,wi) is shallower than the other network, we append |l1− l2|

hidden layers to g(li,ni,wi) such that the procedure in (1.61) and (1.62) can be used. By Lemma

3, there exists an (|l1− l2|+1)-layer ReLU network g(|l1−l2|+1,2mi|l1−l2|,2mi) with 2mi|l1− l2|

hidden neurons and a maximum width bounded from above by 2mi for representing the identity

mapping in Rmi . By Lemma 4, there exists a network g(li+|l1−l2|,ni+2mi|l1−l2|,max(wi,2mi)) that

represents the composition of g(|l1−l2|+1,2mi|l1−l2|,2mi) and g(li,ni,wi). Now, (1.61) and (1.62) can be

used to combine g(l j,n j,w j) and g(li+|l1−l2|,ni+2mi|l1−l2|,max(wi,2mi)) in parallel because the number
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of layers in network g(li+|l1−l2|,ni+2mi|l1−l2|,max(wi,2mi)) is equal to l j according to the fact that

li +|l1− l2|= max(l1, l2) = l j. Such a new network has max(l1, l2) layers and

n j +ni +2mi|l1− l2|= n1 +n2 +2mi|l1− l2| (1.63)

hidden neurons. The maximum width of the new network is at most w j +max(wi,2mi).

Proof of Lemma 8

Proof. The case k = 1 is trivial. The case k = 2 is proved by Lemma 7, which gives a tighter

bound on the maximum width. The number of layers and hidden neurons of the claim agree with

Lemma 7 when k = 2. The claim can be proved by following a similar procedure from the proof

of Lemma 7. By Lemma 3, we can stack an identity mapping realized by an (l− li +1)-layer

ReLU network with 2mi(l− li) hidden neurons and a maximum width of 2mi on the i-th network

for all i ∈ [k] such that li < l. In other words, we increase the number of hidden layers for any

network whose number of layers is less than l such that the cascade of the network and the

corresponding identity mapping has l layers. For all i ∈ [k] such that li < l, the extended network

has ni +2mi(l− li) hidden neurons and a maximum width at most max(wi,2mi) according to

Lemma 4. Because all the networks now have the same number of layers, we can directly

combine them in parallel. Hence, the resulting new network has maxi∈[k] li layers and

∑
i∈[k]

ni +2mi(l− li) (1.64)

hidden neurons and a maximum width at most

∑
i∈[k]

max(wi,2mi). (1.65)

Algorithm 3 directly follows from the above construction. Its complexity analysis is deferred to

Table 1.3 in Appendix 1.6.3.
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Proof of Lemma 9

Proof. Because S n
f1, f2,··· , fk is a subset of S(k) and

∣∣S(k)
∣∣= k! is the number of permutations of

k distinct objects, it follows that ∣∣∣S n
f1, f2,··· , fk

∣∣∣≤ k!. (1.66)

On the other hand, the number of hyperplanes, or affine subspaces of Rn with dimension n−1,

induced by the distinct intersections between any two different affine functions is bounded from

above by (
k
2

)
. (1.67)

Let the arrangement of these hyperplanes be A , and |A | be the number of hyperplanes in the

arrangement. By Zaslavsky’s Theorem [Zaslavsky, 1975], the number of connected components

of the set

Rn \
⋃

H∈A
H (1.68)

is bounded from above by
n

∑
i=0

(|A |
i

)
(1.69)

Because there are at most
(k

2

)
hyperplanes in Rn, it follows that

∣∣∣S n
f1, f2,··· , fk

∣∣∣≤ n

∑
i=0

((k
2

)
i

)
. (1.70)

Combining (1.66) and (1.70) proves the claim. Notice that the ascending order does not change

within a connected component.

Proof of Lemma 10

Proof. Let X1,X2, · · · ,XI be a family of nonempty subsets satisfying Definition 1 for a non-

affine function. We prove the claim by contradiction. Suppose that there exists at least one

nonempty closed subset, say Xi, that is disjoint with every other closed subset X j, j ∈ [I]\ i. It
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follows that

Xi
⋂ ⋃

j∈[I]\i
X j = /0 (1.71)

which implies (
Rn \Xi

)⋃Rn \
⋃

j∈[I]\i
X j

= Rn. (1.72)

Because the union of any finite collection of closed sets is closed, it must be true that
⋃

j∈[I]\i X j

is closed. Notice that Xi is never the whole space Rn because the CPWL function is assumed to

be non-affine.
⋃

j∈[I]\i X j must be nonempty due to Definition 1. Therefore, both Rn \Xi and

Rn \⋃ j∈[I]\i X j are nonempty and open. Since Rn is connected, it cannot be represented as the

union of two disjoint nonempty open subsets. It follows that the intersection between Rn \Xi

and Rn \⋃ j∈[I]\i X j is nonempty. In other words, there exists an element of Rn that is not in Xi

and
⋃

j∈[I]\i X j, contradicting Definition 1.

Proof of Lemma 11(a)

Proof. If the CPWL function is affine, then there are no intersecting closed subsets because the

only closed subset satisfying Assumption 1 is Rn. On the other hand, if the CPWL function is

non-affine, then there exist at least two intersecting closed subsets according to Lemma 10. For

any two intersecting closed subsets, say Xi and X j, we first show that

{x ∈ Rn | fi(x) = f j(x)} ̸= /0 (1.73)

where fi and f j are the affine functions corresponding to Xi and X j. We prove this statement by

contradiction. Suppose that the intersection is empty, i.e., the linear equation
(
ai−a j

)T x+bi−

b j = 0 does not have a solution where fi(x) = aT
i x+bi and f j(x) = aT

j x+b j for ai,a j ∈ Rn and

bi,b j ∈ R. Then, it is necessary that ai = a j and bi ̸= b j. In other words, the two affine functions

are parallel, implying that every point in Xi∩X j gives two different values, which cannot be

true for a valid function.
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Next, we prove that there does not exist an intersection that is Rn by contradiction. Let

us assume that there exists at least one intersection that is Rn between the affine functions

corresponding to two intersecting closed subsets, say Xi and X j. Then, we can always replace

Xi and X j with their union. Such a replacement still satisfies Definition 1 but reduces the

number of closed (connected) subsets by at least one, contradicting the fact that the number of

closed subsets is a minimum. Because the two affine functions are identical if and only if the

intersection is Rn, the two affine functions must be different.

Proof of Lemma 11(b)

Proof. The claim follows from Lemma 11(a). Because the two affine functions have a nonempty

intersection, their intersection must be Rn or an affine subspace of Rn with dimension n− 1.

However, the two affine functions must be different, implying that Rn is never the intersection.

Proof of Lemma 11(c)

Proof. Let any given two intersecting subsets be Xi and X j. The intersection between their

corresponding affine functions, say fi and f j, is given by Hi j = {x∈Rn | fi(x) = f j(x)}. Suppose

that there exists a point a ∈Xi
⋂

X j such that a ̸∈Hi j, then it follows that fi(a) ̸= f j(a). Such

a result cannot be true for a valid function. We conclude that Xi
⋂

X j ⊆Hi j.

Proof of Lemma 11(d)

Proof. We prove the statement by contradiction. Suppose there exists a point c ∈ Rn in the

intersection of two intersecting closed connected subsets, say Xi and X j, such that c is an interior

point of Xi, then there exists an open ε-radius ball B(c,ε) such that x ∈Xi,∀x ∈ B(c,ε) for

some ε > 0. By Lemma 11(b), the intersection between the two affine functions corresponding to

Xi and X j must be an affine subspace of Rn with dimension n−1. Let such an affine subspace

be denoted as Hi j and its corresponding linear subspace be denoted as V (Hi j). Then, there

exists a nonzero vector d ∈ Rn such that αd⊥ v for all v ∈ V (Hi j) and any α ̸= 0. Therefore,
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it follows that αd+ a ̸∈Hi j for any a ∈Hi j and any α ̸= 0. According to Lemma 11(c),

Xi∩X j ⊆Hi j, so we have αd+ c ̸∈Xi∩X j for any α ̸= 0. When α = ε

2∥d∥2
or α = −ε

2∥d∥2
,

αd+ c ∈ B(c,ε). However, one of them must satisfy αd+ c ̸∈Xi, contradicting the existence

of a point in Xi∩X j that is an interior point of Xi. The same procedure can be applied to prove

that there does not exist a point in Xi∩X j such that it is an interior point of X j. We conclude

that every element in Xi∩X j is not an interior point of Xi or X j.

Proof of Lemma 12(a)

Proof. The boundary or frontier of Xi is given by

FrXi = Xi
⋂

Rn \Xi

= Xi
⋂⋃

k∈[I]
Xk

\Xi

= Xi
⋂ ⋃

k∈[I]\i

(
Xk \Xk

⋂
Xi

)
= Xi

⋂ ⋃
k∈[I]\i

(
Xk \Xk

⋂
Xi

)
= Xi

⋂ ⋃
k∈[I]\i

Xk

= Xi
⋂ ⋃

k∈[I]\i
Xk

=
⋃

k∈[I]\i
Xk

⋂
Xi

(1.74)

where A denotes the closure of a subset A . We have used Lemma 11(d) for the equality

between the 4-th and 5-th line of (1.74). Now, we prove that the interior of Xi is nonemtpy by

contradiction. Suppose that the interior of Xi is empty, then it follows that Xi = Xi = FrXi

because the closure of Xi is the union of the interior and the boundary of Xi. Combining

that with (1.74), we have Xi =
⋃

k∈[I]\i Xk
⋂

Xi. which implies every element in Xi is at least

covered by one of the other closed subsets Xk for some k ∈ [I]\ i. In this case, we can delete Xi
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from X1,X2, · · · ,XI; and the remaining I−1 closed subsets still satisfy Definition 1. Such a

valid deletion of Xi contradicts the fact that I is the minimum number of closed subsets. Hence,

the interior of Xi must be nonempty.

Proof of Lemma 12(b)

Proof. The statement is proved by (1.74) in Lemma 12(a).

Proof of Lemma 12(c)

Proof. By Lemma 12(a), the interior of every subset is nonempty. Next, by Lemma 11(d), every

point in the intersection between any two subsets is a boundary point of both subsets. It follows

that the interiors of any two subsets are disjoint.

Proof of Lemma 13

Proof. By Lemma 12(a), the interior of Xi is nonempty. Therefore, there exists an open ε-radius

ball B(c0,ε) such that x ∈Xi,∀x ∈ B(c0,ε) for some ε > 0 and c0 ∈Xi. Let us consider the set

⋂
j∈[k]

(
B(c0,ε)

⋂(
H +

j

⋃
H −

j

))
(1.75)

where H +
j and H −

j are two open half spaces created by H j. It suffices to show the nonemp-

tyness of the set in (1.75) to prove the claim. If H j and B(c0,ε) do not intersect, then B(c0,ε)

completely belongs to H +
j or H −

j . Without loss of generality, we can remove all j such that

H j does not intersect B(c0,ε) and assume there are k affine subspaces of Rn with dimension

n−1 intersecting B(c0,ε). Let us sequentially carry out the intersection in (1.75). Every time

before the operation of the j-th intersection between B(c j−1,
ε

2 j−1 ) and
(
H +

j
⋃

H −
j

)
, there

exists an open ε

2 j -radius ball B(c j,
ε

2 j ) for some c j ∈ B(c j−1,
ε

2 j−1 ) such that it does not intersect

with H j. Therefore, at the end of the sequential process, there exists an open ball that does

not intersect any of these k affine subspaces of Rn with dimension n−1. The set in (1.75) is

nonempty, implying (1.27) holds true.
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Proof of Proposition 1

Proof. We prove the claim by contraposition. If the number of closed connected subsets is

not a minimum, i.e., Assumption 1 is not satisfied, then such a number can be decreased by

merging some of the intersecting closed connected subsets that have the same corresponding

affine functions. Therefore, there exist at least two closed connected subsets that can be made

larger.

On the other hand, if the closed connected subsets, say X1,X2, · · · ,XI , have at least one

of the subsets that can be made larger, then there exist at least two intersecting closed connected

subsets, say Xi and X j, from X1,X2, · · · ,XI such that their corresponding affine functions are

the same. Otherwise, any closed connected subset cannot be made larger than itself. Therefore,

Xi and X j can be replaced with Xi
⋃

X j and these I−1 closed connected subsets still satisfy

Definition 1, implying that I is not the minimum.
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1.6.3 Algorithms and time complexities

Table 1.1. The running time of Algorithm 1 is upper bounded by poly(n,k,q,L).

Line Operation count Explanation

1 O
(

nqmax(n2,q)
)

Algorithm 6 (see Table 1.6).

2 O(q) Repeat Line 3 to Line 9 q times.

3 O(1) Initialize an empty placeholder.

4 O(k) Repeat Line 5 to Line 7 k times.

5 poly (n,q,L) Solve a linear program [Vavasis and Ye, 1996].

6 O(1) Add an index.

7 - -

8 - -

9 O
(

k2 max(k log2 k,n)
)

Algorithm 2 (see Table 1.2).

10 - -

11 O
(

qmax(n,k)2 max(n,k,q) log2 k
)

Algorithm 3 (see Table 1.3).

12 O
(

q3 log2 q
)

Algorithm 2 (see Table 1.2).

13 O
(

q3 max(n,k)3 log2 q
)

Algorithm 4 (see Table 1.4).
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Algorithm 2. Find a ReLU network that computes the extremum of affine functions
Input: Scalar-valued affine functions f1, · · · , fm on Rn and the type of extremum (max or min).
Output: Parameters of an l-layer ReLU network g computing g = maxi∈[m] fi or g = mini∈[m] fi.

1: A←
[
−1 1 −1
1 0 0

]T
,B←

[
1 1 −1

]
,C←

[
1
−1

]
▷ Constant matrices

2: ΨΨΨ(Y,Z)← diag(Y,Z), ΦΦΦ(Y,s)← diag(Y,Y, · · · ,Y) ▷ The latter repeats Y s times
3: l← ⌈log2 m⌉+1,k0← n,kl ← 1,c0← m ▷ l is the number of layers of g
4: for i = 1,2, · · · , l−1 do
5: if ci−1 is even then
6: ci← ci−1

2
7: ki← 3ci ▷ Output dimension of the i-th layer
8: else
9: ci← ci−1+1

2
10: ki← 3ci−1 ▷ Output dimension of the i-th layer
11: end if
12: end for
13: W1←

[
∇ f1 ∇ f2 · · · ∇ fm

]T
,b1←

[
f1(0) f2(0) · · · fm(0)

]T
14: if l > 1 then ▷ Find the weights of input and output layers, if any
15: if c0 is even then
16: W1←ΦΦΦ(A,c1)W1,b1←ΦΦΦ(A,c1)b1
17: else
18: W1←ΨΨΨ

(
ΦΦΦ(A,c1−1) ,C

)
W1,b1←ΨΨΨ

(
ΦΦΦ(A,c1−1) ,C

)
b1

19: end if
20: Wl ← B,bl ← 0kl

21: end if
22: if l > 2 then ▷ Find the weights of remaining layers, if any
23: for i = 2,3, · · · , l−1 do
24: if ci−1 is even then
25: T←ΦΦΦ(A,ci)
26: else
27: T←ΨΨΨ

(
ΦΦΦ(A,ci−1) ,C

)
28: end if
29: if ci−2 is even then
30: Wi← TΦΦΦ(B,ci−1)
31: else
32: Wi← TΨΨΨ

(
ΦΦΦ(B,ci−1−1) ,CT

)
33: end if
34: bi← 0ki

35: end for
36: end if
37: if type of extremum is the minimum then
38: W1←−W1,b1←−b1, Wl ←−Wl,bl ←−bl
39: end if ▷ See Table 1.2 in Appendix 1.6.3 for complexity analysis
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Algorithm 3. Find a ReLU network that concatenates a number of given ReLU networks

Input: Weights of k ReLU networks g1,g2, · · · ,gk denoted by {W j
i ,b

j
i }

l j
i=1 for j ∈ [k].

Output: Parameters of an l-layer ReLU network g computing g(x) =


g1(x)
g2(x)

...
gk(x)

 ,∀x ∈ Rn.

1: l←max j∈[k] l j

2: W1←


W1

1
W2

1
...

Wk
1

 ,b1←


b1

1
b2

1
...

bk
1

 ▷ Weights of the input layer

3: for j = 1,2, · · · ,k do
4: if l j < l then ▷ Append an identity mapping network to the network if it is shallower
5: m← output dimsion of g j
6: gc

j← run Algorithm 5 with an input dimension m and a number of layers l− l j +1
7: g′j← run Algorithm 4 with g j and gc

j

8: {W j
i ,b

j
i }l

i=1← weights of g′j
9: end if

10: end for
11: for i = 2,3, · · · , l do ▷ Find the remaining weights

12: Wi←


W1

i 0 · · · 0
0 W2

i · · · 0
...

... . . . ...
0 0 · · · Wk

i

 ,bi←


b1

i
b2

i
...

bk
i


13: end for ▷ See Table 1.3 in Appendix 1.6.3 for complexity analysis

Algorithm 4. Find a ReLU network computing a composition of two given ReLU networks

Input: Weights of two ReLU networks g1 and g2 denoted by {W1
i ,b1

i }l1
i=1 and {W2

i ,b2
i }l2

i=1.
Output: Parameters of an l-layer ReLU network g computing g(x) = g2

(
g1(x)

)
,∀x ∈ Rn.

1: l← l1 + l2−1
2: for i = 1,2, · · · , l do
3: if i < l1 then ▷ The first l1−1 layers are identical to the corresponding layers in g1
4: Wi←W1

i ,bi← b1
i

5: else if i = l1 then ▷ A composition of affine functions is still an affine function
6: Wi←W2

1W1
l1 ,bi←W2

1b1
l1 +b2

1
7: else ▷ The last l2−1 layers are identical to the corresponding layers in g2
8: Wi←W2

i−l1+1,bi← b2
i−l1+1

9: end if
10: end for ▷ See Table 1.4 in Appendix 1.6.3 for complexity analysis
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Algorithm 5. Find a ReLU network that computes an identity mapping for a given depth
Input: The input dimension n and the number of layers l of the target ReLU network.
Output: Parameters of an l-layer ReLU network g computing g(x) = x,∀x ∈ Rn.

1: A←
[

1
−1

]
,B←

[
1 −1

]
,C←

[
1 −1
−1 1

]
▷ Constant matrices

2: ΦΦΦ(Y,s) =


Y(1) 0 · · · 0

0 Y(2) · · · 0
...

... . . . ...
0 0 · · · Y(s)

 ▷ A block diagonal matrix with Y repeated s times

3: k0← n,kl ← n,bl ← 0n
4: for i = 1,2, · · · , l−1 do
5: ki← 2n ▷ The number of hidden neurons at the i-th hidden layer
6: bi← 0ki

7: end for
8: if l = 1 then ▷ Find the weights of input and output layers, if any
9: W1← In×n ▷ An identity matrix

10: else
11: W1←ΦΦΦ(A,k0)
12: Wl ←ΦΦΦ(B,kl)
13: end if
14: if l > 2 then ▷ Find the weights of hidden layers, if any
15: for i = 2,3, · · · , l−1 do
16: Wi←ΦΦΦ(C,n)
17: end for
18: end if ▷ See Table 1.5 in Appendix 1.6.3 for complexity analysis
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Algorithm 6. Find all distinct linear components of a CPWL function
Input: An unknown CPWL function p whose output can be observed by feeding input from Rn

to the function. A center ci and radius εi > 0 of any closed εi-radius ball B(ci,εi) such that
B(ci,εi)⊂Xi for i = 1,2, · · · ,q where {Xi}i∈[q] are all pieces of p.

Output: All distinct linear components of p, denoted by F .
1: F ← /0 ▷ Initialize the set of all distinct linear components
2: for i = 1,2, · · · ,q do
3: x0← ci ▷ select the center of B(ci,εi)
4: y0← p(x0)

5:
[
s1 s2 · · · sn

]
← εiIn×n ▷ scale the standard basis of Rn

6: S←
[
s1 s2 · · · sn

]

7: z←


p(s1 +x0)− y0
p(s2 +x0)− y0

...
p(sn +x0)− y0


8: a← S−Tz ▷ Find the linear map by solving a system of linear equations
9: b← y0−aTx0 ▷ Find the translation

10: f ← x 7→ aTx+b ▷ The affine map on Xi
11: if f ̸∈F then ▷ Only add the affine map f to F if f is distinct to all elements of F
12: F ←F

⋃{ f}
13: end if
14: end for ▷ See Table 1.6 in Appendix 1.6.3 for complexity analysis

54



Table 1.2. The time complexity of Algorithm 2 is O
(

m2 max(m log2 m,n)
)

.

Line Operation count Explanation

1 O(1) Initialize constant matrices.

2 max
(

O
(

d2
1

)
,O(s2d2

1)

)
Let d1 be the maximum dimension of Y and Z.

3 O(1) Scalar assignments.

4 O(log2 m) Repeat Line 5 to Line 11 ⌈log2 m⌉ times.

5 O(1) Check a scalar is even or not.

6-12 O(1) Compute a scalar.

13 O(mn) Assign a matrix and a vector.

14 O(1) Check a scalar inequality.

15 O(1) Check a scalar is even or not.

16-19 O(m2n) Matrix creation and multiplication.

20-21 O(1) Assign a constant matrix and vector.

22 O(1) Check a scalar inequality.

23 O(log2 m) Repeat Line 24 to Line 34 ⌈log2 m⌉−1 times.

24 O(1) Check a scalar is even or not.

25-28 O(m2) Matrix creation.

29 O(1) Check a scalar is even or not.

30-32 O(m3) Matrix creation and multiplication.

33 - -

34 O(m) Assign a vector whose length is at most
⌈

3m
2

⌉
.

35-36 - -

37 O(1) Check the binary data type.

38-39 O(mn) Reverse the sign of W1 and b1, and constants.
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Table 1.3. The time complexity of Algorithm 3 is O
(

d2kl max(d,k)
)

where d is the maximum
dimension of all the weight matrices in g1,g2, · · · ,gk and l = max j∈[k] l j.

Line Operation count Explanation

1 O(k) Find the maximum among k numbers.

2 O(d2k) Matrix concatenation and assignment.

3 O(k) Repeat Line 4 to Line 9 k times.

4 O(1) Check a scalar inequality.

5 O(1) A scalar assignment.

6 O(d2l) Algorithm 5 (see Table 1.5).

7 O(d3l) Algorithm 4 (see Table 1.4).

8 O(d2l) Assign weights of the network.

9 - -

10 - -

11 O(l) Repeat Line 12 l−1 times.

12 O(d2k2) Assign a matrix and a vector.

13 - -
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Table 1.4. The time complexity of Algorithm 4 is O
(

d3 max(l1, l2)
)

where d is the maximum
dimension of all the weight matrices in g1 and g2.

Line Operation count Explanation

1 O(1) Assign a constant.

2 O(l) Repeat Line 3 to Line 9 l times.

3 O(1) Check a scalar inequality.

4 O(d2) Assign a matrix and a vector (at most d2 +d elements).

5 O(1) Check a scalar equality.

6 O(d3) Matrix multiplication and assignment.

7 - -

8 O(d2) Assign a matrix and a vector (at most d2 +d elements).

9 - -

10 - -
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Table 1.5. The time complexity of Algorithm 5 is O(n2l).

Line Operation count Explanation

1 O(1) Initialize constant matrices.

2 O(s2d1d2) Create a block diagonal matrix from Y ∈ Rd1×d2 and s ∈ N.

3 O(n) Assign two constant scalars and one constant vector of length n.

4 O(l) Repeat Line 5 to line 6 l times.

5 O(1) Assign a scalar.

6 O(n) Assign a vector whose length ki is equal to 2n.

7 - -

8 O(1) Check a scalar equality.

9 O(n2) Assign an n-by-n matrix.

10 - -

11 O(n2) Assign a 2n-by-n block diagonal matrix.

12 O(n2) Assign an n-by-2n block diagonal matrix.

13 - -

14 O(1) Check a scalar inequality.

15 O(l) Repeat Line 16 l−2 times.

16 O(n2) Assign a 2n-by-2n block diagonal matrix.

17 - -

18 - -
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Table 1.6. The time complexity of Algorithm 6 is O
(

nqmax(n2,q)
)

.

Line Operation count Explanation

1 O(1) Initialize an empty placeholder F .

2 O(q) Repeat Line 3 to line 13 q times.

3 O(1) Select an interior point. Use the center of the ball.

4 O(1) Evaluate the function on the point.

5 O(n2) Scale and assign an n-by-n matrix.

6 - -

7 O(n) Translate, evaluate, and subtract n points.

8 O(n3) Solve a system of n linear equations with n variables.

9 O(n) Solve the translation term in the affine map

10 - -

11 O(nq) Each affine map has n+1 parameters. F has at most q elements.

12 O(1) Add a distinct affine map to F .

13 - -

14 - -

1.6.4 Software implementation and run time of Algorithm 1

We implement Algorithm 1 in Python. Figure 1.3 shows that the run time of the algorithm

is greatly affected by the number of pieces q.

Code is available at https://github.com/kjason/CPWL2ReLUNetwork.
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provided in the above link is run on a computer (Microsoft Surface Laptop Studio) with the Intel
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Chapter 2

ResNEsts and DenseNEsts: Block-based
DNN Models with Improved Representa-
tion Guarantees

Models recently used in the literature proving residual networks (ResNets) are better

than linear predictors are actually different from standard ResNets that have been widely used

in computer vision. In addition to the assumptions such as scalar-valued output or single

residual block, the models fundamentally considered in the literature have no nonlinearities at

the final residual representation that feeds into the final affine layer. To codify such a difference

in nonlinearities and reveal a linear estimation property, we define ResNEsts, i.e., Residual

Nonlinear Estimators, by simply dropping nonlinearities at the last residual representation from

standard ResNets. We show that wide ResNEsts with bottleneck blocks can always guarantee a

very desirable training property that standard ResNets aim to achieve, i.e., adding more blocks

does not decrease performance given the same set of basis elements. To prove that, we first

recognize ResNEsts are basis function models that are limited by a coupling problem in basis

learning and linear prediction. Then, to decouple prediction weights from basis learning, we

construct a special architecture termed augmented ResNEst (A-ResNEst) that always guarantees

no worse performance with the addition of a block. As a result, such an A-ResNEst establishes

empirical risk lower bounds for a ResNEst using corresponding bases. Our results demonstrate

ResNEsts indeed have a problem of diminishing feature reuse; however, it can be avoided by
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Figure 2.1. The proposed augmented ResNEst or A-ResNEst. A set of new prediction weights
H0,H1, · · · ,HL are introduced on top of the features in the ResNEst (see Figure 2.2). The
A-ResNEst is always better than the ResNEst in terms of empirical risk minimization (see
Proposition 3). Empirical results of the A-ResNEst model are deferred to Appendix 2.7.2 in the
supplementary material.

sufficiently expanding or widening the input space, leading to the above-mentioned desirable

property. Inspired by the densely connected networks (DenseNets) that have been shown to

outperform ResNets, we also propose a corresponding new model called Densely connected

Nonlinear Estimator (DenseNEst). We show that any DenseNEst can be represented as a wide

ResNEst with bottleneck blocks. Unlike ResNEsts, DenseNEsts exhibit the desirable property

without any special architectural re-design.

2.1 Introduction

Constructing deep neural network (DNN) models by stacking layers unlocks the field

of deep learning, leading to the early success in computer vision, such as AlexNet [Krizhevsky

et al., 2012], ZFNet [Zeiler and Fergus, 2014], and VGG [Simonyan and Zisserman, 2015a].

However, stacking more and more layers can suffer from worse performance [He and Sun, 2015,

Srivastava et al., 2015, He et al., 2016a]; thus, it is no longer a valid option to further improve

DNN models. In fact, such a degradation problem is not caused by overfitting, but worse training

performance [He et al., 2016a]. When neural networks become sufficiently deep, optimization

landscapes quickly transition from being nearly convex to being highly chaotic [Li et al., 2018].

As a result, stacking more and more layers in DNN models can easily converge to poor local
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minima (see Figure 1 in [He et al., 2016a]).

To address the issue above, the modern deep learning paradigm has shifted to designing

DNN models based on blocks or modules of the same kind in cascade. A block or module

comprises specific operations on a stack of layers to avoid the degradation problem and learn

better representations. For example, Inception modules in the GoogLeNet [Szegedy et al., 2015],

residual blocks in the ResNet [He et al., 2016a,b, Zagoruyko and Komodakis, 2016, Kim et al.,

2016, Xie et al., 2017, Xiong et al., 2018], dense blocks in the DenseNet [Huang et al., 2017],

attention modules in the Transformer [Vaswani et al., 2017], Squeeze-and-Excitation (SE) blocks

in the SE network (SENet) [Hu et al., 2018], and residual U-blocks [Qin et al., 2020] in U2-Net.

Among the above examples, the most popular block design is the residual block which merely

adds a skip connection (or a residual connection) between the input and output of a stack of

layers. This modification has led to a huge success in deep learning. Many modern DNN models

in different applications also adopt residual blocks in their architectures, e.g., V-Net in medical

image segmentation [Milletari et al., 2016], Transformer in machine translation [Vaswani et al.,

2017], and residual LSTM in speech recognition [Kim et al., 2017]. Empirical results have

shown that ResNets can be even scaled up to 1001 layers or 333 bottleneck residual blocks, and

still improve performance [He et al., 2016b].

Despite the huge success, our understanding of ResNets is very limited. To the best

of our knowledge, no theoretical results have addressed the following question: Is learning

better ResNets as easy as stacking more blocks? The most recognized intuitive answer for

the above question is that a particular stack of layers can focus on fitting the residual between

the target and the representation generated in the previous residual block; thus, adding more

blocks always leads to no worse training performance. Such an intuition is indeed true for a

constructively blockwise training procedure; but not clear when the weights in a ResNet are

optimized as a whole. Perhaps the theoretical works in the literature closest to the above question

are recent results in an albeit modified and constrained ResNet model that every local minimum

is less than or equal to the empirical risk provided by the best linear predictor [Shamir, 2018,
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Kawaguchi and Bengio, 2019, Yun et al., 2019]. Although the aims of these works are different

from our question, they actually prove a special case under these simplified models in which

the final residual representation is better than the input representation for linear prediction. We

notice that the models considered in these works are very different from standard ResNets using

pre-activation residual blocks [He et al., 2016b] due to the absence of the nonlinearities at the

final residual representation that feeds into the final affine layer. Other noticeable simplifications

include scalar-valued output [Shamir, 2018, Yun et al., 2019] and single residual block [Shamir,

2018, Kawaguchi and Bengio, 2019]. In particular, Yun et al. [2019] additionally showed that

residual representations do not necessarily improve monotonically over subsequent blocks, which

highlights a fundamental difficulty in analyzing their simplified ResNet models.

In this paper, we take a step towards answering the above-mentioned question by con-

structing practical and analyzable block-based DNN models. Main contributions of our paper

are as follows:

Improved representation guarantees for wide ResNEsts with bottleneck residual blocks

We define a ResNEst as a standard single-stage ResNet that simply drops the nonlin-

earities at the last residual representation (see Figure 2.2). We prove that sufficiently wide

ResNEsts with bottleneck residual blocks under practical assumptions can always guarantee

a desirable training property that ResNets with bottleneck residual blocks empirically achieve

(but theoretically difficult to prove), i.e., adding more blocks does not decrease performance

given the same arbitrarily selected basis. To be more specific, any local minimum obtained from

ResNEsts has an improved representation guarantee under practical assumptions (see Remark 2

(a) and Corollary 1). Our results apply to loss functions that are differentiable and convex; and

do not rely on any assumptions regarding datasets, or convexity/differentiability of the residual

functions.
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Basic vs. bottleneck

In the original ResNet paper, He et al. [2016a] empirically pointed out that ResNets with

basic residual blocks indeed gain accuracy from increased depth, but are not as economical as

the ResNets with bottleneck residual blocks (see Figure 1 in [Zagoruyko and Komodakis, 2016]

for different block types). Our Theorem 4 supports such empirical findings.

Generalized and analyzable DNN models

ResNEsts are more general than the models considered in [Hardt and Ma, 2017, Shamir,

2018, Kawaguchi and Bengio, 2019, Yun et al., 2019] due to the removal of their simplified

ResNet settings. In addition, the ResNEst modifies the input by an expansion layer that expands

the input space. Such an expansion turns out to be crucial in deriving theoretical guarantees for

improved residual representations. We find that the importance on expanding the input space

in standard ResNets with bottleneck residual blocks has not been well recognized in existing

theoretical results in the literature.

Restricted basis function models

We reveal a linear relationship between the output of the ResNEst and the input feature

as well as the feature vector going into the last affine layer in each of residual functions. By

treating each of feature vectors as a basis element, we find that ResNEsts are basis function

models handicapped by a coupling problem in basis learning and linear prediction that can limit

performance.

Augmented ResNEsts

As shown in Figure 2.1, we present a special architecture called augmented ResNEst or

A-ResNEst that introduces a new weight matrix on each of feature vectors to solve the coupling

problem that exists in ResNEsts. Due to such a decoupling, every local minimum obtained from

an A-ResNEst bounds the empirical risk of the associated ResNEst from below. A-ResNEsts

also directly enable us to see how features are supposed to be learned. It is necessary for features

to be linearly unpredictable if residual representations are strictly improved over blocks.
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Figure 2.2. A generic vector-valued ResNEst that has a chain of L residual blocks (or units).
Redrawing the standard ResNet block diagram in this viewpoint gives us considerable new insight.
The symbol “+” represents the addition operation. Different from the ResNet architecture using
pre-activation residual blocks in the literature [He et al., 2016b], our ResNEst architecture drops
nonlinearities at xL so as to reveal a linear relationship between the output ŷResNEst and the
features v0,v1, · · · ,vL. Empirical results of the ResNEst model are deferred to Appendix 2.7.2 in
the supplementary material.

Wide ResNEsts with bottleneck residual blocks do not suffer from saddle points

At every saddle point obtained from a ResNEst, we show that there exists at least one

direction with strictly negative curvature, under the same assumptions used in the improved

representation guarantee, along with the specification of a squared loss and suitable assumptions

on the last feature and dataset.

Improved representation guarantees for DenseNEsts

Although DenseNets [Huang et al., 2017] have shown better empirical performance than

ResNets, we are not aware of any theoretical support for DenseNets. We define a DenseNEst

(see Figure 2.4) as a simplified DenseNet model that only utilizes the dense connectivity of

the DenseNet model, i.e., direct connections from every stack of layers to all subsequent

stacks of layers. We show that any DenseNEst can be represented as a wide ResNEst with

bottleneck residual blocks equipped with orthogonalities. Unlike ResNEsts, any DenseNEst

exhibits the desirable property, i.e., adding more dense blocks does not decrease performance,

without any special architectural re-design. Compared to A-ResNEsts, the way the features

are generated in DenseNEsts makes linear predictability even more unlikely, suggesting better

feature construction.

66



2.2 ResNEsts and augmented ResNEsts

In this section, we describe the proposed DNN models. These models and their new

insights are preliminaries to our main results in Section 2.3. Section 2.2.1 recognizes the

importance of the expansion layer and defines the ResNEst model. Section 2.2.2 points out

the basis function modeling interpretation and the coupling problem in ResNEsts, and shows

that the optimization on the set of prediction weights is non-convex. Section 2.2.3 proposes the

A-ResNEst to avoid the coupling problem and shows that the minimum empirical risk obtained

from a ResNEst is bounded from below by the corresponding A-ResNEst. Section 2.2.4 shows

that linearly unpredictable features are necessary for strictly improved residual representations in

A-ResNEsts.

2.2.1 Dropping nonlinearities in the final representation and expanding
the input space

The importance on expanding the input space via W0 (see Figure 2.2) in standard ResNets

has not been well recognized in recent theoretical results [Shamir, 2018, Kawaguchi and Bengio,

2019, Yun et al., 2019] although standard ResNets always have an expansion implemented by

the first layer before the first residual block. Empirical results have even shown that a standard

16-layer wide ResNet outperforms a standard 1001-layer ResNet [Zagoruyko and Komodakis,

2016], which implies the importance of a wide expansion of the input space.

We consider the proposed ResNEst model shown in Figure 2.2 whose i-th residual block

employs the following input-output relationship:

xi = xi−1 +WiGi (xi−1;θθθ i) (2.1)

for i = 1,2, · · · ,L. The term excluded the first term xi−1 on the right-hand side is a composition
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of a nonlinear function Gi and a linear transformation,1 which is generally known as a residual

function. Wi ∈ RM×Ki forms a linear transformation and we consider Gi (xi−1;θθθ i) : RM 7→ RKi

as a function implemented by a neural network with parameters θθθ i for all i ∈ {1,2, · · · ,L}. We

define the expansion x0 =W0x for the input x∈RNin to the ResNEst using a linear transformation

with a weight matrix W0 ∈RM×K0 . The output ŷResNEst ∈RNo (or ŷL-ResNEst to indicate L blocks)

of the ResNEst is defined as ŷL-ResNEst (x) = WL+1xL where WL+1 ∈RNo×M. M is the expansion

factor and No is the output dimension of the network. The number of blocks L is a nonnegative

integer. When L = 0, the ResNEst is a two-layer linear network ŷ0-ResNEst (x) = W1W0x.

Notice that the ResNEst we consider in this paper (Figure 2.2) is more general than

the models in [Hardt and Ma, 2017, Shamir, 2018, Kawaguchi and Bengio, 2019, Yun et al.,

2019] because our residual space RM (the space where the addition is performed at the end of

each residual block) is not constrained by the input dimension due to the expansion we define.

Intuitively, a wider expansion (larger M) is required for a ResNEst that has more residual blocks.

This is because the information collected in the residual representation grows after each block,

and the fixed dimension M of the residual representation must be sufficiently large to avoid

any loss of information. It turns out a wider expansion in a ResNEst is crucial in deriving

performance guarantees because it assures the quality of local minima and saddle points (see

Theorem 4 and 5).

2.2.2 Basis function modeling and the coupling problem

The conventional input-output relationship of a standard ResNet is not often easy to

interpret. We find that redrawing the standard ResNet block diagram [He et al., 2016a,b] with

a different viewpoint, shown in Figure 2.2, can give us considerable new insight. As shown in

1For any affine function y(xraw) = Arawxraw +b, if desired, one can use y(x) =
[
Araw b

][xraw
1

]
= Ax where

A =
[
Araw b

]
and x =

[
xraw

1

]
and discuss on the linear function instead. All the results derived in this paper hold

true regardless of the existence of bias parameters.
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Figure 2.2, the ResNEst now reveals a linear relationship between the output and the features.

With this observation, we can write down a useful input-output relationship for the ResNEst:

ŷL-ResNEst (x) = WL+1

L

∑
i=0

Wivi (x) (2.2)

where vi (x) = Gi (xi−1;θθθ i) = Gi

(
∑

i−1
j=0 W jv j;θθθ i

)
for i = 1,2, · · · ,L. Note that we do not

impose any requirements for each Gi other than assuming that it is implemented by a neural

network with a set of parameters θθθ i. We define v0 = v0(x) = x as the linear feature and regard

v1,v2, · · · ,vL as nonlinear features of the input x, since Gi is in general nonlinear. The benefit of

our formulation (2.2) is that the output of a ResNEst ŷL-ResNEst now can be viewed as a linear

function of all these features. Our point of view of ResNEsts in (2.2) may be useful to explain

the finding that ResNets are ensembles of relatively shallow networks [Veit et al., 2016].

As opposed to traditional nonlinear methods such as basis function modeling (chapter 3 in

the book by Bishop, 2006) where a linear function is often trained on a set of handcrafted features,

the ResNEst jointly finds features and a linear predictor function by solving the empirical risk

minimization (ERM) problem denoted as (P) on (W0, · · · ,WL+1,θθθ 1, · · · ,θθθ L). We denote R

as the empirical risk (will be used later on). Indeed, one can view training a ResNEst as a

basis function modeling with a trainable (data-driven) basis by treating each of features as a

basis vector (it is reasonable to assume all features are not linearly predictable, see Section

2.2.4). However, unlike a basis function modeling, the linear predictor function in the ResNEst

is not entirely independent of the basis generation process. We call such a phenomenon as a

coupling problem which can handicap the performance of ResNEsts. To see this, note that feature

(basis) vectors vi+1, · · · ,vL can be different if Wi is changed (the product WL+1Wivi is the linear

predictor function for the feature vi). Therefore, the set of parameters φφφ = {Wi−1,θθθ i}L
i=1 needs

to be fixed to sufficiently guarantee that the basis is not changed with different linear predictor

functions. It follows that WL+1 and WL are the only weights which can be adjusted without

changing the features. We refer to WL and WL+1 as prediction weights and φφφ = {Wi−1,θθθ i}L
i=1
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as feature finding weights in the ResNEst. Obviously, the set of all the weights in the ResNEst is

composed of the feature finding weights and prediction weights.

Because Gi is quite general in the ResNEst, any direct characterization on the landscape

of ERM problem seems intractable. Thus, we propose to utilize the basis function modeling

point of view in the ResNEst and analyze the following ERM problem:

(Pφφφ ) min
WL,WL+1

R (WL,WL+1;φφφ) (2.3)

where R (WL,WL+1;φφφ) = 1
N ∑

N
n=1 ℓ

(
ŷφφφ

L-ResNEst (x
n) ,yn

)
for any fixed feature finding weights

φφφ . We have used ℓ and {(xn,yn)}N
n=1 to denote the loss function and training data, respectively.

ŷφφφ

L-ResNEst denotes a ResNEst using a fixed feature finding weights φφφ . Although (Pφφφ ) has less

optimization variables and looks easier than (P), Proposition 2 shows that it is a non-convex

problem. Remark 1 explains why understanding (Pφφφ ) is valuable.

Remark 1. Let the set of all local minimizers of (Pφφφ ) using any possible features equip with the

corresponding φφφ . Then, this set is a superset of the set of all local minimizers of the original

ERM problem (P). Any characterization of (Pφφφ ) can then be translated to (P) (see Corollary 2

for example).

Assumption 2. ∑
N
n=1 vL (xn)ynT ̸= 0 and ∑

N
n=1 vL (xn)vL (xn)T is full rank.

Proposition 2. If ℓ is the squared loss and Assumption 2 is satisfied, then (a) the objective

function of (Pφφφ ) is non-convex and non-concave; (b) every critical point that is not a local

minimizer is a saddle point in (Pφφφ ).

The proof of Proposition 2 is deferred to Appendix 2.7.1 in the supplementary material.

Due to the product WL+1WL in R (WL,WL+1;φφφ), our Assumption 2 is similar to one of the

important data assumptions used in deep linear networks [Baldi and Hornik, 1989, Kawaguchi,

2016]. Assumption 2 is easy to be satisfied as we can always perturb φφφ if the last nonlinear feature

and dataset do not fit the assumption. Although Proposition 2 (a) examines the non-convexity for
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a fixed φφφ , the result can be extended to the original ERM problem (P) for the ResNEst. That

is, if there exists at least one φφφ such that Assumption 2 is satisfied, then the objective function

for the optimization problem (P) is also non-convex and non-concave because there exists at

least one point in the domain at which the Hessian is indefinite. As a result, this non-convex loss

landscape in (P) immediately raises issues about suboptimal local minima in the loss landscape.

This leads to an important question: Can we guarantee the quality of local minima with respect

to some reference models that are known to be good enough?

2.2.3 Finding reference models: bounding empirical risks via augmenta-
tion

To avoid the coupling problem in ResNEsts, we propose a new architecture in Figure

2.1 called augmented ResNEst or A-ResNEst. An L-block A-ResNEst introduces another set of

parameters {Hi}L
i=0 to replace every bilinear map on each feature in (2.2) with a linear map:

ŷL-A-ResNEst (x) =
L

∑
i=0

Hivi (x) . (2.4)

Now, the function ŷL-A-ResNEst is linear with respect to all the prediction weights {Hi}L
i=0. Note

that the parameters {Wi}L−1
i=0 still exist and are now dedicated to feature finding. On the other

hand, WL and WL+1 are deleted since they are not used in the A-ResNEst. As a result, the

corresponding ERM problem (PA) is defined on (H0, · · · ,HL,φφφ). We denote A as the empirical

risk in A-ResNEsts. The prediction weights are now different from the ResNEst as the A-

ResNEst uses {Hi}L
i=0. Because any A-ResNEst prevents the coupling problem, it exhibits a

nice property shown below.

Assumption 3. The loss function ℓ(ŷ,y) is differentiable and convex in ŷ for any y.

Proposition 3. Let
(
H∗0, · · · ,H∗L

)
be any local minimizer of the following optimization problem:

(PAφφφ ) min
H0,··· ,HL

A (H0, · · · ,HL;φφφ) (2.5)
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where A (H0, · · · ,HL;φφφ) = 1
N ∑

N
n=1 ℓ

(
ŷφφφ

L-A-ResNEst (x
n) ,yn

)
. If Assumption 3 is satisfied, then

the optimization problem in (2.5) is convex and

ε
(
W∗L,W

∗
L+1;φφφ

)
= R

(
W∗L,W

∗
L+1;φφφ

)
−A

(
H∗0, · · · ,H∗L;φφφ

)
≥ 0 (2.6)

for any local minimizer
(

W∗L,W∗
L+1

)
of (Pφφφ ) using arbitrary feature finding parameters φφφ .

The proof of Proposition 3 is deferred to Appendix 2.7.1 in the supplementary material.

According to Proposition 3, A-ResNEst establishes empirical risk lower bounds (ERLBs) for a

ResNEst. Hence, for the same φφφ picked arbitrarily, an A-ResNEst is better than a ResNEst in

terms of any pair of two local minima in their loss landscapes. Assumption 3 is practical because

it is satisfied for two commonly used loss functions in regression and classification, i.e., the

squared loss and cross-entropy loss. Other losses such as the logistic loss and smoothed hinge

loss also satisfy this assumption.

2.2.4 Necessary condition for strictly improved residual representations

What properties are fundamentally required for features to be good, i.e., able to strictly

improve the residual representation over blocks? With A-ResNEsts, we are able to straight-

forwardly answer this question. A fundamental answer is they need to be at least linearly

unpredictable. Note that vi must be linearly unpredictable by v0, · · · ,vi−1 if

A
(
H∗0,H

∗
1, · · · ,H∗i−1,0, · · · ,0,φφφ∗

)
> A

(
H∗0,H

∗
1, · · · ,H∗i ,0, · · · ,0,φφφ∗

)
(2.7)

for any local minimum
(
H∗0, · · · ,H∗L,φφφ∗

)
in (PA). In other words, the residual representation xi is

not strictly improved from the previous representation xi−1 if the feature vi is linearly predictable

by the previous features. Fortunately, the linearly unpredictability of vi is usually satisfied when

Gi is nonlinear; and the set of features can be viewed as a basis function. This viewpoint also

suggests avenues for improving feature construction through imposition of various constraints.
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By Proposition 3, the relation in (2.7) always holds with equality, i.e., the residual representation

xi is guaranteed to be always no worse than the previous one xi−1 at any local minimizer obtained

from an A-ResNEst.

2.3 Wide ResNEsts with bottleneck residual blocks always
attain ERLBs

Assumption 4. M ≥ No.

Assumption 5. The linear inverse problem xL−1 = ∑
L−1
i=0 Wivi has a unique solution.

Theorem 4. If Assumption 3 and 4 are satisfied, then the following two properties are true in

(Pφφφ ) under any φφφ such that Assumption 5 holds: (a) every critical point with full rank WL+1 is a

global minimizer; (b) ε = 0 for every local minimizer.

The proof of Theorem 4 is deferred to Appendix 2.7.1 in the supplementary material.

Theorem 4 (a) provides a sufficient condition for a critical point to be a global minimum of (Pφφφ ).

Theorem 4 (b) gives an affirmative answer for every local minimum in (Pφφφ ) to attain the ERLB.

To be more specific, any pair of obtained local minima from the ResNEst and the A-ResNEst

using the same arbitrary φφφ are equally good. In addition, the implication of Theorem 4 (b) is

that every local minimum of (Pφφφ ) is also a global minimum despite its non-convex landscape

(Proposition 2), which suggests there exists no suboptimal local minimum for the optimization

problem (Pφφφ ). One can also establish the same results for local minimizers of (P) under the

same set of assumptions by replacing “(Pφφφ ) under any φφφ” with just “(P)” in Theorem 4. Such

a modification may gain more clarity, but is more restricted than the original statement due to

Remark 1. Note that Theorem 4 is not limited to fixing any weights during training; and it applies

to both normal training (train all the weights in a network as a whole) and blockwise or layerwise

training procedures.
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2.3.1 Improved representation guarantees

By Remark 1 and Theorem 4 (b), we can then establish the following representational

guarantee.

Remark 2. Let Assumption 3 and 4 be true. Any local minimizer of (P) such that Assumption

5 is satisfied guarantees (a) monotonically improved (no worse) residual representations over

blocks; (b) every residual representation is better than the input representation in the linear

prediction sense.

Although there may exist suboptimal local minima in the optimization problem (P),

Remark 2 suggests that such minima still improve residual representations over blocks under

practical conditions. Mathematically, Remark 2 (a) and Remark 2 (b) are described by Corollary 1

and the general version of Corollary 2, respectively. Corollary 1 compares the minimum empirical

risk obtained at any two representations among x1 to xL for any given network satisfying the

assumptions; and Corollary 2 extends this comparison to the input representation.

Corollary 1. Let Assumption 3 and 4 be true. Any local minimum of (Pααα ) is smaller than

or equal to any local minimum of (Pβββ ) under Assumption 5 for any ααα = {Wi−1,θθθ i}Lα

i=1 and

βββ = {Wi−1,θθθ i}
Lβ

i=1 where Lα and Lβ are positive integers such that Lα > Lβ .

The proof of Corollary 1 is deferred to Appendix 2.7.1 in the supplementary material.

Because Corollary 1 holds true for any properly given weights, one can apply Corollary 1 to

proper local minimizers of (P). Corollary 2 ensures that ResNEsts are guaranteed to be no worse

than the best linear predictor under practical assumptions. This property is useful because linear

estimators are widely used in signal processing applications and they can now be confidently

replaced with ResNEsts.

Corollary 2. Let
(

W∗0, · · · ,W∗L+1,θθθ
∗
1, · · · ,θθθ ∗L

)
be any local minimizer of (P) and

φφφ
∗ = {W∗

i−1,θθθ
∗
i }L

i=1.
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If Assumption 3, 4 and 5 are satisfied, then (a)

R
(
W∗0, · · · ,W∗L+1,θθθ

∗
1, · · · ,θθθ ∗L

)
≤ min

A∈RNo×Nin

1
N

N

∑
n=1

ℓ(Axn,yn) ;

(b) the above inequality is strict if A
(
H∗0,0, · · · ,0,φφφ∗

)
> A

(
H∗0, · · · ,H∗L,φφφ∗

)
.

The proof of Corollary 2 is deferred to Appendix 2.7.1 in the supplementary material. To

the best of our knowledge, Corollary 2 is the first theoretical guarantee for vector-valued ResNet-

like models that have arbitrary residual blocks to outperform any linear predictors. Corollary 2 is

more general than the results in [Shamir, 2018, Kawaguchi and Bengio, 2019, Yun et al., 2019]

because it is not limited to assumptions like scalar-valued output or single residual block. In fact,

we can have a even more general statement because any local minimum obtained from (Pφφφ ) with

random or any φφφ is better than the minimum empirical risk provided by the best linear predictor,

under the same assumptions used in Corollary 2. This general version fully describes Remark 2

(b).

Theorem 4, Corollary 1 and Corollary 2 are quite general because they are not limited

to specific loss functions, residual functions, or datasets. Note that we do not impose any

assumptions such as differentiability or convexity on the neural network Gi for i = 1,2, · · · ,L in

residual functions. Assumption 4 is practical because the expansion factor M is usually larger

than the input dimension Nin; and the output dimension No is usually not larger than the input

dimension for most supervised learning tasks using sensory input. Assumption 5 states that

the features need to be uniquely invertible from the residual representation. Although such an

assumption requires a special architectural design, we find that it is always satisfied empirically

after random initialization or training when the “bottleneck condition” is satisfied.

2.3.2 How to design architectures with representational guarantees?

Notice that one must be careful with the ResNEst architectural design so as to enjoy

Theorem 4, Corollary 1 and Corollary 2. A ResNEst needs to be wide enough such that
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M ≥ ∑
L−1
i=0 Ki to necessarily satisfy Assumption 5. We call such a sufficient condition on the

width and feature dimensionalities as a bottleneck condition. Because each nonlinear feature size

Ki for i < L (say L > 1) must be smaller than the dimensionality of the residual representation

M, each of these residual functions is a bottleneck design [He et al., 2016a,b, Zagoruyko and

Komodakis, 2016] forming a bottleneck residual block. We now explicitly see the importance of

the expansion layer. Without the expansion, the dimenionality of the residual representation is

limited to the input dimension. As a result, Assumption 5 cannot be satisfied for L > 1; and the

analysis for the ResNEst with multiple residual blocks remains intractable or requires additional

assumptions on residual functions.

Loosely speaking, a sufficiently wide expansion or satisfaction of the bottleneck condition

implies Assumption 5. If the bottleneck condition is satisfied, then ResNEsts are equivalent to

A-ResNEsts for a given φφφ , i.e., ε = 0. If not (e.g., basic blocks are used in a ResNEst), then

a ResNEst can have a problem of diminishing feature reuse or end up with poor performance

even though it has excellent features that can be fully exploited by an A-ResNEst to yield better

performance, i.e., ε > 0. From such a viewpoint, Theorem 4 supports the empirical findings in

[He et al., 2016a] that bottleneck blocks are more economical than basic blocks. Our results thus

recommend A-ResNEsts over ResNEsts if the bottleneck condition cannot be satisfied.

2.3.3 Guarantees on saddle points

In addition to guarantees for the quality of local minima, we find that ResNEsts can easily

escape from saddle points due to the nice property shown below.

Theorem 5. If ℓ is the squared loss, and Assumption 2 and 4 are satisfied, then the following

two properties are true at every saddle point of (Pφφφ ) under any φφφ such that Assumption 5 holds:

(a) WL+1 is rank-deficient; (b) there exists at least one direction with strictly negative curvature.

The proof of Theorem 5 is deferred to Appendix 2.7.1 in the supplementary material.

In contrast to Theorem 4 (a), Theorem 5 (a) provides a necessary condition for a saddle point.
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x ©

Q1

©

Q2

· · · ©

QL

WL+1 ŷDenseNEstv0

v1

x1

v2

xL−1

vL

xL

Figure 2.3. A generic vector-valued DenseNEst that has a chain of L dense blocks (or units).
The symbol “©” represents the concatenation operation. We intentionally draw a DenseNEst in
such a form to emphasize its relationship to a ResNEst (see Proposition 5).

x Q1 Q2 Q3 · · · QL WL+1 ŷDenseNEst

Figure 2.4. An equivalence to Figure 2.3 emphasizing the growth of the input dimension at each
block.

Although (Pφφφ ) is a non-convex optimization problem according to Proposition 2 (a), Theorem 5

(b) suggests a desirable property for saddle points in the loss landscape. Because there exists

at least one direction with strictly negative curvature at every saddle point that satisfies the

bottleneck condition, the second-order optimization methods can rapidly escape from saddle

points [Dauphin et al., 2014]. If the first-order methods are used, the randomness in stochastic

gradient helps the first-order methods to escape from the saddle points [Ge et al., 2015]. Again,

we require the bottleneck condition to be satisfied in order to guarantee such a nice property

about saddle points. Note that Theorem 5 is not limited to fixing any weights during training;

and it applies to both normal training and blockwise training procedures due to Remark 1.

2.4 DenseNEsts are wide ResNEsts with bottleneck residual
blocks equipped with orthogonalities

Instead of adding one nonlinear feature in each block and remaining in same space RM,

the DenseNEst model shown in Figure 2.3 preserves each of features in their own subspaces by

a sequential concatenation at each block. For an L-block DenseNEst, we define the i-th dense
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block as a function RMi−1 7→ RMi of the form

xi = xi−1©Qi (xi−1;θθθ i) (2.8)

for i = 1,2, · · · ,L where the dense function Qi is a general nonlinear function; and xi is the

output of the i-th dense block. The symbol © concatenates vector xi−1 and vector Qi (xi−1;θθθ i)

and produces a higher-dimensional vector
[

xT
i−1 Qi (xi−1;θθθ i)

T
]T

. We define x0 = x where

x ∈ RNin is the input to the DenseNEst. For all i ∈ {1,2, · · · ,L}, Qi(xi−1;θθθ i) : RMi−1 7→ RDi is a

function implemented by a neural network with parameters θθθ i where Di = Mi−Mi−1 ≥ 1 with

M0 = Nin = D0. The output of a DenseNEst is defined as ŷDenseNEst = WL+1xL for WL+1 ∈

RNo×ML , which can be written as

WL+1
(
x0©Q1 (x0;θθθ 1)© · · ·©QL (xL−1;θθθ L)

)
=

L

∑
i=0

WL+1,ivi (x) (2.9)

where vi (x) = Qi(xi−1;θθθ i) = Qi(x0©v1©v2© · · ·©vi−1;θθθ i) for i = 1,2, · · · ,L are regarded as

nonlinear features of the input x. We define v0 = x as the linear feature.

WL+1 =

[
WL+1,0 WL+1,1 · · · WL+1,L

]

is the prediction weight matrix in the DenseNEst as all the weights which are responsible for

the prediction is in this single matrix from the viewpoint of basis function modeling. The ERM

problem (PD) for the DenseNEst is defined on (WL+1,θθθ 1, · · · ,θθθ L). To fix the features, the set

of parameters φφφ = {θθθ i}L
i=1 needs to be fixed. Therefore, the DenseNEst ERM problem for any

fixed features, denoted as (PDφφφ ), is fairly straightforward as it only requires to optimize over a

single weight matrix, i.e.,

(PDφφφ ) min
WL+1

D (WL+1;φφφ) (2.10)
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where D (WL+1;φφφ) = 1
N ∑

N
n=1 ℓ

(
ŷφφφ

L-DenseNEst (x
n) ,yn

)
. Unlike ResNEsts, there is no such cou-

pling between the feature finding and linear prediction in DenseNEsts. Compared to ResNEsts

or A-ResNEsts, the way the features are generated in DenseNEsts generally makes the linear pre-

dictability even more unlikely. To see that, note that the Qi directly applies on the concatenation

of all previous features; however, the Gi applies on the sum of all previous features.

Different from a ResNEst which requires Assumption 3, 4 and 5 to guarantee its supe-

riority with respect to the best linear predictor (Corollary 2), the corresponding guarantee in a

DenseNEst shown in Proposition 4 requires weaker assumptions.

Proposition 4. If Assumption 3 is satisfied, then any local minimum of (PD) is smaller than or

equal to the minimum empirical risk given by any linear predictor of the input.

The proof of Proposition 4 is deferred to Appendix 2.7.1 in the supplementary material.

Notice that no special architectural design in a DenseNEst is required to make sure it always

outperforms the best linear predictor. Any DenseNEst is always better than any linear predictor

when the loss function is differentiable and convex (Assumption 3). Such an advantage can

be explained by the WL+1 in the DenseNEst. Because WL+1 is the only prediction weight

matrix which is directly applied onto the concatenation of all the features, (PDφφφ ) is a convex

optimization problem. We point out the difference of WL+1 between the ResNEst and DenseNEst.

In the ResNEst, WL+1 needs to interpret the features from the residual representation; while the

WL+1 in the DenseNEst directly accesses the features. That is why we require Assumption 5 in

the ResNEst to eliminate any ambiguity on the feature interpretation.

Can a ResNEst and a DenseNEst be equivalent? Yes, Proposition 5 establishes a link

between them.

Proposition 5. Given any DenseNEst ŷL-DenseNEst, there exists a wide ResNEst with bottleneck

residual blocks ŷφφφ

L-ResNEst such that ŷφφφ

L-ResNEst(x)= ŷL-DenseNEst(x) for all x∈RNin . If , in addition,

Assumption 3 and 4 are satisfied, then ε = 0 for every local minimizer of (Pφφφ ).
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The proof of Proposition 5 is deferred to Appendix 2.7.1 in the supplementary material.

Because the concatenation of two given vectors can be represented by an addition over two

vectors projected onto a higher dimensional space with disjoint supports, one straightforward

construction for an equivalent ResNEst is to sufficiently expand the input space and enforce the

orthogonality of all the column vectors in W0,W1, · · · ,WL. As a result, any DenseNEst can be

viewed as a ResNEst that always satisfies Assumption 5 and of course the bottleneck condition

no matter how we train the DenseNEst or select its hyperparameters, leading to the desirable

guarantee, i.e., any local minimum obtained in optimizing the prediction weights of the resulting

ResNEst from any DenseNEst always attains the lower bound. Thus, DenseNEsts are certified as

being advantageous over ResNEsts by Proposition 5. For example, a small M may be chosen and

then the guarantee in Theorem 4 can no longer exist, i.e., ε > 0. However, the corresponding

ResNEst induced by a DenseNEst always achieves ε = 0. Hence, Proposition 5 can be regarded

as a theoretical support for why standard DenseNets [Huang et al., 2017] are in general better

than standard ResNets [He et al., 2016b].

2.5 Related work

In this section, we discuss ResNet works that investigate on properties of local minima

and give more details for our important references that appear in the introduction. We focus

on highlighting their results and assumptions used so as to compare to our theoretical results

derived from practical assumptions. The earliest theoretical work for ResNets can be dated back

to [Hardt and Ma, 2017] which proved a vector-valued ResNet-like model using a linear residual

function in each residual block has no spurious local minima (local minima that give larger

objective values than the global minima) under squared loss and near-identity region assumptions.

There are results [Li and Yuan, 2017, Liu et al., 2019] proved that stochastic gradient descent can

converge to the global minimum in scalar-valued two-layer ResNet-like models; however, such a

desirable property relies on strong assumptions including single residual block and Gaussian
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input distribution. Li et al. [2018] visualized the loss landscapes of a ResNet and its plain

counterpart (without skip connections); and they showed that the skip connections promote

flat minimizers and prevent the transition to chaotic behavior. Liang et al. [2018] showed that

scalar-valued and single residual block ResNet-like models can have zero training error at all

local minima by making strong assumptions in the data distribution and loss function for a

binary classification problem. In stead of pursuing local minima are global in the empirical risk

landscape using strong assumptions, Shamir [2018] first took a different route and proved that a

scalar-valued ResNet-like model with a direct skip connection from input to output layer (single

residual block) is better than any linear predictor under mild assumptions. To be more specific,

he showed that every local minimum obtained in his model is no worse than the global minimum

in any linear predictor under more generalized residual functions and no assumptions on the

data distribution. He also pointed out that the analysis for the vector-valued case is nontrivial.

Kawaguchi and Bengio [2019] overcame such a difficulty and proved that vector-valued models

with single residual block is better than any linear predictor under weaker assumptions. Yun

et al. [2019] extended the prior work by Shamir [2018] to multiple residual blocks. Although

the model considered is closer to a standard ResNet compared to previous works, the model

output is assumed to be scalar-valued. All above-mentioned works do not take the first layer

that appears before the first residual block in standard ResNets into account. As a result, the

dimensionality of the residual representation in their simplified ResNet models is constrained to

be the same size as the input.

2.6 Broader impact

One of the mysteries in ResNets and DenseNets is that learning better DNN models

seems to be as easy as stacking more blocks. In this paper, we define three generalized and

analyzable DNN architectures, i.e., ResNEsts, A-ResNEsts, and DenseNEsts, to answer this

question. Our results not only establish guarantees for monotonically improved representations
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over blocks, but also assure that all linear (affine) estimators can be replaced by our architectures

without harming performance. We anticipate these models can be friendly options for researchers

or engineers who value or mostly rely on linear estimators or performance guarantees in their

problems. In fact, these models should yield much better performance as they can be viewed

as basis function models with data-driven bases that guarantee to be always better than the best

linear estimator. Our contributions advance the fundamental understanding of ResNets and

DenseNets, and promote their use cases through a certificate of attractive guarantees.

2.7 Appendix

2.7.1 Proofs

Proof of Proposition 2

Proof. Let

Vi =

[
vi(x1) vi(x2) · · · vi(xN)

]
(2.11)

for i = 0,1, · · · ,L and

∆∆∆ =

(
WL+1

L

∑
i=0

WiVi−Y

)T

=
(

Ŷ−Y
)T

=

[
δδδ 1 δδδ 2 · · · δδδ No

]
(2.12)

where Y =

[
y1 y2 · · · yN

]
. The Hessian of R (WL,WL+1;φφφ) in (Pφφφ ) is given by

∇
2R =


∂ 2R

∂vec(WT
L)

2
∂ 2R

∂vec(WT
L+1)∂vec(WT

L)

∂ 2R
∂vec(WT

L)∂vec(WT
L+1)

∂ 2R

∂vec(WT
L+1)

2


=

2
N

 WT
L+1WL+1⊗VLVT

L WT
L+1⊗VL ∑

L
i=0 VT

i WT
i +E

WL+1⊗∑
L
i=0 WiViVT

L +ET INo⊗∑
L
i=0 WiVi

(
∑

L
i=0 WiVi

)T


(2.13)
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where

E =

[
IM⊗VLδδδ 1 · · · IM⊗VLδδδ No

]
. (2.14)

We have used ⊗ to denote the Kronecker product. See Appendix 2.7.1 for the derivation of the

Hessian. By the generalized Schur complement,

∇
2R ⪰ 0 =⇒ range

 ∂ 2R

∂vec
(

WT
L+1

)
∂vec

(
WT

L
)
⊆ range

 ∂ 2R

∂vec
(
WT

L
)2

 (2.15)

which implies the projection of ∂ 2R
∂vec(WT

L+1)∂vec(WT
L)

onto the range of ∂ 2R

∂vec(WT
L)

2 is itself. As a

result,

IMKL−
∂ 2R

∂ 2vec
(
WT

L
) ( ∂ 2R

∂ 2vec
(
WT

L
))†

 ∂ 2R

∂vec
(

WT
L+1

)
∂vec

(
WT

L
) = 0 (2.16)

where † denotes the Moore-Penrose pseudoinverse. Substituting the submatrices in (2.13) to the

above equation, we obtain

2
N



(
IM−WT

L+1WL+1

(
WT

L+1WL+1

)†
)T

⊗δδδ
T
1 VT

L

...(
IM−WT

L+1WL+1

(
WT

L+1WL+1

)†
)T

⊗δδδ
T
No

VT
L



T

= 0 (2.17)

which implies

WT
L+1WL+1

(
WT

L+1WL+1

)†
= IM or VL∆∆∆ = 0. (2.18)

On the other hand, the above condition is also necessary for the Hessian to be negative semidefi-

nite because ∇2R ⪯ 0 =⇒ −∇2R ⪰ 0 which implies (2.16).

Now, using the assumption ∑
N
n=1 vL (xn)ynT ̸= 0, notice that the condition in (2.18) is
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not satisfied for any point in the set

S =
{
(WL,WL+1)

∣∣WL ∈ RM×KL ,WL+1 = 0
}
. (2.19)

Hence, there exist some points in the domain at which the Hessian is indefinite. The objective

function R (WL,WL+1;φφφ) in (Pφφφ ) is non-convex and non-concave. We have proved the statement

(a).

By the generalized Schur complement and the assumption that ∑
N
n=1 vL (xn)vL (xn)T is

full rank, we have

∇
2R ⪯ 0 =⇒ ∂ 2R

∂vec
(
WT

L
)2 ⪯ 0 =⇒ WL+1 = 0 (2.20)

where we have used the spectrum property of the Kronecker product and the positive definiteness

of VLVT
L . Notice that this is a contradiction because any point with WL+1 = 0 is in the set S .

Hence, there exists no point at which the Hessian is negative semidefinite. Because the negative

semidefiniteness is a necessary condition for a local maximum, every critical point is then either

a local minimum or a saddle point. We have proved the statement (b).

Proof of Proposition 3

Proof. A (H0, · · · ,HL;φφφ) is convex in
[

H0 H1 · · · HL

]
because it is a nonnegative weighted

sum of convex functions composited with affine mappings. Thus, (PAφφφ ) is a convex optimization

problem and
(
H∗0, · · · ,H∗L

)
is the best linear fit using φφφ . That is, for any local minimizer(

H∗0, · · · ,H∗L
)
, it is always true that

1
N

N

∑
n=1

ℓ

(
L

∑
i=0

H∗i vi(xn),yn

)
≤ 1

N

N

∑
n=1

ℓ

(
L

∑
i=0

Aivi(xn),yn

)
(2.21)

for arbitrary Ai ∈ RNo×Ki, i = 0,1, · · · ,L.

84



Proof of Theorem 4

Proof. By the convexity in Proposition 3, every critical point in (PAφφφ ) is a global minimizer.

Since the objective function of (PAφφφ ) is differentiable, the first-order derivative is a zero row

vector at any critical point, i.e.,

∂A

∂vec(Hi)
=

1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂vec(Hi)

∣∣∣∣
ŷ=∑

L
i=0 Hivi(xn)

=
1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂ ŷ
∂ ŷ

∂vec(Hi)

∣∣∣∣
ŷ=∑

L
i=0 Hivi(xn)

=
1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂ ŷ

∣∣∣∣
ŷ=∑

L
i=0 Hivi(xn)

(
vi (xn)T ⊗ INo

)

=
1
N

N

∑
n=1


(
vi (xn)⊗ INo

) ∂ℓ(ŷ,yn)

∂ ŷ

T
∣∣∣∣∣
ŷ=∑

L
i=0 Hivi(xn)︸ ︷︷ ︸

ga(xn)



T

=
1
N

N

∑
n=1

vec
(

ga (xn)vi (xn)T
)T

= 0

(2.22)

for i = 0,1, · · · ,L. Again, we have used ⊗ to denote the Kronecker product. According to (2.22),

the point
(
H∗0, · · · ,H∗L

)
is a global minimizer in (PAφφφ ) if and only if the sum of rank one matrices

is a zero matrix for i = 0,1, · · · ,L, i.e.,

N

∑
n=1

vi (xn)ga (xn)T = 0, i = 0,1, · · · ,L. (2.23)

Next, we show that every local minimizer
(

W∗L,W∗L+1

)
of (Pφφφ ) establishes a correspond-

ing global minimizer
(
H∗0, · · · ,H∗L

)
in (PAφφφ ) such that H∗i = W∗L+1Wi for i = 0,1, · · · ,L.

At any local minimizer of (Pφφφ ), the first-order necessary condition with respect to WL is

85



given by

∂R

∂vec(WL)
=

1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂vec(WL)

∣∣∣∣
ŷ=WL+1 ∑

L
i=0 Wivi(xn)

=
1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂ ŷ
∂ ŷ

∂vec(WL)

∣∣∣∣
ŷ=∑

L
i=0 WL+1Wivi(xn)

=
1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂ ŷ

∣∣∣∣
ŷ=WL+1 ∑

L
i=0 Wivi(xn)

(
vL (xn)T ⊗WL+1

)

=
1
N

N

∑
n=1


(

vL (xn)⊗WT
L+1

)
∂ℓ(ŷ,yn)

∂ ŷ

T
∣∣∣∣∣
ŷ=WL+1 ∑

L
i=0 Wivi(xn)︸ ︷︷ ︸

gr(xn)



T

=
1
N

N

∑
n=1

vec
(

WT
L+1gr (xn)vL (xn)T

)T

= 0.

(2.24)

Equivalently, we can write the above first-order necessary condition into a matrix form

N

∑
n=1

vL (xn)gr (xn)T WL+1 = 0. (2.25)

86



On the other hand, for the first-order necessary condition with respect to WL+1, we obtain

∂R

∂vec(WL+1)
=

1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂vec(WL+1)

∣∣∣∣
ŷ=WL+1 ∑

L
i=0 Wivi(xn)

=
1
N

N

∑
n=1

∂ℓ(ŷ,yn)

∂ ŷ
∂ ŷ

∂vec(WL+1)

∣∣∣∣
ŷ=∑

L
i=0 WL+1Wivi(xn)

=
1
N

N

∑
n=1

gr (xn)T

( L

∑
i=0

Wivi (xn)

)T

⊗ INo


=

1
N

N

∑
n=1


( L

∑
i=0

Wivi (xn)

)
⊗ INo

gr (xn)


T

=
1
N

N

∑
n=1

vec

(
gr (xn)

L

∑
i=0

vi (xn)T WT
i

)T

= 0.

(2.26)

The corresponding matrix form of the above condition is given by

L

∑
i=0

Wi

N

∑
n=1

vi (xn)gr (xn)T = 0. (2.27)

When WL+1 is full rank at a critical point, (2.25) implies ∑
N
n=1 vL (xn)gr (xn)T = 0

because the null space of WT
L+1 is degenerate according to Assumption 4. Then, applying such

an implication to (2.27) along with Assumption 5, we obtain

L−1

∑
i=0

Wi

N

∑
n=1

vi (xn)gr (xn)T = 0 =⇒
N

∑
n=1

vi (xn)gr (xn)T = 0, i = 0,1, · · · ,L−1. (2.28)

Note that all the column vectors in
[

W0 W1 · · · WL−1

]
are linearly independent if and only

if the linear inverse problem ∑
L−1
i=0 xi = ∑

L−1
i=0 Wivi has a unique solution for v0, · · · ,vL−1. We

have proved the statement (a).

On the other hand, when WL+1 is not full rank at a local minimizer, then there exists
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a perturbation on WL such that the new point is still a local minimizer which has the same

objective value. Let (WL,WL+1) be any local minimizer of (Pφφφ ) for which WL+1 is not full row

rank. By the definition of a local minimizer, there exists some γ > 0 such that

R
(
W′L,W

′
L+1;φφφ

)
≥R (WL,WL+1;φφφ) ,∀

(
W′L,W

′
L+1
)
∈ B

(
(WL,WL+1) ,γ

)
(2.29)

where B is an open ball centered at (WL,WL+1) with the radius γ . Then (WL+abT ,WL+1) must

also be a local minimizer for any nonzero a ∈N (WL+1) and any sufficiently small nonzero

b ∈ RKL such that (WL + abT ,WL+1) ∈ B
(
(WL,WL+1) ,γ/2

)
. Substituting the minimizer

(WL +abT ,WL+1) in (2.27) yields

L−1

∑
i=0

Wi

N

∑
n=1

vi (xn)gr (xn)T +
(

WL +abT
) N

∑
n=1

vL (xn)gr (xn)T = 0. (2.30)

Subtracting (2.27) from the above equation, we obtain

abT
N

∑
n=1

vL (xn)gr (xn)T = 0. (2.31)

Multiplying both sides by aT/∥a∥2
2, we have

bT
N

∑
n=1

vL (xn)gr (xn)T = 0 =⇒
N

∑
n=1

vL (xn)gr (xn)T = 0 (2.32)

because b ̸= 0 can be arbitrary as long as it is sufficiently small. As a result, (2.28) is also true

when WL+1 is not full row rank. We have proved the statement (b).

Proof of Corollary 1

Proof. The proof of Theorem 4 has shown that every local minimizer
(

W∗L,W∗
L+1

)
of (Pφφφ )

establishes a corresponding global minimizer
(
H∗0, · · · ,H∗L

)
in (PAφφφ ) such that H∗i = W∗

L+1Wi
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for i = 0,1, · · · ,L. Therefore, it must be true that

R
(

W∗Lα
,W∗Lα+1,ααα

)
= A

(
H∗0, · · · ,H∗Lα

,0, · · · ,0,φφφ
)
. (2.33)

Next, by the convexity in Proposition 3, we have

R
(

W∗Lα
,W∗Lα+1,ααα

)
= A

(
H∗0, · · · ,H∗Lα−1,H

∗
Lα
,0, · · · ,0,φφφ

)
a
≤A

(
H∗0, · · · ,H∗Lβ

,0, · · · ,0,φφφ
)

= R
(

W∗Lβ
,W∗Lβ+1,βββ

)
.

(2.34)

The equality a in (2.34) holds true by the relation Lβ < Lα .

Proof of Corollary 2

Proof. By Theorem 4 (b),

R
(
W∗0, · · · ,W∗L+1,θθθ

∗
1, · · · ,θθθ ∗L

)
= R

(
W∗

L,W
∗
L+1,φφφ

∗)= A
(
H∗0, · · · ,H∗L,φφφ∗

)
(2.35)

for any local minimizer
(
H∗0, · · · ,H∗L

)
of (PAφφφ ) using feature finding parameters φφφ

∗. Then, by

the convexity in Proposition 3, every local minimizer
(
H∗0, · · · ,H∗L,φφφ∗

)
is a global minimzer of

(PAφφφ ) using φφφ
∗. Hence, it must be true that

R
(
W∗0, · · · ,W∗L+1,θθθ

∗
1, · · · ,θθθ ∗L

)
= A

(
H∗0, · · · ,H∗L,φφφ∗

)
≤A

(
H∗0,0, · · · ,0,φφφ∗

)
= A

(
H∗0,0, · · · ,0,ψψψ

)
= min

A∈RNo×Nin

1
N

N

∑
n=1

ℓ(Axn,yn)

(2.36)
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for arbitrary ψψψ due to the zero prediction weights for v1,v2, · · · ,vL. We have proved the statement

(a). If the inequality in (2.36) is strict, i.e.,

A
(
H∗0, · · · ,H∗L,φφφ∗

)
< A

(
H∗0,0, · · · ,0,φφφ∗

)
, (2.37)

then (2.36) implies

R
(
W∗0, · · · ,W∗L+1,θθθ

∗
1, · · · ,θθθ ∗L

)
< min

A∈RNo×Nin

1
N

N

∑
n=1

ℓ(Axn,yn) . (2.38)

We have proved the statement (b).

Proof of Theorem 5

Proof. By Theorem 4 (a), every critical point with full rank WL+1 is a global minimizer of (Pφφφ ).

Therefore, WL+1 must be rank-deficient at every saddle point. We have proved the statement (a).

We argue that the Hessian is neither positive semidefinite nor negative semidefinite at

every saddle point. According to the proof of Proposition 2, there exists no point in the domain of

the objective function of (Pφφφ ) at which the Hessian is negative semidefinite. If WL+1 is not full

rank, then the positive semidefiniteness of the Hessian at every critical point becomes a sufficient

condition for a local minimizer. This can be easily seen by replacing the convex loss with the

squared loss in the proof for Theorem 4 and applying (2.18). We conclude that the Hessian must

be indefinite at every saddle point under the assumptions; in other words, the Hessian has at least

one strictly negative eigenvalue. We have proved the statement (b).

Proof of Proposition 4

Proof. Note that (PDφφφ ) is a convex optimization problem because its objective function is a

nonnegative weighted sum of convex functions composited with affine mappings. Since (PDφφφ )
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is a convex optimization problem, it is true that

D
(
W∗L+1;φφφ

)
≤ min

A∈RNo×Nin
D

([
A 0 · · · 0

]
;φφφ

)
= min

A∈RNo×Nin

1
N

N

∑
n=1

ℓ(Axn,yn) (2.39)

for any local minimizer W∗L+1 of (PDφφφ ) and arbitrary feature finding parameters φφφ .

Proof of Proposition 5

Proof. Let 0m×n be an m-by-n zero matrix and Im×n be an m-by-n matrix with ones on diagonal

entries and zero elsewhere, i.e.,

[Im×n]i j =


1, i = j

0, i ̸= j
. (2.40)

The superscript of every hyperparameter in this proof indicates the network type. We define

MResNEst = ∑
L
i=0 KResNEst

i = MDenseNEst
L and KResNEst

i = DDenseNEst
i for i = 1,2, · · · ,L. Let

ΠΠΠi =


0(

∑
i−1
j=0 KResNEst

j

)
×KResNEst

i

IKResNEst
i ×KResNEst

i

0(
MResNEst−∑

i
j=0 KResNEst

j

)
×KResNEst

i

 (2.41)

for i = 0,1, · · · ,L. Let WResNEst
L+1 = WDenseNEst

L+1 and WResNEst
i = ΠΠΠi for i = 0,1, · · · ,L. We define

the function Gi in the ResNEst as

Gi (xi−1) = Qi

([
ΠΠΠ0 ΠΠΠ1 · · · ΠΠΠi−1

]T

xi−1

)
(2.42)

for i = 1, · · · ,L where xi ∈ RMResNEst
is the residual representation in the ResNEst.

Based on such a construction, the feature finding weights φφφ in the ResNEst satisfies

Assumption 5. Therefore, by Theorem 4 (b), the excess minimum empirical risk is zero or ε = 0,
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i.e., the minimum value at every local minimizer of (Pφφφ ) is equivalent to the global minimum

value in (PAφφφ ).

Important first- and second-order derivatives

We derive the Hessian in the proof of Proposition 2. Let X =

[
x1 x2 · · · xN

]
. Let

Ŷ(X) =

[
ŷ(x1) ŷ(x2) · · · ŷ(xN)

]
where each of column vectors is the ResNEst output given

by the function ŷ(x) = WL+1 ∑
L
i=0 Wivi(x). The empirical risk using the squared loss (up to a

scaling factor) is defined as

R (WL,WL+1;φφφ) =
1
2

1
N

N

∑
n=1

∥∥ŷ(xn)−yn∥∥2
2 . (2.43)

The Jacobian of R with respect to WL is given by

∂R

∂vec(WT
L )

=
1
2

1
N

∂

∂vec(WT
L )

N

∑
n=1

∥∥ŷ(xn)−yn∥∥2
2

=
1
2

1
N

∂

∂vec(WT
L )

∥∥∥Ŷ(X)−Y
∥∥∥2

F

=
1
2

1
N

∂

∂vec(WT
L )

vec
(

Ŷ(X)T −YT
)T

vec
(

Ŷ(X)T −YT
)

=
1
N

vec
(

Ŷ(X)T −YT
)T ∂

∂vec(WT
L )

vec
(

Ŷ(X)T −YT
)

=
1
N

vec
(

Ŷ(X)T −YT
)T ∂

∂vec(WT
L )

vec

(
L

∑
i=0

VT
i WT

i WT
L+1−YT

)

=
1
N

vec
(

Ŷ(X)T −YT
)T ∂

∂vec(WT
L )

vec
(

VT
L WT

L WT
L+1

)
=

1
N

vec
(

Ŷ(X)T −YT
)T ∂

∂vec(WT
L )

(
WL+1⊗VT

L

)
vec
(

WT
L

)
=

1
N

vec
(

Ŷ(X)T −YT
)T (

WL+1⊗VT
L

)
.

(2.44)
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The Jacobian of R with respect to WL+1 is given by

∂R

∂vec(WT
L+1)

=
1
2

1
N

∂

∂vec(WT
L+1)

vec
(

Ŷ(X)T −YT
)T

vec
(

Ŷ(X)T −YT
)

= eT ∂

∂vec(WT
L+1)

vec
(

Ŷ(X)T −YT
)

= eT ∂

∂vec(WT
L+1)

vec

(
L

∑
i=0

VT
i WT

i WT
L+1−YT

)

= eT ∂

∂vec(WT
L+1)

vec

(
L

∑
i=0

VT
i WT

i WT
L+1INo

)

= eT ∂

∂vec(WT
L+1)

(
INo⊗

L

∑
i=0

VT
i WT

i

)
vec
(

WT
L+1

)
= eT

(
INo⊗

L

∑
i=0

VT
i WT

i

)

(2.45)

where we have used

e =
1
N

vec
(

Ŷ(X)T −YT
)
. (2.46)

Now, we find each of the block matrices in the Hessian.

∂ 2R

∂vec
(
WT

L
)2 =

∂

∂vec
(
WT

L
) ( ∂R

∂vec(WT
L )

)T

=
∂

∂vec
(
WT

L
) 1

N

(
WT

L+1⊗VL

)
vec
(

Ŷ(X)T −YT
)

=
1
N

(
WT

L+1⊗VL

)
∂

∂vec
(
WT

L
)vec

(
L

∑
i=0

VT
i WT

i WT
L+1−YT

)

=
1
N

(
WT

L+1⊗VL

)
∂

∂vec
(
WT

L
)vec

(
VT

L WT
L WT

L+1

)
=

1
N

(
WT

L+1⊗VL

)
∂

∂vec
(
WT

L
)vec

(
VT

L WT
L WT

L+1

)
=

1
N

(
WT

L+1⊗VL

)(
WL+1⊗VT

L

)
=

1
N

(
WT

L+1WL+1⊗VLVT
L

)
.

(2.47)
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∂ 2R

∂vec
(

WT
L+1

)2 =
∂

∂vec
(

WT
L+1

)
 ∂R

∂vec
(

WT
L+1

)


T

=
1
N

∂

∂vec
(

WT
L+1

) (INo⊗
L

∑
i=0

WiVi

)
vec
(

Ŷ(X)T −YT
)

= F
∂

∂vec
(

WT
L+1

)vec

(
L

∑
i=0

VT
i WT

i WT
L+1−YT

)

= F
∂

∂vec
(

WT
L+1

)vec

(
L

∑
i=0

VT
i WT

i WT
L+1INo

)

= F

(
INo⊗

L

∑
i=0

VT
i WT

i

)

=
1
N

INo⊗
L

∑
i=0

WiVi

(
L

∑
i=0

WiVi

)T


(2.48)

where we have used

F =
1
N

(
INo⊗

L

∑
i=0

WiVi

)
. (2.49)
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∂ 2R

∂vec
(

WT
L+1

)
∂vec

(
WT

L
)

=
∂

∂vec
(

WT
L+1

) ( ∂R

∂vec
(
WT

L
))T

=
1
N

∂

∂vec
(

WT
L+1

) (WT
L+1⊗VL

)
vec
(

Ŷ(X)T −YT
)

=
1
N

 ∂

∂vec
(

WT
L+1

) (WT
L+1⊗VL

)vec
(

Ŷ(X)T −YT
)

+
1
N

(
WT

L+1⊗VL

)
∂

∂vec
(

WT
L+1

)vec
(

Ŷ(X)T −YT
)

(see (2.52))

=
1
N

[
IM⊗VLδδδ 1 · · · IM⊗VLδδδ No

]
+

1
N

(
WT

L+1⊗VL

)(
INo⊗

L

∑
i=0

VT
i WT

i

)

=
1
N

[
IM⊗VLδδδ 1 · · · IM⊗VLδδδ No

]
+

1
N

(
WT

L+1⊗VL

L

∑
i=0

VT
i WT

i

)
.

(2.50)

∂ 2R

∂vec
(
WT

L
)

∂vec
(

WT
L+1

)
=

∂

∂vec
(
WT

L
)
 ∂R

∂vec
(

WT
L+1

)


T

=
1
N

∂

∂vec
(
WT

L
) (INo⊗

L

∑
i=0

WiVi

)
vec
(

Ŷ(X)T −YT
)

=
1
N

 ∂

∂vec
(
WT

L
) (INo⊗

L

∑
i=0

WiVi

)vec
(

Ŷ(X)T −YT
)

+
1
N

(
INo⊗

L

∑
i=0

WiVi

)
∂

∂vec
(
WT

L
)vec

(
Ŷ(X)T −YT

)
(see (2.53) and (2.54))

=
1
N



IM⊗δδδ
T
1 VT

L

IM⊗δδδ
T
2 VT

L
...

IM⊗δδδ
T
No

VT
L


+

1
N

WL+1⊗
L

∑
i=0

WiViVT
L .

(2.51)
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Notice that we have used the following identities in (2.50) and (2.51).

 ∂

∂vec
(

WT
L+1

) (WT
L+1⊗VL

)vec
(

Ŷ(X)T −YT
)

=

 ∂

∂vec
(

WT
L+1

) (WT
L+1⊗VL

)vec(∆∆∆)

=
No

∑
j=1

N

∑
k=1

 ∂

∂vec
(

WT
L+1

) ((WT
L+1

)
j
⊗ (VL)k

)δk, j

=

[
∑

No
j=1 ∑

N
k=1 δk, j

∂(WT
L+1) j⊗(VL)k

∂(WT
L+1)1

· · · ∑
No
j=1 ∑

N
k=1 δk, j

∂(WT
L+1) j⊗(VL)k

∂(WT
L+1)No

]
=

[
∑

N
k=1 δk,1

∂vec
(
(VL)k(WT

L+1)
T
1

)
∂(WT

L+1)1
· · · ∑

N
k=1 δk,No

∂vec
(
(VL)k(WT

L+1)
T
No

)
∂(WT

L+1)No

]

=

[
∑

N
k=1 δk,1IM⊗ (VL)k · · · ∑

N
k=1 δk,NoIM⊗ (VL)k

]
=

[
IM⊗VLδδδ 1 · · · IM⊗VLδδδ No

]
.

(2.52)
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 ∂

∂vec
(
WT

L
) (INo⊗

L

∑
i=0

WiVi

)vec
(

Ŷ(X)T −YT
)

=



δδδ
T
1

∂

∂vec(WT
L)

(
∑

L
i=0 VT

i WT
i

)
1

...

δδδ
T
1

∂

∂vec(WT
L)

(
∑

L
i=0 VT

i WT
i

)
M

δδδ
T
2

∂

∂vec(WT
L)

(
∑

L
i=0 VT

i WT
i

)
1

...

δδδ
T
2

∂

∂vec(WT
L)

(
∑

L
i=0 VT

i WT
i

)
M

...

δδδ
T
No

∂

∂vec(WT
L)

(
∑

L
i=0 VT

i WT
i

)
1

...

δδδ
T
No

∂

∂vec(WT
L)

(
∑

L
i=0 VT

i WT
i

)
M



=



δδδ
T
1 VT

L 0 0 · · · 0

0 δδδ
T
1 VT

L 0 · · · 0

0 0 δδδ
T
1 VT

L · · · 0
...

...
... . . . ...

0 0 0 · · · δδδ
T
1 VT

L

δδδ
T
2 VT

L 0 0 · · · 0

0 δδδ
T
2 VT

L 0 · · · 0

0 0 δδδ
T
2 VT

L · · · 0
...

...
... . . . ...

0 0 0 · · · δδδ
T
2 VT

L
...

...
...

...
...

δδδ
T
No

VT
L 0 0 · · · 0

...
...

... . . . ...

0 0 0 · · · δδδ
T
No

VT
L



=



IM⊗δδδ
T
1 VT

L

IM⊗δδδ
T
2 VT

L
...

IM⊗δδδ
T
No

VT
L


.

(2.53)
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(
INo⊗

L

∑
i=0

WiVi

)
∂

∂vec
(
WT

L
)vec

(
Ŷ(X)T −YT

)
=

(
INo⊗

L

∑
i=0

WiVi

)(
WL+1⊗VT

L

)
= WL+1⊗

L

∑
i=0

WiViVT
L .

(2.54)

2.7.2 Empirical results

In addition to the theoretical results, we also provide empirical results on image classifi-

cation tasks to further understand our new principle-guided models. The goal of this empirical

study is to answer the following question: How do ResNEsts and A-ResNEsts perform compared

to standard ResNets?

Datasets

The image classification tasks chosen in our empirical study are CIFAR-10 and CIFAR-

100. The CIFAR-10 dataset [Krizhevsky, 2009] consists of 60000 32×32 color images in 10

classes, with 6000 images per class. There are 50000 training images and 10000 test images.

The CIFAR-100 dataset [Krizhevsky, 2009] is just like the CIFAR-10, except it has 100 classes

containing 600 images each. The CIFAR-10 and CIFAR-100 datasets were collected by Alex

Krizhevsky, Vinod Nair, and Geoffrey Hinton.

Models and architectures

Every ResNEst was a standard ResNet without the batch normalization and Rectified

Linear Unit (ReLU) at the final residual representation, i.e., their architectures are exactly the

same before the final residual representation. Every BN-ResNEst was a standard ResNet without

the ReLU at the final residual representation. In other words, a BN-ResNEst is a modified

ResNEst because it adds a batch normalization layer at the final residual representation in the
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ResNEst. Such a modification can avoid gradient explosion during training and allow larger

learning rates to be used. For A-ResNEsts, we applied 2-dimensional average pooling on each vi

going into each Hi.

The standard ResNets used in this empirical study are wide ResNet 16-8 (WRN-16-8),

WRN-40-4 [Zagoruyko and Komodakis, 2016], ResNet-110, and ResNet-20 [He et al., 2016b].

All these models use pre-activation residual blocks, i.e., they are in the pre-activation form [He

et al., 2016b].

Implementation details

The training procedure is exactly the same as the wide ResNet paper by Zagoruyko and

Komodakis [2016]. The loss function was a cross-entropy loss. The batchsize was 128. All

networks were trained for 200 epochs in total. The optimizer was stochastic gradient descent

(SGD) with Nesterov momentum. The momentum was set to 0.9. The weight decay was 0.0005.

The learning rate was initially set to 0.1 (0.01 for ResNEsts to avoid gradient explosion) and

decreased by a factor of 5 after training 60, 120, and 160 epochs. Learning rates 0.1 and 0.05

both led to gradient explosion in training ResNEsts, so we used 0.01 for ResNEsts to avoid

divergence. A-ResNEsts and BN-ResNEsts do not have such an issue.

In addition, we followed the same moderate data augmentation and preprocessing tech-

niques in the wide ResNet paper by Zagoruyko and Komodakis [2016]. For the moderate data

augmentation, a random horizontal flip and a random crop from a image padded by 4 pixels

on each side are applied on the training set. For preprocessing, standardization is applied to

every image including the training set and the test set. The mean and the standard deviation are

computed from the training set.

Code is available at https://github.com/kjason/ResNEst.
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Comparison

Our empirical results are summarized in the two tables below in terms of classification

accuracy and number of parameters. The classification accuracy is an average of 7 trials with

different initializations. The number of parameters is shown in the unit of million. “1.0M” means

one million parameters.

Table 2.1. CIFAR-10.

Archit.

Model
Standard ResNEst BN-ResNEst A-ResNEst

WRN-16-8 95.56% (11M) 94.39% (11M) 95.48% (11M) 95.29% (8.7M)

WRN-40-4 95.45% (9.0M) 94.58% (9.0M) 95.61% (9.0M) 95.48% (8.4M)

ResNet-110 94.46% (1.7M) 92.77% (1.7M) 94.52% (1.7M) 93.97% (1.7M)

ResNet-20 92.60% (0.27M) 91.02% (0.27M) 92.56% (0.27M) 92.47% (0.24M)

Table 2.2. CIFAR-100.

Archit.

Model
Standard ResNEst BN-ResNEst A-ResNEst

WRN-16-8 79.14% (11M) 75.43% (11M) 78.99% (11M) 78.74% (8.9M)

WRN-40-4 79.08% (9.0M) 75.16% (9.0M) 78.97% (9.0M) 78.62% (8.7M)

ResNet-110 74.08% (1.7M) 69.08% (1.7M) 73.95% (1.7M) 72.53% (1.9M)

ResNet-20 68.56% (0.28M) 64.73% (0.28M) 68.47% (0.28M) 68.16% (0.27M)

A-ResNEsts empirically exhibit competitive performance to standard ResNets

Empirical results in Section 2.7.2 show that A-ResNEsts in general exhibit competitive

classification accuracy with fewer parameters compared to standard ResNets; and ResNEsts

are not as good as A-ResNEsts. The A-ResNets in most cases have fewer parameters than
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the ResNEsts and standard ResNets because they do not have the layers WL and WL+1; and

the number of prediction weights in H0,H1, · · · ,HL is usually not larger than the number of

weights in WL and WL+1 (see Figure 2.1 and Figure 2.2). Note that A-ResNEsts can have more

parameters than standard ResNets when the depth and the output dimension are very large, e.g.,

the A-ResNEst model under the architecture ResNet-110 for CIFAR-100 in Table 2.2.

A BN-ResNEst slightly outperforms a standard ResNet when the network is very deep on
the CIFAR-10 dataset

Empirical results in Table 2.1 show that BN-ResNEsts slightly outperform standard

ResNets and A-ResNEsts in the architectures WRN-40-4 and ResNet-110 on the CIFAR-10

dataset. For architectures WRN-16-8 and ResNet-20, BN-ResNEsts remain competitive perfor-

mance compared to standard ResNets. Notice that WRN-40-4 and ResNet-110 are much deeper

than WRN-16-8 and ResNet-20. Therefore, these empirical results suggest that keeping the batch

normalization and simply dropping the ReLU at the final residual representation in standard

pre-activation ResNets can improve the test accuracy on CIFAR-10 when the network is very

deep. However, if the batch normalization at the final residual representation is also dropped,

then the test accuracy is noticeably lower.
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Chapter 3

Subspace Representation Learning for
Sparse Linear Arrays to Localize More
Sources than Sensors: A Deep Learning
Methodology

Localizing more sources than sensors with a sparse linear array (SLA) has long relied

on minimizing a distance between two covariance matrices and recent algorithms often utilize

semidefinite programming (SDP). Although deep neural network (DNN)-based methods offer

new alternatives, they still depend on covariance matrix fitting. In this paper, we develop a novel

methodology that estimates the co-array subspaces from a sample covariance for SLAs. Our

methodology trains a DNN to learn signal and noise subspace representations that are invariant

to the selection of bases. To learn such representations, we propose loss functions that gauge the

separation between the desired and the estimated subspace. In particular, we propose losses that

measure the length of the shortest path between subspaces viewed on a union of Grassmannians,

and prove that it is possible for a DNN to approximate signal subspaces. The computation of

learning subspaces of different dimensions is accelerated by a new batch sampling strategy called

consistent rank sampling. The methodology is robust to array imperfections due to its geometry-

agnostic and data-driven nature. In addition, we propose a fully end-to-end gridless approach that

directly learns angles to study the possibility of bypassing subspace methods. Numerical results

show that learning such subspace representations is more beneficial than learning covariances
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or angles. It outperforms conventional SDP-based methods such as the sparse and parametric

approach (SPA) and existing DNN-based covariance reconstruction methods for a wide range

of signal-to-noise ratios (SNRs), snapshots, and source numbers for both perfect and imperfect

arrays.

3.1 Introduction

Direction-of-arrival (DoA) estimation is one of the fundamental problems in array pro-

cessing, providing the direction information of sources to many applications such as hearing

aids [Pisha et al., 2019], wireless communications [Sant and Rao, 2020], and sonar systems [Liu

et al., 2021]. When a sufficiently large number of array measurements or snapshots are available,

most approaches estimate a spatial covariance matrix (SCM) and apply subspace methods like

MUtiple SIgnal Classification (MUSIC) [Schmidt, 1986] to find the DoAs. Because the noise

subspace is required to be nontrivial, an M-element uniform linear array (ULA) can only resolve

up to M− 1 sources. To remove such a limit and reduce the cost of sensors, one can choose

an N-element sparse linear array (SLA) with the same aperture but no “holes” in its co-array

[Van Trees, 2002]. In this case, the M-by-M SCM of the original ULA can be reconstructed

from the N-by-N SCM of the SLA. Taking a 5-element minimum redundancy array (MRA) for

example, it can recover the SCM of a 10-element ULA and thus resolve up to 9 sources with

only 5 sensors. Although such an exploitation on the co-array structure can deliver more degrees

of freedom, an extra step of covariance matrix estimation is required [Sarangi et al., 2023].

The earliest approach to this problem dates back to the work by Pillai et al. in 1985,

which completes a Toeplitz matrix via redundancy averaging and direct augmentation. Since the

SCM of a ULA is positive semidefinite and possibly Toeplitz, the matrix estimation problem can

be formulated as constrained optimization problems under the well-known maximum likelihood

(ML) principle. However, these problems are nontrivial due to being highly nonconvex, and

one often needs to relax them into convex optimization problems. For example, the problem
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of the coarray ML-MUSIC (Co-MLM) [Qiao and Pal, 2017] is usually relaxed into the SDP

problem of SPA [Yang et al., 2014] according to the extended invariance principle [Stoica and

Söderström, 1989, Ottersten et al., 1998], with its global minimizer approximating the ML

estimator as the number of snapshots approaches infinity. Besides convex relaxation, another

strategy to tackle nonconvex optimization is majorization-minimization. For instance, the

recently proposed StructCovMLE approach by Pote and Rao [2023] majorizes the concave

component by a supporting hyperplane and then solves a sequence of SDP problems to arrive

at a solution. There are also many other approaches such as regularized algorithms based on

nuclear norm [Li and Chi, 2015] or atomic norm [Tang et al., 2014] minimization, Wasserstein

distance minimization [Wang et al., 2019], and proxy covariance estimation [Sarangi et al., 2021].

Literature on DoA estimation that primarily relies on optimization techniques is vast [Wu et al.,

2017, Zhou et al., 2018], so we focus on gridless and regularizer-free approaches in this paper.

For grid-based DoA estimation, we refer the reader to other references such as [Stoica et al.,

2010b] and [Stoica and Babu, 2012].

In the past decade, the advent of deep learning has opened up a new paradigm for DoA

estimation [Liu et al., 2018, Papageorgiou et al., 2021, Barthelme and Utschick, 2021b, Chen

et al., 2023a]. As the most intuitive and earliest learning-based approach, one can discretize

the angle domain into a grid and then learn a classifier [Papageorgiou et al., 2021]. However,

the performance of this approach is limited by the grid size and often the performance quickly

saturates as the SNR increases. On the gridless side, it was not until a recent work by Wu et al.

[2022] that the potential of deep learning for the matrix estimation problem was shown. Based on

enforcing the Toeplitz structure of the matrix, they showed that DNNs can be trained to retrieve

the noiseless SCM of a ULA from the sample SCM of an MRA, and numerical results show

that such an approach outperforms the SPA in most cases. However, it was reported that its

performance is worse than MUSIC when the source number is small at high SNRs. Another

feature that makes the approach slightly less appealing is that a separate DNN is required for

each individual source number. It is unknown whether training one DNN for all source numbers
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can still provide good performance. In contrast to using the Toeplitz structure, the framework

proposed by Barthelme and Utschick [2021a] enforces the structure of positive definiteness of the

matrix. Although in [Barthelme and Utschick, 2021a] the task of interest is subarray sampling,

which is different from the present paper, the method can be applied seamlessly to the matrix

estimation problem here. These two approaches are probably the most relevant related work to

this paper.

In this paper, we propose a new methodology that exploits the fundamental property that

a subspace is invariant of the choice of the spanning basis, and answer the following question:

Is it possible for a neural network to learn the signal or noise subspace? In particular, we

formulate the DoA estimation problem as a subspace representation learning problem, and

propose new empirical risk minimization problems and loss functions to train a DNN to learn

subspace representations. Our approach first constructs a DNN to output a square matrix and

performs eigenvalue decomposition on the Gram matrix of the square matrix to obtain unitary

bases for the signal and noise subspace, which we refer to as subspace representations. The DNN

is then trained by minimizing loss functions of different dimensions based on principal angles

that calculate the average degree of separation between the desired subspace and the subspace

representation. In fact, with this new methodology, one can argue that learning subspaces

is simpler than learning covariance matrices. Because our loss functions are invariant to the

selection of bases, they create a larger solution space and thus make it easier for a DNN to

learn subspace structures. Furthermore, we prove that it is possible for a neural network to

approximate signal subspaces. To parallelize the computation of learning subspaces of different

dimensions, we propose a new batch sampling strategy called consistent rank sampling, which

greatly accelerates the training process. In addition, we propose a new gridless end-to-end

approach learning DoAs directly to study the benefit of bypassing the root-MUSIC algorithm.

Our methodology does not require knowledge of the sensor array positions, making it geometry-

agnostic and robust to array imperfections. Under the standard assumptions of DoA estimation,

numerical results show that our approach outperforms existing SDP-based and DNN-based
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methods across a wide range of SNRs, snapshots, and numbers of sources.

3.2 Preliminaries

Notations, assumptions, definitions, and the problem of interest are set up in this section.

The set {1,2, · · · ,n} is denoted by [n]. The zero-mean circularly symmetric complex Gaussian

distribution with covariance ΣΣΣ is denoted by C N (0,ΣΣΣ). The Frobenius norm of a matrix A is

denoted by ∥A∥F . The trace of a matrix A is denoted by tr(A). The set of n-by-n Hermitian

matrices is denoted by Hn. Given A ∈ Hn, A ⪰ 0 (resp., A ≻ 0) means that A is positive

semidefinite (resp., positive definite). The set of n-by-n Toeplitz matrices is denoted by Tn. For

every A ∈Hn∩Tn whose first row is represented by a vector u, A is denoted as Toep(u). The

minimum eigenvalue of a matrix A ⪰ 0 is denoted by λmin(A). The matrix logarithm of A is

denoted by log(A) [Higham, 2008]. The set of all k-by-k permutation matrices is denoted by

Pk. The orthogonal projector onto a subspace U and the range of a matrix A are denoted by

PU and PA, respectively.

3.2.1 Assumptions

Let us consider an M-element ULA with spacing d = λ

2 centered at the origin. Assume

that there are k narrowband and far-field source signals {si}k
i=1 with a carrier wavelength λ

impinging on the array from DoAs

θθθ = {θ1,θ2, · · · ,θk} ⊂ [0,π]. (3.1)

Under the plane wave assumption [Van Trees, 2002], the received array measurement vector or

snapshot y(t) ∈ CM at time t ∈ [T ] can be modeled as

y(t) =
k

∑
i=1

si(t)a(θi)+n(t) = A(θθθ)s(t)+n(t) (3.2)
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where a(θ) : [0,π]→ CM is the array manifold of the M-element ULA whose i-th element is

given by

[a(θ)]i = e j2π

(
i−1− (M−1)

2

)
d
λ

cosθ
, i ∈ [M] (3.3)

and

A(θθθ) =

[
a(θ1) a(θ2) · · · a(θk)

]
. (3.4)

The source signal vectors are given by

s(t) =
[

s1(t) s2(t) · · · sk(t)

]T
(3.5)

for all t ∈ [T ] and are independent and identically distributed (i.i.d.) with s(t) ∼ C N (0,P)

where P = diag(p1, p2, · · · , pk) and pi > 0 is the power of the i-th source signal for all t ∈ [T ].

The additive noises follow n(t)∼ C N (0,ηIM) for all t ∈ [T ] which are i.i.d. and uncorrelated

with s(t) for all t ∈ [T ]. We further assume that T ≥M.

Let N ≤M and S = {s1,s2, · · · ,sN} ⊂ [M] such that s1 < s2 < · · ·< sN . Then a physical

N-element linear array can be created by removing the i-th sensor from a virtual M-element

ULA if i ̸∈S for all i ∈ [M]. As a result, the snapshot yS (t) ∈ CN received on this physical

N-element linear array at time t ∈ [T ] is given by

yS (t) = ΓΓΓy(t) (3.6)

where y(t) is the snapshot received on the virtual M-element ULA and ΓΓΓ ∈ RN×M is a row

selection matrix given by

[ΓΓΓ]nm =


1, if sn = m,

0, otherwise,
,n ∈ [N],m ∈ [M]. (3.7)

In this paper, we are interested in S that gives rise to an SLA with the same aperture as the ULA
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and with no holes in its co-array such as an MRA [Van Trees, 2002] or a nested array [Pal and

Vaidyanathan, 2010].

3.2.2 SCMs and the DoA estimation problem

With the above assumptions, it follows that the noiseless SCM of the ULA at every

t ∈ [T ] can be written as

R0 = A(θθθ)PAH(θθθ) (3.8)

and the noiseless SCM of the SLA is

RS = ΓΓΓR0ΓΓΓ
T. (3.9)

The sample SCM of the ULA and the SLA are denoted by

R̂ =
1
T

T

∑
t=1

y(t)yH(t) (3.10)

and

R̂S =
1
T

T

∑
t=1

yS (t)yHS (t), (3.11)

respectively. Given M, k, S , and R̂S , the goal of the DoA estimation problem is to recover

θθθ . Note that it is possible that k > N because k ∈ [M−1]. In this paper, we focus on gridless

methods recovering an M-by-M matrix and use the root-MUSIC algorithm [Barabell, 1983, Rao

and Hari, 1989] to find θθθ .

3.2.3 Neural network models

The rectified linear unit (ReLU) activation function is defined as x 7→max(0,x). A ReLU

network can be expressed as a series of compositions of affine functions and the ReLU activation

function. We follow Definition 4 for the definition of ReLU networks.
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3.3 Prior art

According to the assumptions and settings in Section 3.2, we will briefly review several

popular or insightful approaches in the literature including the widely used SDP-based methods

and recently proposed DNN-based approaches. Despite their differences, notice that most of

them fall into the category of minimizing some distance between two covariance matrices in an

appropriate space. The materials covered in this section will serve as important background and

contrast with our main contributions detailed in Section 3.4.

3.3.1 The maximum likelihood problem

Based on the assumptions in Section 3.2.1, it follows that R0 +ηIM is positive semidef-

inite and Toeplitz. Because yS (t) ∼ C N (0,RS +ηIN), one can formulate the following

constrained optimization problem according to the maximum likelihood principle:

min
R∈HM

logdet
(

ΓΓΓRΓΓΓ
T
)
+ tr

((
ΓΓΓRΓΓΓ

T
)−1

R̂S

)
subject to R⪰ 0, R ∈ TM.

(3.12)

By minimizing the Kullback–Leibler divergence between C N
(

0, R̂S

)
and C N

(
0,ΓΓΓRΓΓΓ

T
)

,

one can also derive the above problem. Due to the nonconvex objective, solving (3.12) is

nontrivial; and thus relaxing or refomulating (3.12) into a tractable problem is often necessary

to arrive at an accepted solution. Section 3.3.2 and 3.3.3 below describe tractable optimization

problems that are widely used in this context.

3.3.2 Redundancy averaging and direct augmentation

Because an SLA can generate all of the autocorrelation lags of the corresponding ULA,

Pillai et al. [1985] proposed the earliest approach of recovering R0 +ηIM from R̂S , i.e., the

so-called redundancy averaging and direct augmentation approach. This approach is identical to
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solving the following matrix augmentation problem [Wang et al., 2019]:

min
R∈CM×M

∥∥∥ΓΓΓRΓΓΓ
T− R̂S

∥∥∥
F

subject to R ∈ TM (3.13)

which has a closed-form solution that is Hermitian and Toeplitz but not necessarily positive

semidefinite. Spatial smoothing [Pal and Vaidyanathan, 2010] can be applied to fix this issue via

1
M

RRH (3.14)

if R is the solution of (3.13).

3.3.3 Direct SDP-based methods

Based on the covariance fitting criterion [Stoica et al., 2010a], Yang et al. [2014] formu-

lated the SPA involving the optimization problem:

min
X∈HN ,R∈HM

tr(X)+ tr
(

R̂−1
S ΓΓΓRΓΓΓ

T
)

subject to


X R̂

1
2
S

R̂
1
2
S ΓΓΓRΓΓΓ

T

R

⪰ 0, R ∈ TM.

(3.15)

The noiseless SCM is then estimated by R−λmin (R)I where R is the solution of (3.15). Another

interesting approach based on the Bures-Wasserstein distance [Bhatia et al., 2019] was developed

by Wang et al. [2019]. The optimization problem is given by

min
X∈CN×N ,R∈HM

tr
(

R̂S +ΓΓΓRΓΓΓ
T−X−XH

)

subject to

ΓΓΓRΓΓΓ
T X

XH R̂S

⪰ 0, R⪰ 0, R ∈ TM.

(3.16)
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Both optimization problems in (3.15) and (3.16) are SDPs that can be solved by off-the-shelf

solvers such as the SDPT3 [Toh et al., 1999].

3.3.4 Majorization-Minimization

Since the term logdet(·) in (3.12) is concave on the positive semidefinite cone and the

trace term can be written as an SDP via the Schur complement lemma, majorization-minimization

algorithms can be used to tackle (3.12). Using a supporting hyperplane to majorize the term

logdet, one can derive the so-called “StructCovMLE” approach [Pote and Rao, 2023]. Let R(0)

be initialized to IM. For i = 0,1,2, · · · , StructCovMLE calculates the iterate R(i+1) by solving

the optimal R in the following SDP:

min
R∈HM ,X∈HN

tr
((

ΓΓΓR(i)
ΓΓΓ
T
)−1

ΓΓΓRΓΓΓ
T

)
+ tr

(
XR̂S

)

subject to


X IN

IN ΓΓΓRΓΓΓ
T

R

⪰ 0, R ∈ TM.

(3.17)

The final solution is then obtained through running a number of iterations until a stopping

criterion is satisfied. For example, the relative change between R(i) and R(i+1) being sufficiently

small. As there is a sequence of SDPs to be solved, the complexity of this approach is greater

than the complexity of the above direct SDP-based methods in Section 3.3.3.

3.3.5 Proxy covariance matrix estimation

Instead of estimating the covariance matrix, Sarangi et al. [2021] proposed a “proxy

covariance matrix” approach (Prox-Cov) that jointly calculates a positive definite weighting

matrix W and a proxy covariance R such that the weighted covariance matrix from the data best
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fits the proxy covariance. Based on this rationale, they formulated the following SDP:

min
R∈HM ,W∈HT

∥∥∥YWYH−ΓΓΓRΓΓΓ
T
∥∥∥2

F

subject to R⪰ 0, R ∈ TM, W⪰ εIT

(3.18)

where Y =

[
y(1) y(2) · · · y(T )

]
is a matrix whose columns are all of the received snapshots

and ε is a hyperparameter which is strictly positive. An interesting property of (3.18) is that it

can exactly recover the signal subspace, overcoming the shortcoming of (3.13), under appropriate

assumptions [Sarangi et al., 2021]. Unlike the aforementioned methods that estimate a covariance

matrix from a sample SCM, Prox-Cov considers all snapshots and attempts to estimate the signal

and noise subspaces by introducing a weighting matrix W, which allows for arbitrary signal

powers while maintaining the same range space from the snapshots.

3.3.6 DNN-based covariance matrix reconstruction

Let D =
{

R̂(l)
S ,R(l)

0

}L

l=1
be a dataset containing L pairs of matrices where every R̂(l)

S ∈

HN is a sample SCM of the N-element SLA and R(l)
0 ∈ HM is the corresponding noiseless

SCM of the M-element ULA. According to the work by Barthelme and Utschick [Barthelme

and Utschick, 2021a], one can formulate the matrix estimation problem as a learning problem

whose goal is to find optimal parameters W ∗ of a DNN model fW : CN×N → CM×M such that

fW ∗
(

R̂S

)
fHW ∗
(

R̂S

)
≈ R0 for every possible pair

(
R̂S ,R0

)
of interest. The Gram matrix

here is to ensure the positive semidefiniteness. The search of W ∗ is done through the training

of the DNN. After training, the function fW ∗ is evaluated at an N-by-N sample SCM to obtain

an M-by-M SCM estimate. The model fW is trained by solving the empirical risk minimization

problem

min
W

1
L

L

∑
l=1

d
(

fW
(

R̂(l)
S

)
fHW
(

R̂(l)
S

)
,R(l)

0

)
(3.19)
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where d : CM×M ×CM×M → [0,∞) is a metric or distance. For example, the well-known

Frobenius norm

dFro (E,F) = ∥E−F∥F (3.20)

and the affine invariant distance [Bhatia, 2009]

dAff (E,F) =
∥∥∥log

(
F−

1
2 EF−

1
2

)∥∥∥
F

(3.21)

that gives the length of the shortest curve(s) between the two points in the convex cone of all

positive definite matrices {E ∈ HM | E ≻ 0}. If (3.21) is used in (3.19), R(l)
0 is replaced by

R(l)
0 + δ IM for some δ > 0 as R(l)

0 can be singular. Although this method by Barthelme and

Utschick [2021a] was originally developed for the subarray sampling problem, we find that it is

suitable for the matrix estimation problem in this paper.

An early study in the literature that tackles the matrix estimation problem using a DNN

is perhaps the work by Wu et al. [2022]. Let u ∈ CM be the vector representing the first row of

A(θθθ)AH(θθθ). Instead of using the Gram matrix to generate a positive semidefinite matrix output,

Wu et al. constructed a DNN fWk : CN×N → CM to estimate u and then recovered the matrix by

Toep
(

fWk

(
R̂S

))
for a given R̂S and source number k. The models

{
fWk

}M−1
k=1 were trained

individually by the squared loss function

dsqu (u,v) =
1

2M
∥u−v∥2

2 . (3.22)

Though M−1 DNNs are used in [Wu et al., 2022], note that this method is not limited by the

number of DNNs used. The Toeplitz prior and dsqu can be used to train a single network if

desired.
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3.4 Subspace representation learning

A weakness of the above DNN-based methods is that their loss functions are not invariant

to a different matrix representation of the signal or noise subspace. To elaborate, let ΣΣΣ ∈ HK

be any positive definite matrix such that ΣΣΣ ̸= P. Then, A(θθθ)ΣΣΣAH(θθθ) and R0 have exactly

the same signal subspace
{

A(θθθ)x
∣∣x ∈ CK

}
that leads to the same DoAs via the root-MUSIC

algorithm. However, A(θθθ)ΣΣΣAH(θθθ) ̸= R0 which implies d
(

A(θθθ)ΣΣΣAH(θθθ),R0

)
> 0 for any

metric or distance d on CM×M. If ΣΣΣ = ρIK , it can be easily seen that d→ ∞ as ρ → ∞ for most

of the common distances such as dFro and dsqu mentioned above even though the signal subspace

induced by A(θθθ)ΣΣΣAH(θθθ) is always the same as the one induced by R0. This is not a desirable

property for a loss function because it significantly reduces the solution space and makes it much

more difficult to find and approximate the signal or noise subspace. It is worth noting that many

existing methods (e.g., most of the methods in Section 3.3) measure the goodness of fit via some

distance between two covariance matrices, effectively solving a harder problem than needed.

Because the root-MUSIC algorithm only requires the knowledge of the signal or noise subspace,

the problem of covariance estimation is actually harder than DoA estimation.

To address the above-mentioned issue, we propose a new methodology which we call

subspace representation learning. In the subsections below, we will first introduce a new output

representation for DNN models to establish the invariance to the choice of ΣΣΣ. Next, we construct

a novel family of loss functions to train these DNN models based on the goodness of subspace

fitting and show that it is possible for a DNN to approximate signal subspaces. The Root-MUSIC

algorithm is then applied on the learned signal subspace to obtain the DoAs. We then discuss the

use case for imperfect arrays. Finally, we propose a new batch sampling approach to parallelize

the computation involved during training.
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3.4.1 Subspace representations of different dimensions

Because every k-dimensional subspace Uk of CM is a point in the Grassmann manifold

or Grassmannian Gr(k,M), we construct a DNN model fW such that

fW : CN×N× [M−1]→
M−1⋃
k=1

Gr(k,M) (3.23)

whose codomain is a union of M− 1 Grassmannians. To represent points of this union nu-

merically, we can pick any matrix U ∈ CM×k whose columns represent a unitary basis of

Uk ∈ Gr(k,M) for all k ∈ [M− 1]. Based on this perspective, the model fW is instructed to

generate a matrix X ∈ CM×M whose Gram matrix is factorized by eigenvalue decomposition:

XXH =

[
Ũ Ṽ

]ΛΛΛk

ΛΛΛM−k


ŨH

ṼH

 (3.24)

where ΛΛΛk and ΛΛΛM−k are diagonal matrices representing the k largest eigenvalues and M−

k smallest eigenvalues, respectively; and the columns of Ũ and Ṽ are their corresponding

orthonormal eigenvectors, respectively. Since the columns of Ũ ∈ CM×k forms a unitary basis,

a subspace Ũk ∈ Gr(k,M) can then be identified by the range space of Ũ and thus the function

fW can generate points in the union of the Grassmannians. As long as X maintains the same

signal subspace, the subspace Ũ generated by fW is invariant to the change of X. One simple

invariance can be easily seen by changing the eigenvalues while maintaining the order of ΛΛΛk and

ΛΛΛM−k. The subspace Ũ is also invariant to the equivalence class of its unitary bases.

Given a dataset D =
{

R̂(l)
S ,R(l)

0

}L

l=1
, we extract the signal subspace U (l) of R(l)

0 for

every l ∈ [L] via eigenvalue decomposition to create target subspace representations. Note that

U (l) can also be identified from A
(

θθθ
(l)
)

AH
(

θθθ
(l)
)

if only a dataset of
{

R̂(l)
S ,θθθ (l)

}
is given.
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3.4.2 Distances between subspace representations

To learn the target subspace representations in D , we find the parameters W by solving

the following empirical risk minimization problem

min
W

1
L

L

∑
l=1

dk=k(l)

(
fW
(

R̂(l)
S ,k(l)

)
,U (l)

)
(3.25)

where dk : Gr(k,M)×Gr(k,M)→ [0,∞) is some distance on the Grassmannian Gr(k,M). We

propose to construct dk as a function of the vector of principal angles between two given

subspaces because it is a necessary condition if dk is invariant to any rotation in the unitary group

U(M) of M-by-M unitary matrices [Wong, 1967], i.e.,

dk

(
Q ·U ,Q · Ũ

)
= dk

(
U ,Ũ

)
(3.26)

for every U ,Ũ ∈Gr(k,M) and every Q ∈U(M). The left action of U(M) on Gr(k,M) in (3.26)

is defined by Q ·U := span(QB) where the columns of B∈CM×k form a basis of U . According

to Theorem 1 of [Björck and Golub, 1973], the principal angles φφφ k =

[
φ1 φ2 · · · φk

]T
between U ∈ Gr(k,M) and Ũ ∈ Gr(k,M) can be calculated by

φi

(
U ,Ũ

)
= cos−1

(
σi

(
UHŨ

))
(3.27)

for i ∈ [k] where U ∈ CM×k and Ũ ∈ CM×k are matrices whose columns form unitary bases of

U and Ũ , respectively, and σ1 ≥ σ2 ≥ ·· · ≥ σk are the singular values of the singular value

decomposition of UHŨ. Therefore, one is able to define many distances based on φφφ k [Edelman

et al., 1998, Barg and Nogin, 2002, Hamm and Lee, 2008, Ye and Lim, 2016]. Among them, the

most natural choice of dk is the geodesic distance [Wong, 1967]

dGeo
k

(
U ,Ũ

)
=
∥∥∥φφφ k

(
U ,Ũ

)∥∥∥
2
=

(
k

∑
i=1

φ
2
i

(
U ,Ũ

)) 1
2

(3.28)
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which defines the length of the shortest curve(s) between the two points U and Ũ on the

Grassmannian Gr(k,M). The geodesic distance of any two points on Gr(k,M) is bounded from

above by
√

k π

2 [Wong, 1967]; and one can easily construct different loss functions which are

bounded.

3.4.3 Approximation

In this subsection, we attempt to enhance the feasibility of subspace representation

learning from an approximation viewpoint. In particular, we present a guarantee for a neural

network model to approximate the signal subspace.

Theorem 6. For every k ∈ [M−1] and every ε > 0, there exists a ReLU network f : CN×N →

Gr(k,M) such that ∫
[0,π]k

dGeo
k

(
f (RS ) ,PA(θθθ)

)
dθθθ < ε. (3.29)

The proof of Theorem 6 is contained in Appendix 3.8.1. Here, subspaces are represented

by their orthogonal projectors to ensure every U ∈ Gr(k,M) has a unique representation. In

other words, Gr(k,M) is equivalent to

{
P ∈ CM×M | PH = P,P2 = P, rank(P) = k

}
. (3.30)

If the ideal covariance matrices are used, Theorem 6 shows that the average geodesic distance

between the predicted subspaces and the desirable signal subspaces can be made arbitrarily small

when a suitable ReLU network is picked. From an array processing point of view, it is trivial that

the signal subspace can always be extracted from RS . However, Theorem 6 illustrates that this

process can be achieved up to a small error by evaluating a continuous piecewise linear function

[Chen et al., 2022]. In order to sketch the proof, notice that a simple distance on Gr(k,M)

can be constructed by (U1,U2) 7→
∥∥PU1−PU2

∥∥
F . Lemma 14 below shows that the geodesic

distance can be bounded from above by the composition of a strictly increasing function and the

simple distance, allowing us to leverage the continuity of the orthogonal projection operator in
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an appropriate manner to prove Theorem 6. It may be possible to extend Theorem 6 to a more

realistic case using R̂S with a probabilistic guarantee.

Lemma 14. For every U1,U2 ∈ Gr(k,M) where k ∈ [M−1],

dGeo
k (U1,U2)≤

√
k sin−1

(∥∥PU1−PU2

∥∥
F√

2

)
. (3.31)

The proof of Lemma 14 is contained in Appendix 3.8.2. Lemma 14 ensures that

∥∥PU1−PU2

∥∥
F → 0 implies dGeo

k (U1,U2)→ 0. (3.32)

3.4.4 Learning with imperfect arrays

Sensor arrays are not perfect in reality. For example, the array manifold may be corrupted

by several imperfections including the gain bias, phase bias, sensor position error, and the

intersensor mutual coupling [Liu et al., 2018]. Because model-based methods such as SDP-based

approaches in (3.15) and (3.16) often rely on prior knowledge of the sensor positions S to create

ΓΓΓ in their optimization problems, they are not robust to sensor position errors; and fixing such

a model mismatch is nontrivial. In contrast, our methodology does not suffer from this model

mismatch issue due to its geometry-agnostic or imperfection-agnostic nature. The empirical

risk minimization problem we solve in the imperfect array case is still (3.25). As described in

Section 3.4.1, U (l) can be identified from the ground truth θθθ
(l); and R̂S is the sample SCM

from the imperfect array. Hence, both the problem formulation in (3.25) and the model (3.23) do

not depend on the sensor positions. In addition, our method does not need to know the array is

imperfect and the degree of imperfections. The information is already embedded in the dataset

and solving (3.25) will enforce the DNN model learn the subspace representations of a perfect

virtual ULA from the imperfect array.
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3.4.5 Consistent rank sampling

To learn subspaces of different dimensions in one DNN model, the empirical risk min-

imization problem (3.25) requires M−1 loss functions d1,d2, · · · ,dM−1 that calculate unitary

bases of different dimensions from 1 to M−1. Although (3.25) can be solved by the well-known

minibatch stochastic gradient descent (SGD) algorithm, it is hard for the computation of different

dimensions to be parallelized on a graphics processing unit (GPU). To fix this issue, we propose

consistent rank sampling, a new batch sampling strategy for learning subspaces of different

dimensions in one DNN model. Instead of randomly sampling from D , we propose randomly

sampling a batch of data points whose source number k is consistent from D . This way, only

one dk needs to be evaluated in every gradient step, streamlining the computation of unitary

bases in the same dimension k. It is important to note that consistent rank sampling is a crucial

strategy to make training efficient. Without this strategy, training DNNs on large datasets is

almost intractable due to slow training speed. Although the strategy is developed for subspace

representation learning, it is generally applicable to empirical risk minimization problems that

involve loss functions of different dimensions.

3.5 A gridless end-to-end approach

The subspace representation learning approach utilizes the root-MUSIC algorithm on the

obtained subspaces to estimate the DoAs. A natural question to study here is the following: Is it

possible to bypass the root-MUSIC algorithm and directly learn a model to output the DoAs in a

gridless manner? The best-known end-to-end approach is probably the work by Papageorgiou

et al. [2021]; however, it relies on a grid. The approach of mean cyclic error (MCE) network

or MCENet by Barthelme and Utschick [2021b] is a gridless end-to-end approach but it was

designed for subarray sampling and not for more sources than sensors. Below, we propose a new

gridless end-to-end approach that tailored to localization of more sources than sensors using an

SLA.
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R̂S

Architecture

AffineAffineAffine · · · Affine

θ1 θ1,θ2 θ1,θ2,θ3 θ1,θ2, · · · ,θM−1

Figure 3.1. An illustration of the gridless end-to-end model, which consists of an architecture
and several output layers. The model simultaneously generates DoAs for every possible number
of sources so there are M−1 heads (affine functions) at the output. The k-th head is picked when
there are k sources.

As illustrated in Figure 3.1, we propose to construct a DNN model gW such that

gW : CN×N× [M−1]→ R1×R2×·· ·RM−1 (3.33)

whose codomain is the (M−1)-ary Cartesian product of Euclidean spaces R1,R2, · · · ,RM−1.

These Euclidean spaces are viewed as different “heads” at the output of the model where the

k-dimensional Euclidean space represents the k-th head. The k-th head will be picked when

there are k sources such that an element from Rk can represent k angles. Let r(i) = i(i−1)
2 for

i = 1,2, · · · ,M and denote hk : Rr(M)→ Rk the projection

(
x1, · · · ,xr(M)

)
7→
(

xr(k)+1,xr(k)+2, · · · ,xr(k)+k

)
. (3.34)

The empirical risk minimization problem of the gridless end-to-end model gW is then formulated

as follows

min
W

1
L

L

∑
l=1

dk=k(l)

(
hk ◦gW

(
R̂(l)

S ,k(l)
)
,θθθ (l)

)
(3.35)

where d1,d2, · · · ,dM−1 are loss functions of different dimensions that calculate some minimum
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distances among all permutations. Taking the squared loss for example,

dk

(
θ̂θθ ,θθθ

)
= min

ΠΠΠ∈Pk

∥∥∥ΠΠΠθ̂θθ −θθθ

∥∥∥2

2
(3.36)

for k = 1,2, · · · ,M−1. The minimum in (3.36) is equivalent to the squared loss applied to the

corresponding sorted arguments according to the rearrangement inequality [Hardy et al., 1934].

Because a loss function of different dimensions is adopted, the consistent rank sampling strategy

detailed in Section 3.4.5 can be applied to accelerate training on GPUs.

3.6 Numerical results

In this section, we will compare our new methodology with existing methods including

the SPA [Yang et al., 2014], the Wasserstein distance based approach (WDA) [Wang et al.,

2019], the DNN-based covariance reconstruction (DCR) approach based on the Toeplitz prior

[Wu et al., 2022] (DCR-T), and the DCR approach based on the Gram matrix [Barthelme

and Utschick, 2021a] (DCR-G). In particular, we use both the Frobenius norm and the affine

invariant distance for DCR-G, leading to two methods termed DCR-G-Fro and DCR-G-Aff.

We do not include StructCovMLE [Pote and Rao, 2023] and Prox-Cov [Sarangi et al., 2021]

because the performance of StructCovMLE was similar to SPA, and Prox-Cov did not yield

better performance than the SPA in our preliminary experiments. Below, we will first set up the

scenarios for the DoA estimation problem. Next, we will describe the DNN architectures and

the training procedures for the DNN-based approaches. Finally, for a given SNR and number of

snapshots T , we will compare performance of different approaches in terms of the mean squared

error (MSE)
1

Ltest

Ltest

∑
l=1

1
k

min
ΠΠΠ∈Pk

∥∥∥ΠΠΠθ̂θθ l−θθθ l

∥∥∥2

2
(3.37)

for different source numbers k ∈ [M− 1] where Ltest is the total number of random trials, θθθ l

is the vector of DoAs of the ground truth at the l-th trial, and θ̂θθ l is the corresponding esti-
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mate given by a method of interest. Code is available at https://github.com/kjason/

SubspaceRepresentationLearning.

3.6.1 Settings

The physical array is an N-element MRA with N = 5 and S = {1,2,5,8,10}, leading

to a 10-element virtual ULA or M = 10. A study for different MRAs is deferred to Section 3.6.2.

Below we describe the test or evaluation conditions. The number of snapshots T is set to 50,

if not explicitly specified. We assume equal source powers p1 = p2 = · · · = pk and the SNR

is defined as 10log10

(
pi
η

)
. The SNR is set to 20 dB if not explicitly stated. The finite set of

SNRs {−10,−8,−6, · · · ,16,18,20} is picked when a range of SNRs is required for evaluation.

The number of sources k can be any number in the set [M−1]. For any k ∈ [M−1], the DoAs

θ1,θ2, · · · ,θk are uniformly selected at random in the range
[

1
6π, 5

6π

]
with a minimum separation

constraint mini ̸= j|θi−θ j| ≥ 1
45π . For every given SNR, T , and k ∈ [M−1], there are 100 trials

of random source signals and noises for a given θθθ , and there are in total 100 random θθθ , leading

to a total number of trials Ltest = 104 for each case. All SDP problems are solved by the SDPT3

[Toh et al., 1999] solver in CVX [Grant and Boyd, 2014, 2008].

DNN models

As illustrated in Figure 3.2, we use WRN-16-8 [Zagoruyko and Komodakis, 2016]

without the batch normalization. The pair of numbers 16-8 implies that the total number of

layers is 16 and the widening factor is 8. The ReLU activation function is adopted by all of the

nonlinearities in the network. All of the residual blocks are in the pre-activation form [He et al.,

2016b]. Note that wide ResNets avoid the degradation problem and enjoy certain optimization

guarantees under mild assumptions [Chen et al., 2021]. The network takes an input tensor

in R2×N×N and generates an output tensor in R2×M×M (R2×M for DCR-T). Given an N-by-N

complex matrix, it is represented by its real and imaginary parts as inputs to the network. The

first and second planes of the output tensor represent the real and imaginary parts of an M-by-M
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Figure 3.2. An illustration of a 3-stage L-block ResNet model [He et al., 2016a]. In the wide
ResNet 16-8 (WRN-16-8) [Zagoruyko and Komodakis, 2016], there are L = 2 blocks per stage,
leading to 16 layers in total. The widening factor is 8, meaning that WRN-16-8 is 8 times wider
than the original ResNet. See Section 3.6.1 for more details.

complex matrix, respectively. The number of parameters is approximately 11 million. All

DNN-based methods use the same architecture. The output layer is an affine function whose

output dimension is tailored to each approach.

Training

The minibatch SGD algorithm with Nesterov momentum is used to train all of the DNN

models. The momentum is set to 0.5 and the batch size is 4096. The weight decay is set

to 0. All of the models are trained for 50 epochs with the one-cycle learning rate scheduler

[Smith and Topin, 2019]. The best maximum learning rate of the scheduler for each approach

is found through a grid search whose description is deferred to Appendix 3.8.3. The learning

rates for DCR-T, DCR-G-Fro, DCR-G-Aff, and our approach are 0.05, 0.01, 0.005, and 0.1,

respectively. The weights in all models are initialized using normal distributions [He et al.,

2015]. The value of δ is set to 10−4 in the DCR-G-Aff approach. For each k ∈ [M−1], there
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are 2×106 and 6×105 random data points for training and validation, respectively, leading to

a training dataset of size Ltrain = 9×2×106 and a validation dataset of size Lval = 9×6×105.

For each data point, the source signals and noises are generated randomly according to the

assumptions in Section 3.2.1. The SNR in decibels is uniformly picked at random in the finite set

{−11,−9,−7, · · · ,17,19,21}. The DoAs in the vector θθθ are uniformly selected at random in

the range
[

1
6π, 5

6π

]
with a minimum separation constraint mini ̸= j|θi−θ j| ≥ 1

60π . The number

of snapshots is set to 50. PyTorch is used to train all the DNN models [Paszke et al., 2019].

3.6.2 Results

Superior performance over a wide range of SNRs

Figure 3.3 compares the proposed method with the five baseline approaches in terms of

MSE over a wide range of SNRs and number of sources. For k = 1, all of the methods have

almost the same performance. For k = 2, the proposed method is significantly better than SPA

and WDA from −10 to 6 dB SNR. In fact, it is uniformly better than WDA from −10 to 20 dB

SNR. However, once the SNR goes beyond 14 dB, SPA starts to outperform the proposed method

and the gap seems to become larger as the SNR increases. DCR-T is slightly worse than the

proposed method in the high SNR region but the gap of MSE gets larger as SNR increases. With

regard to DCR-G-Fro and DCR-G-Aff, their performance is similar to the proposed method. For

k = 3, the proposed method is better than SPA, WDA, DCR-T, and DCR-G-Fro across almost

the entire evaluation range and even superior by orders of magnitude from 0 to 15 dB SNR with

respect to SPA, WDA, and DCR-T. DCR-G-Aff is slightly better than the proposed method in

the high SNR region but is slightly worse in the low SNR region. Then, for k ∈ {4,5,6,7,8,9},

the proposed method consistently and significantly outperforms SPA and WDA. As for DCR-T

and DCR-G-Fro, they are noticeably better than SPA and WDA but significantly inferior than the

proposed method. In particular, DCR-G-Aff is the most competitive approach to the proposed

method. However, it is still much inferior than our approach. Overall, the proposed method is

significantly better than all of the baseline approaches.
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Figure 3.3. MSE vs. SNR. Our approach is in general superior to all of the baselines. In most
cases, it is significantly better than SPA, WDA, DCR-T, and DCR-G-Fro. DCR-G-Aff is the
most competitive baseline. For k > 3, our approach outperforms DCR-G-Aff. In comparison
to DCR-G-Aff at k = 2 or k = 3, our approach is slightly better at low SNRs but worse at high
SNRs.
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Generalization to unseen numbers of snapshots

Figure 3.4 evaluates SPA, WDA, DCR-G-Aff, and the proposed method in terms of MSE

in a wide range of numbers of snapshots and sources. We do not include the other baselines here

because DCR-G-Aff is significantly better than them according to Figure 3.3. For k = 1, all of

the methods have similar performance. For k = 6 and k = 9, the proposed method is consistently

and significantly better than SPA, WDA, and DCR-G-Aff. More importantly, Figure 3.4 also

implies that a DNN model trained by the subspace representation learning approach on a specific

number of snapshots can generalize well to a wide range of unseen numbers of snapshots.
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Figure 3.4. MSE vs. number of snapshots. Although the DNN models are only trained on
a single number of snapshots T = 50, they are able to generalize to a wide range of unseen
scenarios from T = 10 to T = 100. Our approach is consistently better than SPA, WDA, and
DCR-G-Aff.

On different SLAs

It is desirable to show that the main conclusions drawn from the 5-element MRA ex-

periments in Section 3.6.2 in general hold true for an arbitrary N-element MRA. Here, we

demonstrate that this is true for 4-element and 6-element MRAs. Most of the hyperparameters

stay the same as the setting in Section 3.6. We find that δ = 10−4 leads to unstable training

in the DCR-G-Aff approach for the case of the 6-element MRA so we increase δ to 10−3 in

this particular case. Results for the 4-element MRA S = {1,2,5,7} are shown in Figure 3.5.
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Results for the 6-element MRA S = {1,2,5,6,12,14} are shown in Figure 3.6. All of these

results in Figure 3.3, 3.5, and 3.6 demonstrate that the proposed method outperforms all of the

baseline approaches. Furthermore, they seem to suggest our approach is consistently better than

all baselines if k ≥ N. Figure 3.7 and 3.8 show the results on the number of snapshots for the

4-element and 6-element MRAs, they imply conclusions that are similar to ones drawn from

Figure 3.4.
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Figure 3.5. MSE vs. SNR. N = 4. M = 7. Our approach is significantly better than all of the
baselines when k > 2. For k = 2, it is better than all of the DNN-based baselines but slightly
worse than the SPA at 20 dB SNR. The main results obtained for the 5-element MRA are similar
to the 4-element MRA.
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Figure 3.6. MSE vs. SNR. N = 6. M = 14. These results, along with Figure 3.3 and 3.5, imply
that the proposed method consistently outperforms all of the baselines if k ≥ N. The proposed
method is slightly inferior than DCR-G-Aff at high SNRs when k < N.

128



10 20 40 60 80 100

10−6

10−5.5

Number of snapshots

M
SE

(r
ad

2 )

(a) k = 1

SPA
WDA

DCR-G-Aff
Ours

10 20 40 60 80 100

10−3

10−2

Number of snapshots

(b) k = 4

10 20 40 60 80 100

10−2.6

10−2

10−1.4

Number of snapshots

(c) k = 6

Figure 3.7. MSE vs. number of snapshots. N = 4. M = 7.
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Figure 3.8. MSE vs. number of snapshots. N = 6. M = 14.

3.6.3 Comparison to the proposed gridless end-to-end approach

To answer the question posed in Section 3.5, we use the same WRN-16-8 but replace the

final affine layer by M−1 affine heads whose number of output neurons are 1,2,3, · · · ,M−1

real numbers, as illustrated in Figure 3.1. The squared loss functions of different dimensions

are adopted as shown in (3.36). All of the settings here are the same as the ones described in

Section 3.6.1 and 3.6.1. The best learning rate is 0.2 according to a simple grid search in Section

3.8.3. Figure 3.9 shows that the gridless end-to-end approach tends to saturate its performance

earlier than the subspace representation learning approach for k < 8 as the SNR increases. As a

result, the subspace representation learning approach shows significantly better performance at
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Figure 3.9. MSE vs. SNR. N = 5. M = 10. For k < 8, the performance of the gridless end-to-end
approach saturates at a higher MSE than the subspace representation learning method as the
SNR increases. For k = 8 and k = 9, the gridless end-to-end approach shows consistently better
performance.

high SNRs. However, for k = 8 and k = 9, it is consistently worse than the gridless end-to-end

approach. Although the gridless end-to-end approach does not have a grid at the output layer, its
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behavior of hitting an early plateau seems to be similar to grid-based methods that are limited by

their grid resolution. Overall, subspace representation learning gives better performance than the

gridless end-to-end approach and we can deduce that learning subspace representations is more

beneficial than learning angles directly.

3.6.4 Robustness to array imperfections

With regard to array imperfections, we use the imperfect array manifold introduced by Liu

et al. [2018]. The exact formulation is given below. Define the following real hyperparameters

e1, · · · ,eM,g1, · · · ,gM,h1, · · · ,hM (3.38)

and a complex hyperparameter γ . The array manifold with sensor position errors is given by

aρ(θ) : [0,π]→ CM such that

[aρ(θ)]i = e j2π

(
i−1− (M−1)

2 +ρei

)
d
λ

cosθ (3.39)

for i ∈ [M]. Then, an imperfect array manifold ãρ(θ) of an M-element ULA can be defined by

ãρ(θ) = CρGρHρaρ(θ) (3.40)

where the gain bias is modeled by

Gρ = I+ρdiag(g1,g2, · · · ,gM) , (3.41)

the phase bias is modeled by

Hρ = diag
(

e jρh1,e jρh2 , · · · ,e jρhM
)
, (3.42)
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and the intersensor mutual coupling is modeled by

Cρ = I+ρToep

([
0 γ γ2 · · · γM−1

]T)
. (3.43)

For the hyperparameters in the case of the 5-element MRA, we use e1 = 0,e2 = · · · = e6 =

−0.2,e7 = · · · = e10 = 0.2, g1 = 0,g2 = · · · = g6 = 0.2,g7 = · · · = g10 = −0.2, h1 = 0,h2 =

· · ·= h6 =−1
6π,h7 = · · ·= h10 =

1
6π , and γ = 0.3e

π

3 . For the 4-element and 6-element MRAs,

the hyperparameters can be found in the source code. The degree of imperfections is controlled

by a scalar ρ ∈ [0,1]. A larger ρ makes the imperfections more severe and ρ = 0 means the

array is perfect. To train a model for imperfect arrays, we uniformly select ρ at random on the

unit interval [0,1]. To train a model for a perfect array, we use ρ = 0.

Figure 3.10 shows MSE in terms of the array imperfection parameter ρ for different

numbers of sources. Indeed, a different ρ represents a different array; thus, one can collect a

new dataset and then specifically train a new model. However, here, we train a single model on a

joint dataset collected from different arrays. The MSE of SPA and WDA both get worse as ρ

increases, verifying that both methods suffer from model mismatch and are not robust to array

imperfections. Even though no attempts have been made to SPA and WDA to contend with array

imperfections, such corrections are nontrivial and require the knowledge of imperfections. On

the other hand, the MSE of the proposed method stays at the same level despite the increasing

degree of imperfections, implying that the subspace representation learning approach is robust

to array imperfections. Figure 3.11 and 3.12 show the results for the 4-element and 6-element

MRAs, one can also deduce conclusions that are similar to ones from Figure 3.10.

3.7 Conclusion

A new methodology learning subspace representations is proposed for robust estimation

of more sources than sensors. To learn subspace representations, the codomain of a DNN model,

is defined as a union of Grassmannians reflecting signal subspaces of different dimensions. Then,
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Figure 3.10. MSE vs. the array imperfection parameter ρ . Note that only one DNN model is
trained for our approach. Unlike model-based methods that give significantly worse MSE as ρ

increases, our approach is robust to array imperfections without being given ρ or the knowledge
about the degree of imperfections.

0 0.2 0.5 1
10−6

10−4

10−2

ρ

M
SE
( ra

d2)

(a) k = 1

SPA
WDA

DCR-G-Aff
Ours

0 0.2 0.5 1

10−3

10−2

10−1

ρ

(b) k = 4

0 0.2 0.5 1
10−2

10−1.5

ρ

(c) k = 6

Figure 3.11. MSE vs. the array imperfection parameter ρ . N = 4. M = 7.

a family of loss functions is proposed as functions of the principal angles between subspaces to

ensure rational invariance. In particular, we use geodesic distances on Grassmannians to train a

DNN model and prove that it is possible for a ReLU network to approximate signal subspaces.

Because a subspace is invariant to the selection of the basis, our methodology enlarges the

solution space of a DNN model compared to existing approaches that learn covariance matrices.
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Figure 3.12. MSE vs. the array imperfection parameter ρ . N = 6. M = 14.

In addition, due to its geometry-agnostic nature, our methodology is robust to array imperfections.

To study the possibility of bypassing the root-MUSIC algorithm, we propose a gridless end-to-

end approach that directly learns a mapping from sample SCMs to DoAs. Numerical results show

that subspace representation learning outperforms existing SDP-based approaches including

the SPA and WDA, DNN-based covariance matrix reconstruction methods, and the gridless

end-to-end approach under the standard assumptions. These results imply that learning subspace

representations is more beneficial than learning covariance matrices or angles directly.

3.8 Appendix

3.8.1 Proof of Theorem 6

Proof. Let I =
{
(i, j) ∈ [k]× [k] | i ̸= j

}
. For every (i, j) ∈I , define

Fi, j =
{

θθθ ∈ [0,π]k | θi = θ j

}
. (3.44)
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Pick δ > 0 and let µ denote the Lebesgue measure. Because Fi, j is closed and µ(Fi, j) = 0 for

every (i, j) ∈I , there exists a open set

Fδ ⊃
⋃

(i,n)∈I
Fi, j (3.45)

such that

µ(Fδ )< δ . (3.46)

Therefore, Eδ = [0,π]k \Fδ is compact. Now, note that A(θθθ) is a rank-k matrix for every θθθ ∈ Eδ

due to the Vandermonde structure. It follows that the function X 7→ PX is continuous on A(Eδ ).

On the other hand, the mapping RS 7→ R0 is affine on A(Eδ ) since the SLA has no holes in its

co-array. As R0 = A(θθθ)PAH(θθθ), we have PR0 = PA(θθθ), implying that RS 7→ PA(θθθ) is continuous

on A(Eδ ). By Theorem 1 of [Chen et al., 2022], any continuous piecewise linear function can

be represented by a ReLU network. Because the set of continuous piecewise linear functions

is dense in the set of continuous functions on any compact subset of CN×N , it follows that, for

every ε , there is a ReLU network f such that

sup
θθθ∈Eδ

∥∥∥ f (RS )−PA(θθθ)

∥∥∥
F
< ε. (3.47)

Note that RS (Eδ ) is still compact since θθθ 7→ RS is continuous. By Lemma 14,

∫
Eδ

dGeo
k

(
f (RS ) ,PA(θθθ)

)
dθθθ < π

k
√

k sin−1
(

ε√
2

)
. (3.48)

As f is continuous and every nonzero orthogonal projection is bounded, there exists L > 0 such

that
∥∥∥ f (RS )−PA(θθθ)

∥∥∥
F
< L for every θθθ ∈Fδ , which implies

∫
Fδ

dGeo
k

(
f (RS ) ,PA(θθθ)

)
dθθθ < δ

√
k sin−1

(
L√
2

)
. (3.49)
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The claim is proved because both δ > 0 and ε > 0 can be arbitrarily small, and sin−1(x)→ 0 as

x→ 0+.

3.8.2 Proof of Lemma 14

Proof. Because there is a one-to-one correspondance between the set of linear subspaces and the

set of orthogonal projectors, a distance d : Gr(k,M)×Gr(k,M)→ [0,∞) between U1 ∈Gr(k,M)

and U2 ∈ Gr(k,M) can be defined as

d(U1,U2) =
∥∥PU1−PU2

∥∥
F (3.50)

where PU1 and PU2 are the orthogonal projectors onto U1 and U2, respectively. Then, it follows

that

d2(U1,U2) = 2k−2tr
(
PU1PU2

)
= 2k−2

k

∑
i=1

σ
2
i
(
PU1PU2

)
= 2k−2

k

∑
i=1

σ
2
i

(
UH

1 U2

)
= 2k−2

k

∑
i=1

cos2
φi

(3.51)

where U1 and U2 are matrices whose columns form unitary bases of U1 and U2. Therefore, we

have ∥∥PU1−PU2

∥∥
F =
√

2

(
k

∑
i=1

sin2
φi

) 1
2

(3.52)

which was shown in [Stewart, 1991]. Finally, (3.52) implies that

φi ≤ sin−1

(∥∥PU1−PU2

∥∥
F√

2

)
(3.53)

for every i ∈ [k].
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3.8.3 Learning rates
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Figure 3.13. Search of the best learning rates. Empirical risk on the validation set vs. the
maximum learning rate in the one-cycle learning rate scheduler.

To determine the best learning rates to use in Section 3.6, a grid search of the best

maximum learning rate in the one-cycle learning rate scheduler [Smith and Topin, 2019] is

performed for each approach. For each k ∈ [M−1], there are 2×106 and 6×105 random data

points for training and validation, respectively, leading to a training dataset of size Ltrain =

9×2×106 and a validation dataset of size Lval = 9×6×105. Figure 3.13 shows that the best

learning rates for DCR-T, DCR-G-Fro, DCR-G-Aff, and the proposed approach are 0.05, 0.01,

0.005, and 0.1, respectively. These learning rates are also used to train all the corresponding

models in Section 3.6.2 and 3.6.3. For the gridless end-to-end approach, the best learning is 0.2

according to Figure 3.14.
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Figure 3.14. Search of the best learning rate for the gridless end-to-end approach.
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Chapter 4

Conclusions and Future Work

In this chapter, we will summarize the key contributions of this dissertation. These

contributions advance the fundamental theory of deep learning and provide new deep learning-

based methodologies for signal processing. Lastly, we will point out their future research

directions.

4.1 Neural complexity and dimension-independent bounds

We established tighter upper bounds for the number of computational units required for

a ReLU neural network to represent or compute any given CPWL function. Specifically, we

prove that any n-dimensional CPWL function with q pieces can be represented by a feedforward

network using ReLUs with at most O(q2) hidden neurons. This quadratic bound is independent

of the input dimension and outperforms previous bounds exponentially. As far as we know, this

upper bound currently holds the state-of-the-art in literature. Besides ensuring the existence of

such a low-complexity network, we have also developed the first polynomial-time complexity

algorithm to identify a neural network that satisfies these tighter bounds. In addition, a tighter

upper bound on the number of pieces, in terms of the number of linear components, has been

proved. Our findings advance the fundamental understanding of neural complexity in computing

a CPWL function. With these new results, any CPWL function can be realized by a low-

complexity DNN. Since every ReLU neural network is CPWL, these upper bounds directly serve
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as worst-case guarantees for many DNN pruning algorithms. Furthermore, the network found

by my algorithm allows most of the weights to be represented by one bit, making it possible

to design new low-energy and low-complexity neural engines. We also show that one can

reverse-engineer a ReLU network in polynomial time provided the partitions of the input space

are available. All of these findings have potentially strong implications for modeling complexity

of neural networks using other types of activation functions since the family of CPWL functions

is dense in the family of continuous functions.

4.2 Interpretable neural building blocks with optimization
guarantees

We proved that the most popular building block in deep learning, “the skip connection,”

can guarantee to improve representations over residual blocks when the expansion layer is

sufficiently large under mild assumptions. Our results are significant as it explains (a) why the

ResNet can avoid the “degradation problem” and be scaled to thousands of layers, (b) why the

wide ResNet is superior than the ResNet, and (c) why the bottleneck blocks are more economical

than the basic block. To the best of my knowledge, our work is the first to theoretically establish

the benefits of input space expansion in ResNets. To prove these results, we designed a slightly

different ResNet architecture called ResNEst and found that a ResNEst is a basis function model

that is limited by a coupling problem in basis learning and linear prediction. By constructing an

augmented ResNEst that decouples prediction weights from basis learning, we showed that the

minimum empirical risk of the augmented ResNEst serves as an empirical risk lower bound for a

ResNEst using the same basis. Then, It follows that every local minimizer of such a ResNEst

is a global minimizer despite the optimization landscape being nonconvex. More importantly,

it implies that any local minimizer of a ResNEst model is better than any best linear predictor

in training performance. This guarantee allows one to confidently replace linear models with

ResNEsts without compromising training performance. Furthermore, our results demonstrate
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that bottleneck blocks are more economical than basic blocks when increasing depth, which

supports empirical findings and provides principles to select hyperparameters for ResNet-like

networks.

4.3 Subspace representation learning

We developed novel deep learning-based methodologies for SLAs to localize more

sources than sensors in DoA estimation. In contrast to previous SDP-based or DNN-based

methods reconstructing covariance matrices, we propose a methodology called subspace repre-

sentation learning, which constructs subspace representations suitable for DNNs and utilizes

a DNN to estimate the signal and noise subspaces. We view the output representations of

the DNN as a union of Grassmannians and construct loss functions of different dimensions

reflecting different numbers of sources via principal angles between the desired subspace and

the predicted subspace. In particular, we develop empirical risk minimization problems and

losses using the geodesic distances that measure the length of the shortest curve(s) within the

union of Grassmannians. We also proved that it is possible for a ReLU network to approximate

signal subspaces. The proposed methodology is robust to array imperfections due to its array- or

geometry-agnostic nature. As training requires the evaluation of loss functions of different dimen-

sions, we propose a new batch sampling strategy called consistent rank sampling to parallelize

computation on a GPU, greatly accelerating the training procedure. To study the effectiveness

of subspace representations, we also propose a gridless end-to-end methodology that directly

learns the DoAs. Numerical results show that subspace representation learning outperforms

SDP-based methods, including the widely used SPA, recently proposed DNN-based covariance

reconstruction approaches, and the proposed gridless end-to-end approach, for a wide range of

SNRs, snapshots, and numbers of sources, under the standard assumptions. These results imply

that learning subspaces is more beneficial than learning or estimating covariance matrices.
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4.4 Future work

The complexity results presented in Chapter 1 raise the following new questions. First,

determining whether the upper bounds are tight remains an open problem. Second, the network

architecture generated by Algorithm 1 implicitly imposes a constraint on the total number of

pieces of a CPWL function, potentially serving as a regularizer to prevent overfitting. Third, for

certain families of functions, it may be possible to derive some interesting and insightful bounds

in terms of q, k, and an accuracy parameter ε , reducing the dependency on q or k by tolerating

small errors.

The insights in Chapter 2 may have some interesting extensions by noting that every

ReLU network partitions the input space into polyhedra. Since every skip connection can be

viewed as a ReLU network, every ResNEst also divides the input space into polyhedra. However,

the skip connections may cause the approximation scheme of ResNEst to differ significantly

from that of ReLU networks. For instance, is it possible to show that different residual blocks

employ multi-resolution approximators? On the other hand, the bounds derived in Chapter 1 are

based on ReLU networks. Is it possible to extend them to ResNEsts or A-ResNEsts?

Although the methodology of subspace representation learning in Chapter 3 was devel-

oped for narrowband signals, it is possible to extend the methodology to wideband scenarios.

Because subspace representation learning can be applied to every frequency component in the

frequency band, perhaps the simplest extension is to construct a DNN to approximate a collection

of signal or noise subspaces, which can be achieved by adding an extra dimension to the subspace

representations.
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