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Abstract 

Modeling Vapor-fed Electrolyzers for CO2 Reduction 
by 

Lien-Chun Weng 
Doctor of Philosophy in Chemical Engineering 

University of California, Berkeley 
Prof. Alexis T. Bell, Co-chair 

Dr. Adam Z. Weber, Co-chair 
 
The electrochemical reduction of CO2 (CO2R) to value-added products is an attractive route for 
tackling the rising atmospheric CO2 levels and storing intermittent renewable energy. 
Fundamental understanding of CO2R has progressed significantly in recent years and is critical in 
the development of industrial-scale CO2 electrolyzers. However, most of our understanding has 
been drawn from experiments optimized for aqueous-phase CO2R systems. These systems are 
limited by mass transfer at low current densities (in the order of 10 mA/cm2) due to unfavorable 
CO2 solubility and transport in aqueous media, whereas technoeconomic analysis emphasizes the 
need to operate CO2R at current densities above 100 mA/cm2 for industrial viability.  
 
To achieve commercially-relevant CO2R rates, gas-diffusion electrodes (GDEs) play a critical role 
as they can decrease the diffusion length of CO2 from 100 µm seen in aqueous systems to as small 
as 10 nm, and increase the local concentration of CO2. These architectures enable current 
densities that are almost two orders of magnitude greater than what is achievable with planar 
electrodes in an aqueous electrolyte at the same applied cathode overpotential. The thin 
diffusion layer in GDEs allows access to higher CO2R current densities, as well as environments 
with higher OH− concentrations. The addition of porous cathode layers, however, introduces 
several parameters that require tuning in order to optimize GDE cell performance. Because the 
structure of GDEs is complex and CO2R in such systems involves the simultaneous occurrence of 
many physical processes, it is very hard, if not impossible, to assess the impact of a particular 
change in the composition and structure of the GDE without a detailed model that accounts for 
the convoluted chemistry and physics interrelationships. An overview of such model is presented 
in Chapter 2, and the complex interplays are probed through the model in Chapter 3 and used to 
shed light on the optimization of GDEs.  
 
With the order-of-magnitude increase in current density obtained by GDEs, conventional cell 
designs for planar electrodes become severely limited by the ohmic drop across the cell, making 
membrane-electrode assemblies (MEAs) an attractive alternative. MEAs have smaller cell 
resistances as they do not have aqueous electrolyte compartments and can greatly reduce the 
distance between the two electrodes. These MEA designs are investigated through a complete 
electrochemical cell model in Chapter 4 and Chapter 5; cell design considerations such as the 
distribution of the applied voltage, water management, and CO2 utilization efficiencies are 
explored.  
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Chapter 4 uses silver-based MEAs (Ag-MEAs) as a model system and studies the performance and 
limitations of two MEA designs: one with gaseous feeds at both the anode and cathode, and the 
other with an aqueous anode feed (KHCO3 or KOH exchange solution, or liquid H2O) and a 
gaseous cathode feed. Copper-based MEAs (Cu-MEAs) are examined in Chapter 5. Copper has 
been shown to be the most effective CO2R catalyst to yield high selectivity towards hydrocarbons 
and alcohols; Cu-MEAs hold promise for increasing the energy efficiency for electrochemical 
reduction of CO2 to C2+ products while maintaining high current densities. However, fundamental 
understanding of Cu-MEAs is still limited compared to the wealth of knowledge available for 
aqueous electrolyte Cu systems. Sensitivity analysis shows that catalyst layer properties can be 
optimized to increase the energy efficiencies of C2+ products. Issues associated with water 
management and tradeoffs associated with elevated operating temperatures are also discussed 
to guide the optimization of Cu-MEAs.  
 
Finally, Chapter 6 summarizes the finding in relation to the field and proposes future directions 
to progress the development of practical CO2 electrolyzers. Overall, this dissertation 
demonstrates how physics-based modeling can assist in the transfer of knowledge from aqueous 
to vapor-fed systems by deconvoluting the impacts of the multiple physical processes occurring 
in the device.  
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Chapter 1 Introduction‡  

A great deal of interest has arisen in the design and development of energy conversion devices 
that carry out electrochemical CO2 reduction (CO2R). This process uses electrical energy to 
convert CO2 to value-added products, offering a potential route to recycle CO2 and tackle 
intermittency issues associated with renewable energy sources.1-4 Most of what is known about 
CO2R is based on experiments conducted with planar electrodes immersed in an aqueous 
electrolyte saturated with CO2.5-9 However, the current density of such systems is limited 
significantly by poor mass-transport to the cathode due to the low diffusivity and solubility of 
CO2 in water and the thickness of the mass-transfer boundary layer near the electrode (∼60 to 
160 µm).10-12 As a consequence, the mass-transfer limited current density based on the geometric 
area of the cathode is on the order of 10 mA/cm2. Additionally, acid/base reactions of CO2 with 
hydroxide anions (OH−) further limits CO2 availability in alkaline aqueous systems.13-15 

Gas-Diffusion Electrodes 

For the electrochemical reduction of CO2 to be commercially viable, current densities above 100 
mA/cm2 at relatively low power inputs in needed.16-18 One of the promising approaches for 
achieving this target is to use vapor-fed cells with gas-diffusion electrodes (GDEs), where current 
densities up to 360 mA/cm2 for CO2R have been demonstrated.19-25 
 

 

Figure 1.1 Schematic of a gas-diffusion electrode 
 

 
‡ This chapter uses figures originally published in L. C. Weng, A. T. Bell and A. Z. Weber, Phys. Chem. Chem. Phys., 
2018, 20, 16973-16984 and L. C. Weng, A. T. Bell and A. Z. Weber, Energy Environ. Sci., 2019, 12, 1950-1968 
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The GDE is comprised of a porous catalyst layer (CL) and a diffusion medium (DM), as shown in 
Figure 1.1. The DM is typically a hydrophobic carbon layer (water contact angle ∼93°-112°)26 that 
consists of a macroporous gas-diffusion layer (GDL) and a microporous layer (MPL). The DM 
serves several purposes. First, it provides a porous medium through which reactants/products 
can diffuse in to/out of the CL; second, it mechanically supports the CL and provides compression 
resistance upon the cell assembly; and third, it provides electronic conductivity for electrons to 
flow to/from the current collector and external circuit to the CL. Most commercial DMs are PTFE 
treated to be hydrophobic; ideally, the DM remains dry throughout its use (no electrolyte leakage 
or condensation). Catalyst particles mixed with a (ionic) binder are deposited onto the MPL to 
form the CL. The binder holds the catalyst particles together and may provide ionic conductivity 
within the CL.  
 
The exact microstructure of the CL is not well known. Cook et al. first proposed a schematic 
illustrating a “triple-phase interface” region where the CO2R reaction occurs, and many have 
argued that the high current densities achievable with GDEs is attributable to a high 
concentration of CO2 at the gas/catalyst interface, thereby overcoming the low solubility of CO2 
in water.27 However, the hypothesis that a triple-phase interface is essential for the high 
performance of a GDE is likely incorrect for two reasons: (1) At NTP (20  ͦC and 1 atm), the gas-
phase concentration of CO2 is 42 mM. This level is only 30% higher than that of dissolved CO2 (33 
mM) and cannot account for the order of magnitude increase in CO2R current density observed 
experimentally. (2) The surface area of true triple-phase regions is likely to be too small. (3) 
Recent experimental and theoretical work have demonstrated the importance of water and 
hydrated cations on the elementary processes involved in CO2R.28, 29 Therefore, we propose that 
the most active regions are those where the catalyst is in intimate contact with electrolyte. This 
means that although CO2 is supplied to the GDE from the gas phase, the reactant at the catalyst 
site is still dissolved CO2.  
 
Attempts to optimize GDE performance experimentally have been devoted, for the most part, to 
Sn electrodes used to produce formic acid. Wu et al. found that increasing the CL thickness 
beyond 9 µm had no effect on the overall activity; however, the reason for this behavior was not 
given.30 Both Wu et al. and Wang et al. demonstrated that changing the CL composition can affect 
the total current density and faradaic efficiency (FE) of a Sn GDE.30, 31 Other parameters such as 
catalyst morphology, fabrication methods, etc. have also been studied experimentally and a 
detailed survey of different GDE systems has been reported by Endrodi et al.32 While there have 
been numerous experimental designs of GDEs, there have been only a limited number of efforts 
on the modeling of vapor-fed CO2R systems. The impact of different GDE structures and CL 
conditions on CO2R performance is investigated through modeling and discussed further in 
Chapter 3. 

Membrane-Electrode Assemblies (MEAs) 

An order-of-magnitude improvement in the CO2R current density occurs in moving from a planar 
cathode to a GDE cathode configuration due to the increased active surface area for a given 
geometric area and decreased mass-transfer resistances associated with the GDE 
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configuration.25, 33 Simply substituting the planar cathode with a GDE cathode (aqueous GDE cell 
shown in Figure 1.2) results in an order-of-magnitude increase in the ohmic overpotential when 
the total current density is increased from 10 to 100 mA/cm2, rendering such cell designs 
impractical for industrial application.  
 

 

 

 

 Potential distribution Planar  
(10 mA/cm2)  

Aqueous GDE 
(100 mA/cm2)  

Full-MEA &  
Exchange-MEA 
(100 mA/cm2) 

 

 
Thermodynamic potential under 

normal conditions (V)  
(OER + COER) 

1.34 
 

 Cathode overpotential (V) 1.15 0.733 0.733  

 Anode overpotential (V) 0.3* 0.4* 0.4*  

 Electrolyte ohmic potential (V)  
(0.5 M KHCO3, 60 mS/cm) 0.2** 2** 0  

 Membrane ohmic potential (V)  
(50 µm, 5 mS/cm) 0.01 0.1 0.1  

 Total cell potential (V) 2.95 4.54 2.54  

 *assuming OER on IrO2, approximated from Butler-Volmer equation fitted to experimental data from ref.34 
**assuming 1 cm distance between anode and cathode 

 

Figure 1.2 Graphical illustration for various cell designs and a breakdown of the applied 
voltage. There is a 44% reduction in applied voltage for MEA compared to the aqueous 
GDE cell at the same total current density.   

 
By comparison, both the full-MEA and exchange-MEA eliminate the large ohmic drop by 
removing the aqueous electrolyte compartments and significantly decreasing the anode-cathode 
distance, allowing the cell to maintain the 100 mA/cm2 current density with a 44% reduction in 
the applied cell voltage. The values in Figure 1.2 are first-order approximations and do not include 
effects such as concentration polarization, temperature changes, membrane dehydration, etc.  A 
mesh-like structure or GDE is required for the anode in the full-MEA and exchange-MEA designs 
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where OER occurs to prevent layer delamination caused by the evolution of oxygen bubbles and 
ensure good electrical contact with the current collector. 
 
While the full-MEA and exchange-MEA minimize the ohmic loss across the cell, reactant and 
product crossover becomes a concern due to the small distance between the two electrodes. For 
a Ag cathode, since almost no liquid product is produced and CO solubility is low, CO crossover 
current density is limited to approximately 1 mA/cm2 at room temperature (estimated using 
Fick’s law and the solubility and diffusivity of CO in water). It should be noted though that the 
aqueous GDE cells can serve diagnostic purposes due to their isolation of a single electrode and 
easier implementations of a reference electrode.35  
 
There have been numerous reports demonstrating the feasibility of MEA-like cells attaining CO2R 
current densities upwards of 100 mA/cm2, an order of magnitude higher than can be achieved 
using typical aqueous architectures.23, 24, 27, 36-40 Various configurations and materials have been 
presented, with much debate as to which design is the most effective for scale-up and 
commercialization, as reviewed35 and discussed25 recently. Cook et al. first illustrated the 
electrochemical reduction of CO2 to hydrocarbons in an MEA design, showing an approximately 
0.5 V reduction in the cell potential at 10 mA/cm2 when removing the anolyte compartment.41 
Hori et al. found that an anion-exchange membrane (AEM) is more suitable for CO2R than a 
cation-exchange membrane (CEM), as the CEM not only prevents transport of HCO3− and CO3= 
anions, but also allows high proton concentrations that promote the competing hydrogen 
evolution reaction (HER).42 In agreement with Hori et al., Delacourt et al. noted the importance 
of minimizing proton concentration near the cathode to suppress HER. They did not observe CO2R 
products over Ag using a CEM but obtained an 80% CO2R faradaic efficiency (FE) after adding a 
KHCO3 buffer layer between the cathode and CEM. They measured a FE of only 3 % for CO2R with 
an AEM but did not fully explain why the efficiency was so low.43 It is notable that Salvatore et al. 
also explored adding a buffer layer between the cathode and membrane to improve the CO2R 
current efficiency for an MEA-like cell (aqueous anode feed and gaseous cathode feed, with no 
anolyte or catholyte compartments). These authors found that the buffer layer provided better 
hydration, since adding a water layer in place of the buffer layer also achieved a higher CO2R FE 
than could be reached in the absence of such a layer.44 While it is tempting to draw general 
conclusions from the above studies, it is important to note that each one was performed using 
cell designs that differed from each other. Hori et al. retained the aqueous anolyte compartment 
but removed the aqueous catholyte compartment;42 Narayanan, Li, and Salvatore removed the 
aqueous electrolyte compartments and used an aqueous feed instead;44-46 and Delacourt, 
Kriescher, and Wang utilized pure gaseous feeds with no aqueous electrolyte.43, 47, 48 Without a 
quantitative understanding of the limitations of each design, it is difficult to compare the results 
reported in different studies and to draw general conclusions from them.  
 
Recent work has also demonstrated promising progress towards achieving high activity and 
stability for both CO2R and CO reduction (COR) using Cu-MEAs. Ripatti et al. reported a current 
density greater than 100 mA/cm2 at 2.4 V maintained for over 24 h, with a 24% EE for COR to 
ethylene and acetate.49 Sullivan et al. achieved up to 70% FE towards C2+ products from CO 
reduction.50 For CO2R, Garbardo et al. demonstrated stable operation for 100 h at over 100 
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mA/cm2 with 40% C2H4 FE and 23% EE towards C2+ products.51 While these numbers are 
encouraging, a large design space for Cu-MEAs remains to be explored. Optimization of the 
various design and operating parameters, such as cell geometry, operating temperature etc., can 
be guided by physics-based simulation. To date, there has been limited effort on the modeling of 
vapor-fed CO2R systems, even more so for MEAs performing CO2R in the absence of aqueous 
electrolyte compartments.  
 
Multiphysics modeling is ideal for studying the nonlinear interactions endemic to CO2 
electrolyzers, as witnessed by its applicability in similar energy-conversion devices.52-58 Delacourt 
et al. presented a model for a vapor-fed cell with an aqueous buffer layer between the cathode 
and the membrane.59 They assumed that dissolved CO2 is in equilibrium with bicarbonate and 
carbonate ions and these are the main reactants, assumptions that have later been shown not to 
be valid in regions near the catalyst.13 They concluded that a fully solid-state MEA could enhance 
performance of a CO2 electrolyzer, but did not go into details to describe MEA operation and 
limitations. They also considered the CL as an interface rather than a domain of finite thickness. 
More recently, Wu et al. developed a comprehensive model for a microfluidic flow cell with 
GDEs.60 While they considered a finite thickness for the CL, they neglected bicarbonate acid/base 
reactions occurring within this region and focused on the overall cell performance rather than 
the influence of the composition and structure of the CL and how these factors govern the overall 
cell performance. Gabardo et al. calculated the distribution of voltage losses in their 
experimental device with a multiphysics model,51 and Sullivan et al. presented a water transport 
model to analyze the level of hydration in their experimental Cu-MEA setup.50 Both studies 
included portions of relevant physics – the first focused on electrochemistry, the second, on 
water management – but a comprehensive model that includes the effects of electrode kinetics, 
mass and energy transport is still lacking. Furthermore, neither of the previous studies 
investigated the impact of changes in cell properties or operating conditions on cell performance 
expressed in terms of product distribution and voltage utilization.  

Dissertation Outline 

The overall objective of this dissertation is to develop a comprehensive model for vapor-fed CO2 
electrolyzers that incorporates the critical physical phenomena, including electrochemistry, 
reaction kinetics, multiphase flow, and heat transfer. The model is used to reveal intrinsic 
tradeoffs and limitations of these devices, and establish design and operating criteria. Chapter 2 
presents the modeling approach and governing equations commonly used to tackle complex 
multiphysics problems for vapor-fed electrochemical energy devices. Model assumptions and 
determination of key parameter values are discussed. Chapter 3 focuses on the GDE component, 
detailing the differences in the local environment between aqueous and vapor systems, and how 
these differences affect CO2 reduction performance. Analysis of the electrochemical cell is 
presented in Chapter 4 and Chapter 5. Chapter 4 uses a Ag cathode producing only H2 and CO as 
the model system and focuses on describing the operation of MEAs and observed limitations. 
The effects of multiple CO2R products on GDEs are investigated in Chapter 5, which analyzes how 
changes in the cell architecture can affect cell performance and product distribution using a Cu 
cathode. Water management issues and tradeoffs associated with elevated temperature 
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operations are also discussed in Chapter 5. Finally, Chapter 6 presents a summary and future 
directions for CO2 electrolyzers.  
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Chapter 2 Modeling Methodology 

This chapter presents a modeling framework which describes the mass transport, 
electrochemical and chemical reaction kinetics, and heat transfer physics occurring in CO2 
reduction electrolyzers. The governing equations presented here are used to obtain results 
discussed in Chapter 3 to Chapter 5; slight modifications and specific boundary conditions for the 
configuration studied in each chapter are detailed in the Model Description section.  

Governing Equations 

Electrochemical reactions 
Oxygen evolution reaction (OER) is catalyzed by IrO2 at the anode under both acidic and alkaline 
conditions:  

 2H2O → O2 + 4H+ + 4e− 𝑈𝑈𝑜𝑜 = 1.23 V (2-1) 

 4OH− → O2 + 2H2O + 4e− 𝑈𝑈𝑜𝑜 = 1.23 V (2-2) 

HER and CO2R reactions occur at the cathode. The product of CO2R depends on the catalyst of 
choice. The following cathodic reactions are considered for a Cu catalyst,  

 2H2O + 2e− → H2 + 2OH− 𝑈𝑈𝑜𝑜 = 0 V (2-3) 

 CO2 + H2O + 2e− → CO + 2OH− 𝑈𝑈𝑜𝑜 = −0.11 V (2-4) 

 CO2 + H2O + 2e− → HCOO− + 2OH− 𝑈𝑈𝑜𝑜 = −0.02 V (2-5) 

 CO2 + 6H2O + 8e− → CH4 + 2OH− 𝑈𝑈𝑜𝑜 = 0.17 V (2-6) 

 2CO2 + 8H2O + 12e− → C2H4 + 12OH− 𝑈𝑈𝑜𝑜 = 0.07 V (2-7) 

 2CO2 + 9H2O + 12e− → C2H5OH + 12OH− 𝑈𝑈𝑜𝑜 = 0.08 V (2-8) 

 3CO2 + 13H2O + 18e− → C3H7OH + 18OH− 𝑈𝑈𝑜𝑜 = 0.09 V (2-9) 

The partial current density for product 𝑘𝑘 is described by the Tafel equation,61  
 

𝑖𝑖𝑘𝑘 = 𝑖𝑖𝑜𝑜,𝑘𝑘��
𝑐𝑐𝑗𝑗
𝑐𝑐𝑗𝑗ref

�
𝛾𝛾𝑗𝑗,𝑘𝑘

𝑗𝑗

∙ exp �−
𝛼𝛼c,𝑘𝑘𝐹𝐹
𝑅𝑅𝑇𝑇

𝜂𝜂𝑘𝑘� (2-10) 

where 𝑅𝑅 is the gas constant, 𝐹𝐹 is the Faraday’s constant, and 𝜂𝜂𝑘𝑘  is the overpotential, defined as 
the deviation of the electrode potential (the difference between the electric potential, 𝜙𝜙S, and 
the electrolyte potential, 𝜙𝜙L) from the equilibrium potential after Nernstian correction, 

 
𝜂𝜂𝑘𝑘 = (𝜙𝜙S − 𝜙𝜙L) − �𝑈𝑈𝑘𝑘𝑜𝑜 −

2.303𝑅𝑅𝑇𝑇
𝐹𝐹

 𝑝𝑝H� (2-11) 

The kinetic parameters were extracted from experimental measurements after correcting for 
concentration polarization effects with an 80-μm boundary layer model (discussed further in 
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Appendix A Boundary Layer Model).13 The exchange current density, 𝑖𝑖𝑜𝑜,𝑘𝑘 , anodic/cathodic 
transfer coefficient, 𝛼𝛼𝑎𝑎/𝑐𝑐,𝑘𝑘, activity dependence, ∏ 𝑎𝑎𝑗𝑗

𝛾𝛾𝑗𝑗,𝑘𝑘
𝑗𝑗 , and standard electrode potential, 𝑈𝑈𝑘𝑘𝑜𝑜, 

are summarized in Table 2.1. The activity of water, 𝑎𝑎w, is defined in Equation (2-22), and the 
activity of all other species is defined as 𝑎𝑎𝑗𝑗≠w = 𝑐𝑐𝑗𝑗

𝑐𝑐ref
, referenced to 𝑐𝑐ref = 1 M. 

 

Table 2.1 Rate parameters for charge transfer reactions 

 𝑈𝑈𝑘𝑘𝑜𝑜 (V) 𝑖𝑖𝑜𝑜,𝑘𝑘 (mA cm-2) 𝛼𝛼a/c,𝑘𝑘 �𝑎𝑎𝑗𝑗
𝛾𝛾𝑗𝑗,𝑘𝑘

𝑗𝑗

 Ref. 

OER on IrO2     62-65 

O2 (acid) 
1.23 

1.2 x 10-8 exp �− 0.01[eV]pH
𝑘𝑘𝐵𝐵𝑇𝑇

� 
1.5 

𝑎𝑎w1.6 
 

O2 (base) 1.6 x 10-6 exp �− 0.01[eV]pH
𝑘𝑘𝐵𝐵𝑇𝑇

� 𝑎𝑎OH− 

HER & CO2R on roughened Cu    66, 67 

H2 0 1.0 x 10-2 exp �− 0.01[eV]pH
𝑘𝑘𝐵𝐵𝑇𝑇

� 0.28 𝑎𝑎w2   

CO -0.11 2.6 0.17 𝑎𝑎w �
[CO2]
1 M

�
1.50

  

HCOO -0.02 2.2 x 10-1 0.37 𝑎𝑎w �
[CO2]
1 M

�
2.00

  

C2H4 0.07 1.9 x 10-6 0.67 𝑎𝑎w3 �
[CO2]
1 M

�
1.36

  

C2H5OH 0.08 1.2 x 10-8 0.74 𝑎𝑎w3 �
[CO2]
1 M

�
0.96

  

C3H7OH 0.09 4.9 x 10-9 0.75 𝑎𝑎w4 �
[CO2]
1 M

�
0.96

  

 
The solid-phase electric potential, 𝜙𝜙S, is determined by solving charge conservation, 

 
𝛁𝛁 ∙ 𝐢𝐢S = −�𝑎𝑎s,𝑘𝑘𝑖𝑖𝑘𝑘

𝑘𝑘

 (2-12) 

and Ohm’s law, 
 𝐢𝐢S = −σSeff𝛁𝛁𝜙𝜙S (2-13) 

where 𝐢𝐢S is the current density in the solid phase,  𝜎𝜎Seff is the effective electronic conductivity, 
and 𝑎𝑎s,𝑘𝑘  is the specific active surface area (surface area per unit volume) for reaction 𝑘𝑘. For 
reactions with gas-phase reactants, such as CO2R, accumulation of liquid water in the CL can block 
access to active sites. This is accounted for by including a correction to the intrinsic active surface 
area, 𝑎𝑎s𝑜𝑜, as follows, 
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 𝑎𝑎s,𝑘𝑘 = (1 − 𝑆𝑆CL)𝑎𝑎s𝑜𝑜 (2-14) 

where 𝑆𝑆CL is the saturation level of the CL, describing the fraction of pores in the GDE filled with 
liquid water. 𝑆𝑆CL  is determined from the capillary pressure, defined as 𝑝𝑝C = 𝑝𝑝L − 𝑝𝑝G , and its 
relationship shown in Figure B.1a. 

Gas and liquid water transport in the DM and CL 
The gas and liquid flow in the porous media (DM and CL) are calculated via mass conservation, 

 𝛁𝛁 ∙ 𝜌𝜌𝑝𝑝𝐮𝐮𝑝𝑝 = 𝑄𝑄𝑝𝑝 (2-15) 

and Darcy’s law, 
 

𝐮𝐮𝑝𝑝 = −
𝜓𝜓𝑚𝑚,𝑝𝑝 
eff

𝜇𝜇𝑝𝑝
𝛁𝛁𝑝𝑝𝑝𝑝 (2-16) 

where 𝐮𝐮𝑝𝑝  is the mass-averaged velocity field of phase 𝑝𝑝; 𝜓𝜓𝑚𝑚eff  is the effective permeability of 
medium 𝑚𝑚; 𝜌𝜌 and 𝜇𝜇  is the fluid density and viscosity; 𝑄𝑄  is the volumetric mass source term, 
discussed in a later section.  
 
The gas phase contains CO2, H2O, H2, CO, CH4, C2H4, O2, and N2; the mole fractions are calculated 
from mole balance, 

 𝛁𝛁 ∙ 𝐍𝐍𝑖𝑖 = 𝑅𝑅B,𝑖𝑖 + 𝑅𝑅CT,𝑖𝑖 + 𝑅𝑅PT,𝑖𝑖 (2-17) 

where 𝑅𝑅B,𝑖𝑖, 𝑅𝑅CT,𝑖𝑖, and 𝑅𝑅PT,𝑖𝑖, describe the molar source terms of species 𝑖𝑖 due to charge transfer 
reactions, bulk homogeneous reactions, and phase-transfer reactions, respectively. The molar 
flux, 𝐍𝐍𝑖𝑖, is determined from the mass flux,  

 
𝐍𝐍𝑖𝑖 =

1
𝑀𝑀𝑖𝑖

�−𝜌𝜌G𝐷𝐷𝑖𝑖eff𝛁𝛁𝜔𝜔𝑖𝑖 − 𝜌𝜌G𝐷𝐷𝑖𝑖eff𝜔𝜔𝑖𝑖
𝛁𝛁𝑀𝑀A

𝑀𝑀A
+ 𝜌𝜌𝑖𝑖𝐮𝐮G� (2-18) 

where 𝜌𝜌G is the gaseous mixture density; 𝜔𝜔𝑖𝑖, 𝑀𝑀𝑖𝑖, 𝐷𝐷𝑖𝑖eff, is the mass fraction, molecular weight, and 

effective diffusion coefficient of species 𝑖𝑖, respectively; 𝑀𝑀A = �∑ 𝜔𝜔𝑖𝑖
𝑀𝑀𝑖𝑖
𝑖𝑖 �

−1
 is the average molecular 

weight of the mixture. Additionally, 
 

�𝑥𝑥𝑖𝑖
𝑖𝑖

= 1 (2-19) 

where the mole fraction 𝑥𝑥𝑖𝑖 = 𝜔𝜔𝑖𝑖𝑀𝑀A
𝑀𝑀𝑖𝑖

. 

Species transport in the ionomer  
Concentrations profiles for five charged species (OH−, HCO3−, CO3=, H+, HCOO−) and three neutral 
species (H2O, CO2, HCOOH) in the membrane and the ionomer are determined by simulation. 
Gaseous species N2, O2, H2, CO, CH4, C2H4 are neglected due to their low solubilities in the 
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ionomer.68-70 C2H5OH (EtOH) and C3H7OH (PrOH) can leave the system in both liquid and vapor 
phases; products in liquid phase can be collected in the cathode outlet, or transport across the 
membrane and collected in the anode outlet.51 Although the presence of these alcohols can 
affect ionomer properties,71-73 there is limited data on their interactions with AEMs. 
Consequently, we do not account for these effects in this study. For simplicity, we assume that 
EtOH and PrOH leave the system rapidly and, therefore, we do not include their transport in the 
model. Finally, formic acid is included in the model as it participates in the acid-base reaction 
with HCOO−, but it is also assumed to transport out of the system rapidly.  
 
The molar flux of water, 𝐍𝐍w, occurs via diffusion and electro-osmosis, 

 
𝐍𝐍w = −𝛼𝛼w

eff,M𝛁𝛁𝜇𝜇w + �𝜉𝜉𝑗𝑗
eff,M𝐍𝐍𝑗𝑗

𝑗𝑗

 (2-20) 

where 𝛼𝛼w
eff,M  is the effective water transport coefficient and 𝜉𝜉𝑗𝑗

eff,M  is the effective electro-
osmotic coefficient (EOC) of species 𝑗𝑗. However, there is a paucity of measured data for 𝜉𝜉𝑗𝑗

eff,M  
for the various ionic species present in the system;74  therefore, we use an overall EOC, 𝜉𝜉A

eff,M, 
determined as  

 
�𝜉𝜉𝑗𝑗

eff,M𝐍𝐍𝑗𝑗
𝑗𝑗

= −𝜉𝜉A
eff,M 𝐢𝐢L

𝐹𝐹
 (2-21) 

Since anions carry the net charge in an AEM, the electro-osmotic flux is in opposite direction to 
the current density in the membrane/ionomer phase by convention, 𝐢𝐢, hence the negative sign.  
 
The chemical potential of water, 𝜇𝜇w, is defined as  

 𝜇𝜇0 = 𝑅𝑅𝑇𝑇 ln 𝑎𝑎0 + 𝑉𝑉0,L�𝑝𝑝L,M − 𝑝𝑝ref� (2-22) 

where 𝑎𝑎w = 𝑝𝑝V/𝑝𝑝w
vap is the activity of water vapor referenced to its vapor pressure, 𝑉𝑉w,L is the 

molar volume of liquid water, 𝑝𝑝L,M is the pressure of liquid water in the membrane, and 𝑝𝑝ref is a 
reference pressure of 1 atm.  
 
The molar flux of all other species, 𝐍𝐍𝑗𝑗≠w, is described by the Nernst-Planck equation, 

 
𝐍𝐍𝑗𝑗≠w = −𝐷𝐷𝑗𝑗eff 𝛁𝛁𝑐𝑐𝑗𝑗 +

𝑧𝑧𝑗𝑗𝐹𝐹
𝑅𝑅𝑇𝑇

𝐷𝐷𝑗𝑗eff𝑐𝑐𝑗𝑗𝛁𝛁𝜙𝜙L (2-23) 

where 𝐷𝐷𝑗𝑗eff, 𝑐𝑐𝑗𝑗, 𝑧𝑧𝑗𝑗 are the effective diffusivity, concentration, and charge of species 𝑗𝑗, respectively. 
The second term describes the migration flux of charged species, and does not apply to CO2. 
Additionally, electroneutrality is needed to solve for the electrolyte ionic potential,  

 
�𝑧𝑧𝑗𝑗𝑐𝑐𝑗𝑗
𝑗𝑗

= 0 (2-24) 
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It should be noted that the Nernst-Planck equation assumes dilute-solution theory and our 
system is not necessarily dilute under all conditions. However, there is insufficient data available 
to completely describe all the frictional interactions that would need to be accounted for in our 
model. Recently, Crothers et al. have introduced a novel method based on thermodynamic75 and 
transport76 theories to predict these frictional forces in a CEM environment. However, these 
methodologies have not been generalized for AEMs and rely on certain data that has yet to be 
obtained; hence, it remains an active area of research and is not incorporated in this model.  

Buffer reactions and phase-transfer reactions 
The source terms in conservation equations (2-15) and (2-17) arise from buffer reactions and 
phase-transfer reactions. The volumetric molar source term due to homogeneous reactions, 𝑅𝑅B,𝑗𝑗, 
occurs in the ionomer and the membrane, and accounts for the following reactions: 
 

 ↔CO2(aq) + H2O 
𝑘𝑘1,𝑘𝑘−1�⎯⎯� H+ + HCO3

−  𝐾𝐾1 (2-25) 

 
 ↔HCO3

− 
𝑘𝑘2,𝑘𝑘−2�⎯⎯�H+ + CO3

2−  𝐾𝐾2 (2-26) 

 
 ↔CO2(aq) + OH− 

𝑘𝑘3,𝑘𝑘−3�⎯⎯�HCO3
−  𝐾𝐾3 (2-27) 

 
 ↔HCO3

− + OH− 
𝑘𝑘4,𝑘𝑘−4�⎯⎯�H2O + CO3

2−  𝐾𝐾4 (2-28) 

 
 ↔H2O 

𝑘𝑘𝑤𝑤,𝑘𝑘−𝑤𝑤�⎯⎯⎯�H+ + OH−  𝐾𝐾𝑤𝑤 (2-29) 

 
 ↔HCOOH 

𝑘𝑘5,𝑘𝑘−5�⎯⎯�H+ + HCOO−  𝐾𝐾5 (2-30) 

where 𝑘𝑘𝑛𝑛  and 𝑘𝑘−𝑛𝑛  are the rate coefficients for the forward and reverse directions of 
homogeneous reaction 𝑛𝑛  and 𝐾𝐾𝑛𝑛  is the equilibrium constant. 𝑅𝑅B,𝑗𝑗  can then be calculated as 
follows, 

 
𝑅𝑅B,𝑗𝑗 = �𝑠𝑠𝑗𝑗,𝑛𝑛𝑐𝑐ref �𝑘𝑘𝑛𝑛 � 𝑎𝑎𝑗𝑗

−𝑠𝑠𝑗𝑗,𝑛𝑛

𝑠𝑠𝑗𝑗,𝑛𝑛<0

−
𝑘𝑘𝑛𝑛
𝐾𝐾𝑛𝑛

� 𝑎𝑎𝑗𝑗
𝑠𝑠𝑗𝑗,𝑛𝑛

𝑠𝑠𝑗𝑗,𝑛𝑛>0

�
𝑛𝑛

 (2-31) 

where 𝑠𝑠𝑗𝑗,𝑛𝑛 is the stoichiometric coefficient (negative for reactants and positive for products) for 
species 𝑗𝑗 in reaction 𝑛𝑛.  
 
The source terms due to charge transfer reactions, 𝑅𝑅CT,𝑗𝑗, occur only in the CL domains, and is a 
function of the partial current densities for reactions (2-1)-(2-9),  

 
𝑅𝑅CT,𝑗𝑗 = −�

𝑠𝑠𝑗𝑗,𝑘𝑘𝑎𝑎s,𝑘𝑘𝑖𝑖𝑘𝑘
𝑛𝑛𝑘𝑘𝐹𝐹𝑘𝑘

 (2-32) 

where 𝑛𝑛𝑘𝑘  is the number of electrons transferred in reaction 𝑘𝑘 ,  𝑖𝑖𝑘𝑘  and 𝑎𝑎s,𝑘𝑘  is described in 
Equations (2-10) and (2-14), respectively. 
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𝑅𝑅PT,𝑗𝑗 describes the rate of mass transfer of species CO2, HCOOH, and H2O between gas|ionomer, 
liquid|ionomer, and gas|liquid phases. For CO2 and HCOOH, 𝑅𝑅PT,𝑗𝑗  occurs only in the CL, and 
describes the rate of mass transfer from the gas/liquid phases to the ionomer 

 𝑅𝑅PT,𝑗𝑗 = 𝑎𝑎s𝑜𝑜𝑘𝑘MT,𝑗𝑗�𝑐𝑐𝑗𝑗
eq − 𝑐𝑐𝑗𝑗� (2-33) 

where 𝑘𝑘MT,𝑗𝑗 is the mass transfer coefficient, 𝑐𝑐𝑗𝑗
eq is the concentration of species 𝑗𝑗 in equilibrium 

with its concentration external to the ionomer. For CO2, 𝑐𝑐CO2
eq = 𝑝𝑝G𝑦𝑦CO2𝐻𝐻CO2, the product of the 

gas phase pressure, the mole fraction of CO2 in the gas phase, and its Henry’s constant; for 
HCOOH, we assume 𝑐𝑐HCOOH

eq = 0. For H2O in the ionomer,  
 

𝑅𝑅PT,w,I = 𝑎𝑎s𝑘𝑘MT,V �
𝑅𝑅𝐻𝐻
100

− 𝑎𝑎w� +
𝑎𝑎s𝑘𝑘MT,L

𝑅𝑅𝑇𝑇
�𝑝𝑝L − 𝑝𝑝L,M� (2-34) 

which includes phase transfer of both vapor H2O and liquid H2O to the ionomer. Here, 𝑘𝑘MT,V and 
𝑘𝑘MT,L are the mass transfer coefficients for vapor water set to 0.06 mol/m2∙s, and liquid water 
set to 1 m/s, respectivly.77, 78 𝑅𝑅𝐻𝐻 is the relative humidity of the gas phase, defined as 𝑅𝑅𝐻𝐻 =
𝑝𝑝G𝑦𝑦0
𝑝𝑝0
sat × 100%. For H2O in the gas phase, 

 
𝑅𝑅PT,w,G = −𝑎𝑎s𝑘𝑘MT,V �

𝑅𝑅𝐻𝐻
100

− 𝑎𝑎w�

− 𝑘𝑘𝑀𝑀𝑇𝑇′ (𝑅𝑅𝐻𝐻 − 100%) �H0 �
𝑝𝑝L
𝑝𝑝ref

� + H0(𝑅𝑅𝐻𝐻 − 100%)� 
(2-35) 

where the first term describes mass transfer between vapor water and the ionomer in the CL, 
and the second term describes water evaporation/condensation in both the CL and the DM. An 
arbitrarily large mass transfer coefficient, 𝑘𝑘𝑀𝑀𝑇𝑇′  = 107 mol/m3∙s, and a Heaviside step function, 
H0(𝑥𝑥), ensure that 𝑅𝑅𝐻𝐻 = 100% when liquid water is present (𝑝𝑝𝐿𝐿 > 0), and that 𝑅𝑅𝐻𝐻 does not 
exceed 100%.  Similarly, for H2O in the liquid phase, 

 
𝑅𝑅PT,w,L = −𝑎𝑎s

𝑘𝑘MT,L

𝑅𝑅𝑇𝑇
�𝑝𝑝L − 𝑝𝑝L,M�

+ 𝑘𝑘𝑀𝑀𝑇𝑇′ (𝑅𝑅𝐻𝐻 − 100%) �H0 �
𝑝𝑝L
𝑝𝑝ref

� + H0(𝑅𝑅𝐻𝐻 − 100%)� 
(2-36) 

where the first term describes mass transfer between liquid water and the ionomer in the CL, 
and the second term describes water evaporation/condensation. 
 
Finally, the volumetric mass source term, 𝑄𝑄, in the overall mass balance Equation (2-15) need to 
be treated separately for gas and liquid phases. 𝑄𝑄G includes the phase transfer of gaseous CO2 
and H2O to the ionomer, as well as gaseous species produced from the charge transfer reactions, 
O2, H2, CO, CH4, C2H4, 

 
𝑄𝑄G = −𝑀𝑀CO2𝑅𝑅PT,CO2,I + 𝑀𝑀w𝑅𝑅PT,w,G + � 𝑀𝑀𝑖𝑖𝑅𝑅CT,𝑖𝑖

𝑖𝑖≠CO2,H2O,N2

 (2-37) 

Since only H2O is modeled in the liquid phase, 𝑄𝑄L only includes one term, 
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 𝑄𝑄L = 𝑀𝑀0𝑅𝑅PT,0,L (2-38) 

Heat transfer 
The temperature profile is obtained from solving the energy conservation equation,  

 𝛁𝛁 ∙ �−𝑘𝑘T,𝑚𝑚𝛁𝛁𝛁𝛁� = 𝛺𝛺CT + 𝛺𝛺B + 𝛺𝛺J (2-39) 

where 𝑘𝑘T,𝑚𝑚 is the heat transfer coefficient of medium 𝑚𝑚; 𝛺𝛺CT, 𝛺𝛺B, 𝛺𝛺J are the heat generation 
terms from charge transfer reactions, bulk buffer reactions, and joule heating, respectively. 
 
Heat generation from charge transfer reactions include both irreversible and reversible terms, 

 
𝛺𝛺CT = �(𝑖𝑖𝑘𝑘𝜂𝜂𝑘𝑘 + 𝑖𝑖𝑘𝑘𝛱𝛱𝑘𝑘)

𝑘𝑘

 (2-40) 

where 𝛱𝛱𝑘𝑘 is the Peltier coefficient for reaction 𝑘𝑘, listed in Table A.1. Heat generation from 
buffer reactions accounts for the enthalpy change of homogeneous reaction 𝑛𝑛, ∆𝐻𝐻𝑛𝑛, 

 
𝛺𝛺B = �∆𝐻𝐻𝑛𝑛 �𝑘𝑘𝑛𝑛 � 𝑐𝑐𝑗𝑗

−𝑠𝑠𝑗𝑗,𝑛𝑛

𝑠𝑠𝑗𝑗,𝑛𝑛<0

−
𝑘𝑘𝑛𝑛
𝐾𝐾𝑛𝑛

� 𝑐𝑐𝑗𝑗
𝑠𝑠𝑗𝑗,𝑛𝑛

𝑠𝑠𝑗𝑗,𝑛𝑛>0

�
𝑛𝑛

 (2-41) 

and the heat of vaporization for water, ∆𝐻𝐻vap, is accounted for in 𝛺𝛺PT, 

 
𝛺𝛺PT = −𝑘𝑘𝑀𝑀𝑇𝑇′ (100% − 𝑅𝑅𝐻𝐻) �H0 �

𝑝𝑝L
𝑝𝑝ref

� + H0(𝑅𝑅𝐻𝐻 − 100%)� ∆𝐻𝐻vap (2-42) 

Joule heating occurs due to both electronic and ionic resistivity  
 

𝛺𝛺J =
𝑖𝑖S2

𝜎𝜎S,𝑚𝑚
eff +

𝑖𝑖L2

𝜅𝜅eff
 (2-43) 

 

Model Parameters and Effective Properties 

Intrinsic parameter values of the membrane/ionomer and GDE properties are summarized in 
Table B.1 and Table B.2. The diffusion coefficient of gaseous species 𝑖𝑖 is a parallel addition of the 
mass-averaged Stefan-Maxwell diffusivity,   

 
𝐷𝐷𝑖𝑖SM =

1 − 𝜔𝜔𝑖𝑖

∑
𝑦𝑦𝑞𝑞
𝐷𝐷𝑖𝑖𝑞𝑞𝑞𝑞≠𝑖𝑖

 (2-44) 

and the Knudsen diffusivity,  
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𝐷𝐷𝑖𝑖K =

2𝑟𝑟pore,𝑚𝑚

3
�

8𝑅𝑅𝑇𝑇
𝜋𝜋𝑀𝑀𝑖𝑖

 (2-45) 

as, 
 

𝐷𝐷𝑖𝑖 = �
1
𝐷𝐷𝑖𝑖SM

+
1
𝐷𝐷𝑖𝑖K

�
−1

 (2-46) 

The binary gas-phase diffusion coefficients are estimated following derivation by Fuller et al., 
 

𝐷𝐷𝑖𝑖𝑞𝑞[cm2 s−1] =
10−3𝑇𝑇[K]1.75�𝑀𝑀𝑖𝑖[g mol−1]−1 + 𝑀𝑀𝑞𝑞[g mol−1]−1�

0.5

𝑝𝑝G[atm]�𝑣𝑣p,𝑖𝑖
0.33 + 𝑣𝑣p,𝑞𝑞

0.33�
2  (2-47) 

where 𝑣𝑣p,𝑖𝑖 is the diffusion volume of species 𝑖𝑖,79 and 𝑟𝑟pore,𝑚𝑚 is the average pore radius of medium 
𝑚𝑚 . The diffusion coefficient of neutral species are taken from their values in water’;80 the 
diffusion coefficient of ionic species in the membrane are back-calculated from the membrane 
conductivity using Nernst-Einstein, 

 
𝐷𝐷𝑗𝑗 = −

𝜅𝜅𝑗𝑗
eff,M𝑅𝑅𝑇𝑇
𝑧𝑧𝑖𝑖𝐹𝐹2

 (2-48) 

The conductivity values in Table B.1 are measured for the HCO3-form AEM; we assume the same 
conductivity value for the CO3-form and the HCOO-form AEM, a 10x smaller value for the H-form, 
and a 5x higher value for the OH-form AEMs.11, 78, 81 The effective properties of the 
membrane/ionomer depend on the fraction of membrane pores equilibrated with liquid water, 
𝑆𝑆M,  

 𝑋𝑋eff,M = 𝑆𝑆M𝑋𝑋L + (1 − 𝑆𝑆M)𝑋𝑋V (2-49) 

where 𝑋𝑋L is the liquid-equilibrated value and 𝑋𝑋V is the vapor-equilibrated value listed in Table 
B.1. 𝑆𝑆M is determined from 𝑝𝑝L,M as derived by Weber et al.; the relationship between 𝑆𝑆M and 
𝑝𝑝L,M is shown in Figure B.1b.82  
 
Finally, all properties in the CL and DM domains need to be further corrected for tortuosity and 
porosity using Bruggeman’s correlation, 

 𝑋𝑋𝑚𝑚eff = 𝜖𝜖𝑝𝑝,𝑚𝑚
3/2𝑋𝑋𝑚𝑚 (2-50) 

where 𝜖𝜖𝑝𝑝,𝑚𝑚 is the volume fraction of the phase of interest, 𝑝𝑝 , in medium 𝑚𝑚 . For example, 
diffusivity values of ionic species in the CL would be corrected with the volume fraction of 
ionomer in the CL, 𝜖𝜖I,CL , whereas diffusivity values of gaseous species in the CL need to be 
corrected with 𝜖𝜖G,CL. The volume fractions, 𝜖𝜖𝑝𝑝,𝑚𝑚 , are calculated from the intrinsic porosity of 
medium 𝑚𝑚, 𝜖𝜖𝑚𝑚𝑜𝑜 , the ionomer volume fraction in the pore space, 𝑓𝑓I,𝑚𝑚, and the saturation level of 
medium 𝑚𝑚, 𝑆𝑆𝑚𝑚, as 
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 𝜖𝜖S,𝑚𝑚 = 1 − 𝜖𝜖𝑚𝑚𝑜𝑜  (2-51) 

 𝜖𝜖I,𝑚𝑚 = 𝜖𝜖𝑚𝑚𝑜𝑜 𝑓𝑓I,𝑚𝑚 (2-52) 

 𝜖𝜖L,𝑚𝑚 = 𝜖𝜖𝑚𝑚𝑜𝑜 �1 − 𝑓𝑓I,𝑚𝑚�𝑆𝑆𝑚𝑚 (2-53) 

 𝜖𝜖G,𝑚𝑚 = 𝜖𝜖𝑚𝑚𝑜𝑜 �1 − 𝑓𝑓I,𝑚𝑚�(1 − 𝑆𝑆𝑚𝑚) (2-54) 

 

Numerical Solver 

The above governing equations are implemented in a 1D model in COMSOL Multiphysics and 
solved for the MUMPS solver with a relative tolerance of 0.001. The modelling domain has a 
maximum element size of 0.1 μm, with element sizes decreased to 10-3 μm near each domain 
boundary to capture sharp concentration gradients.  
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Chapter 3 Understanding Gas-Diffusion Electrodes for CO2 Reduction‡ 

Introduction 

As discussed in Chapter 1, CO2 reduction conducted in electrochemical cells with planar 
electrodes immersed in an aqueous electrolyte is severely limited by mass transport across the 
hydrodynamic boundary layer. This limitation can be minimized by use of vapor-fed, gas-diffusion 
electrodes (GDEs), enabling current densities that are almost two orders of magnitude greater at 
the same applied cathode overpotential than what is achievable with planar electrodes in an 
aqueous electrolyte.19-24  
 
The performance of a GDE greatly depends on the local environment within the CL and the 
balance between transport phenomena and reaction kinetics. Based on the capillary pressure 
and CL pore-size distribution and wettability, the pores can be either flooded (Figure 3.1a) or dry 
(Figure 3.1c). The partially wetted CL case depicted in Figure 3.1b occurs when there is a mixture 
of flooded and dry pores. Flooded pores completely eliminate gas channels within the CL, 
resulting in high mass-transport resistances for gaseous reactants (similar to that in aqueous 
systems). Dry pores will be inactive due to the lack of water from the aqueous electrolyte and an 
ionic pathway. The film of electrolyte in the wetted pores needs to be thin to minimize CO2 
transport resistance to the catalyst, but thick enough to maintain good ionic conductivity within 
the CL. The fraction of flooded pores is defined as the saturation, 𝑆𝑆 , and is a function of the 
capillary-pressure, which is the difference between the liquid- and gas-phase pressures.83 At low 
capillary pressures, only small hydrophilic pores will be flooded. As the capillary pressure 
increases, other pores become flooded in the following order: large hydrophilic pores, large 

 
‡ This chapter was adapted from L. C. Weng, A. T. Bell and A. Z. Weber, Phys. Chem. Chem. Phys., 2018, 20, 16973-
16984. 

 

Figure 3.1 Schematic of pore conditions in the catalyst layer. (a) Flooded pore: pore 
volume filled with electrolyte. (b) Wetted pore: a thin layer of electrolyte covers the pore 
walls.  (c) Dry pore: catalyst inactive due to lack of an ionic pathway. 
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hydrophobic pores, and eventually small hydrophobic pores. Therefore, to control CL wetting, 
one needs to adjust the pore-size distribution or the wettability of the CL pores. 
 
This chapter studies the GDE design most commonly used for CO2R that has been implemented 
in a cell with continuous electrolyte supply.21-24 We chose Ag as the catalyst because it produces 
only two gaseous products, H2 and CO, with > 90% FE to CO.5, 24 Our model focuses on the CL 
region and investigates how the local environments in the CL, such as the distributions of CO2, 
OH−, and water change with varying operating conditions and CL properties. We describe 
quantitatively the advantages of GDEs over planar electrodes and compare the three CL cases: a 
flooded CL (flooded case), a uniformly wetted CL (ideally wetted case), and a CL described by the 
saturation curve (saturation curve case). Finally, we explore the effects of varying GDE design 
parameters (hydrophilicity, loading, and porosity) and operating conditions (electrode potential 
and electrolyte flowrate). 

Model Description 

The modeling domain includes the CL and DM, shown in Figure 3.2. The CL is assumed to consist 
of spherical nanoparticles of Ag with radius 𝑟𝑟np that are loosely packed and bound by a binder 
and have intrinsic porosity 𝜖𝜖CL𝑜𝑜 . For the flooded case, only solid and liquid phases exist in the CL 
domain. For the ideally wetted and saturation curve cases, the amount of liquid in the CL is 
determined by the CL saturation (𝑆𝑆 is assumed constant for the ideally wetted case). Although 
empirical in this work, the saturation curve can be related theoretically to structural properties 
such as the pore-size distribution.26 However, it is important to note that the saturation curve 
will change depending on the composition of the CL, and the method used to produce the CL. 
When describing CL wettability, the saturation curve was shifted up/down by 0.1-unit saturation 
for a more hydrophilic/hydrophobic CL. This assumes that the CL pore-size distribution remains 
unchanged, but the fraction of hydrophilic pores is increased (decreased) by 0.1 unit. An 
equivalent thin-film thickness, 𝛿𝛿TF,eq , is derived from geometric arguments based on the CL 
saturation by evenly distributing the electrolyte throughout the CL,  

 𝛿𝛿TF,eq = 𝑟𝑟p,CL�1 − √1 − 𝑆𝑆� (3-1) 

where 𝑟𝑟p,CL is the mean CL pore radius. For the ideally wetted CL case, a uniform 10 nm thick 
electrolyte thin film is assumed. This thickness corresponds to the CL saturation at zero capillary 
pressure (𝑆𝑆 = 0.64), and is representative of the electrolyte thin-film thickness observed in fuel-
cell CLs.84 While a distribution of the thin-film thickness 𝛿𝛿TF may be more accurate, it has been 
shown in fuel-cell models that the difference between using 𝛿𝛿TF,eq  and 𝛿𝛿TF  is insignificant, 
especially within the kinetically controlled regime.85 The DM is assumed to be completely dry 
(𝑆𝑆 = 0), with solid volume fraction, 1 − 𝜖𝜖DM𝑜𝑜 , and gas volume fraction, 𝜖𝜖DM𝑜𝑜 . 
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Figure 3.2 Graphical illustration (not to scale) of the 1-D model and different phases 
within the CL and DM. Hatched portion in the CL domain will be either liquid phase (L) 
for the flooded case, or gas phase (G) for the ideally wetted and saturation curve cases. 
Solid phase (S) consists of Ag nanoparticles in the CL and C substrate in the DM. The 
volume fractions for the three phases in the CL is labelled to the left of the graph. 

Results and Discussion 

Understanding the improved performance in GDEs 
Figure 3.3 compares the results of simulations and experimental measurements by Hatsukade et 
al.5 for planar electrodes and by Verma et al.24 for GDEs. The model captures the order of 
magnitude increase in partial CO current density in the GDE compared to the planar electrode. 
Discrepancies between the simulations and experiments may be due to: (1) lack of information 
on CL properties used in the experiments; (2) inadequacy of the rate parameters extracted from 
the data on metal, planar foils for the nanoparticles used in GDEs;86 (3) the need of additional 
dimension(s) to properly capture the true current-density distribution.  
 
Figure 3.3a shows that for cathode potentials below −1.1 V vs RHE, the CO partial current density 
for the GDE is more than an order of magnitude higher than that for the case of planar electrodes, 
independent of whether the CL in the GDE is flooded or wetted. This difference can be attributed 
to two main factors. The first is because the GDE contains a higher concentration of catalytically 
active sites per unit geometric cathode area than does the planar catalyst. This is a consequence 
of the porous structure of the GDE. The specific interfacial area, 𝑎𝑎𝑣𝑣𝑜𝑜, for GDEs used in fuel cells 
have been measured to be in the range of 106 to 108 m-1, depending on the structure, material, 
deposition method, etc. of the CL.87-89 We have assumed a value of 𝑎𝑎𝑣𝑣𝑜𝑜 = 3 x 107 m-1 for the CL, 
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which corresponds to a roughness factor of 114, explaining the two orders of magnitude higher 
current density at low overpotentials. For cathode potentials more negative than −1.1 V vs RHE, 
the difference between the CO partial current densities for the GDE and planar electrode systems 
grows dramatically. This is because the mass-transfer resistance for the GDE is much lower than 
that for the planar-electrode system. At potentials more negative than −1.1 V vs RHE, the planar 
electrode becomes CO2 mass-transfer limited, whereas the CO current densities for the GDE 
continue to increase exponentially with overpotential as expected if the electrode is kinetically 
controlled. CO2 mass transfer to the catalyst of the GDE is much more effective than for the planar 
electrode because the distance over which mass transfer through the electrolyte occurs is much 
smaller. For the CL of the GDE, the diffusion layer is in the range of 0.01 to 10 μm, depending on 
the saturation of the CL, which is much smaller than the boundary-layer thickness for a planar 
electrode (60 to 160 μm).12 
 

  

Figure 3.3 (a) CO partial current density and (b) CO Faradaic Efficiency (other product is 
hydrogen, plotted in S3) as a function of Cathode potential vs RHE for the planar case, 
flooded case, ideally wetted case, saturation curve case, compared to experimental data 
measured by Hatsukade et al.5 and Verma et al.24  

 
One interesting phenomena to note is how the CO current density and CO FE decrease after 
reaching a maximum. This is due to the reaction of CO2 with OH−. As the potential is made more 
cathodic, the HER current density continues to increase exponentially, producing more OH− that 
reacts with the already limited CO2 near the electrode. This consumption of CO2 results in the 
drop in CO current density as well as the FE, while the rate of HER continues to increase. This 
effect is most noticeable for the planar-electrode system. 
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Results of flooding in the CL 
While the current density is high for a flooded CL, the selectivity towards CO starts to decrease 
around −1 V vs RHE (Figure 3.3a). Even though fully flooded within the CL, the GDL is assumed to 
remain dry and consequently the catalyst at the CL/GDL interface can still promote CO2R. As the 
electrode is driven to more cathodic potentials and the rate of CO2R rises, the concentration of 
CO2 in the electrolyte near the cathode decreases (Figure 3.4a). The local CO current density 
shifts towards the CL/DM boundary, where gas-phase CO2 is supplied (Figure 3.4b). The local CO 
current density at the electrolyte/CL boundary does not drop as rapidly as it does at the center 
of the CL because bicarbonate anions from the bulk can decompose to produce CO2. This 

  

Figure 3.4 CO2 concentration profile (a & c) and local CO current density (b & d) within 
the catalyst layer for the flooded case (a & b) and the ideally wetted case (c & d). The 
dimensionless position is scaled using the CL thickness, where 0 is the electrolyte/CL 
boundary, and 1 is the CL/GDL boundary.  
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phenomenon is also in agreement with recent publications showing HCO3− as a carbon source for 
CO2R to CO.7, 8 Because of the equilibrium relationships for CO2/HCO3−/CO3=, a 0.5 M KHCO3 
solution not equilibrated with gaseous CO2 will decompose and produce approximately 5 mM 
aqueous CO2 to maintain equilibrium. Therefore CO2R continues to occur near the electrolyte/CL 
boundary at high overpotentials. The uneven distribution of CO current density for a flooded CL 
results in poor utilization of the catalyst. At high cathodic potentials, the overpotential for both 
COER and HER are high. Catalyst sites that are CO2 limited continue to perform HER, causing the 
drop in CO FE. 
 
A partially wetted CL performs better than a flooded CL in terms of both the CO partial current 
density and the CO FE, especially at high current densities (high overpotentials). Wetted pores 
allow gas-phase CO2 to penetrate throughout the CL, resulting in a more even distribution of 
dissolved CO2 and local CO current density even at high overpotentials (Figure 3.4c-d). The high 
current densities in GDEs cause high alkalinity in electrolyte within the CL as one OH− is produced 
for each electron consumed. This effect is more severe for the wetted CL because it operates at 
a higher current density than does the flooded CL (Figure 3.5). High pH leads to a high K+ cation 
concentration, which is required to maintain electroneutrality in the electrolyte in the CL. The 
high concentrations in the CL also implies a sharp concentration gradient at the electrolyte/CL 
boundary. For CO current densities above 1.5 A/cm2, K2CO3 may start precipitating from the 
solution.80 However, the increased concentration of the counter-ion may also beneficially amplify 
cation effects, where cations near the electrode stabilizes CO2R intermediates, when one 
considers non Ag CO2R catalysts.29  
 

  

Figure 3.5 (a) pH profile and (b) potassium cation concentration profile within the 
catalyst layer for the flooded case (solid lines) and wetted case (dashed lines). 
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Describing saturation/hydrophilicity in the CL 
The ideally wetted CL case assumes a constant uniform thin film of electrolyte throughout the CL. 
However, the CL local environment will change as the electrode consumes CO2 and produces CO 
and H2. Incorporating the saturation curve to describe liquid distribution in the CL results in a 
slightly lower CO current density and FE than the wetted CL case since only 64% of the total 
catalyst surface area is active. As the current density increases, the total pressure in the gas phase 
drops near the electrolyte/CL boundary and more of the CL pores become flooded (Figure 3.6a). 
The effective permeability of the CL decreases, resulting in a lower CO2 concentration near the 
electrolyte/CL boundary and a decrease in local CO current density (Figure 3.6b). H2 current 
density is unaffected since its rate does not depend on concentrations of dissolved gaseous 
species. 
 

 

Figure 3.6 (a) Saturation and (b) Local CO current density as a function of position within 
the catalyst layer at different potentials for the saturation curve case. 

 
The effect of changing the hydrophilicity/hydrophobicity of the CL is depicted in Figure 3.7. At 
low overpotentials, a more hydrophilic CL (higher saturation for a given capillary pressure) 
enhances performance because it improves pore wetting, giving a higher specific active 
interfacial area. However, a hydrophilic CL also becomes flooded more easily, leading to worse 
performance at more cathodic potentials. Thus, there is an optimum that is dependent on 
operating conditions and desired efficiency and rate (current density).  
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Figure 3.7 Change in CO current density as a function of cathode potential vs RHE for a 
more hydrophilic CL (blue) and a more hydrophobic CL (orange). 

Effects of catalyst loading and CL porosity 
The effect of reducing the catalyst loading and, hence, decreasing the CL thickness was examined. 
For a kinetically controlled system, reducing catalyst loading by 50% halves the current density, 
as can be seen in Figure 3.8a at low overpotentials. However, the change in CO partial current 
density for the case of 0.5x catalyst loading becomes less significant as the overpotential 
increases because of the lower mass-transfer resistances in a thinner CL. The trend reverses 

 

Figure 3.8 (a) Change in CO current density as a function of cathode potential vs RHE at 
0.5x loading (0.5x CL length); (b) CO current density as a function of CL porosity. Filled 
circles represent the flooded case and hollow circles, the ideally wetted case. 
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around −1 V vs RHE, demonstrating the balance between current density and pH: high current 
density increases CL pH, which can suppress CO current density by the reaction of CO2 and OH−. 
The poor catalyst utilization in flooded GDEs eventually becomes detrimental at high current 
densities (i.e., electrode potentials lower than −1.2 V vs RHE), and a lower catalyst loading under 
such conditions can actually enhance the CO partial current density. 
 
Another property that can be changed is the CL porosity. Increasing porosity enhances gas 
transport by increasing the gas permeability and effective diffusivity, but requires an increase in 
the CL thickness to maintain a constant catalyst loading. Figure 3.8b shows that it is more 
effective to increase porosity for a wetted CL than a flooded CL. This makes sense since the mass-
transport limitation is more severe in a flooded CL, and increasing its thickness will aggravate the 
uneven local CO current-density distribution shown in Figure 3.4b. For a wetted CL, doubling the 
CL porosity can improve the current density by about 100 mA/cm2 at −1.1 V vs RHE. 

Effects of electrolyte flowrate 
Increasing the electrolyte flowrate improves the mass transport of ionic species and helps to 
maintain the CL local environment near that of the bulk electrolyte. This is important for GDEs 
considering the high pH and cation concentration caused by the high current density. However, 
the model demonstrates that increasing electrolyte flowrate may not be the most effective 
method to improve electrode performance. As shown in Figure 3.9, to achieve a 100 mA/cm2 
increase in CO current density at −1.1 V vs RHE, it is necessary of increase the electrolyte flowrate 
by an order of magnitude. 
 

 

Figure 3.9 CO current density as a function of electrolyte flow rate for the flooded case 
(filled circles) and the ideally wetted case (hollow circles). 
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Summary 

It was demonstrated and quantified how a GDE improves CO2R performance by providing a 
higher active surface area and lower mass-transfer resistances. Electrode properties such as 
wettability, catalyst loading, and porosity impact the inherent local CO2 concentration due to the 
balance between transport through the CL and the reaction of CO2 with produced OH−. This 
balance is sensitive to the operating conditions of the GDE and therefore the optimal property 
values depend on the desired current density. Our results show that tuning CL wettability can 
significantly affect the resulting CO current density and CO FE. At high current densities (>100 
mA/cm2), it is important to prevent flooding of the CL, as this may lead to an uneven distribution 
of CO2 within the CL and poor utilization of the catalyst. In such a case (operating a flooded CL at 
high current densities), decreasing the catalyst layer loading may improve the CO partial current 
density and catalyst utilization. The amount of liquid in the CL can vary depending on position 
and the operating current density, which in turn affects local CO partial current density 
distribution within the CL. Manipulation of the porosity and electrolyte flowrate can also improve 
the CO partial current by as much as twice the amount. The insights gained from the model 
described in this study can be used to guide the design of GDEs for CO2R. The integration of GDEs 
into the electrochemical cell is discussed in the subsequent two chapters. 
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Chapter 4 Silver-Based Membrane-Electrode Assemblies‡ 

Introduction 

MEAs are an attractive cell design for the electrochemical reduction of CO2 because they exhibit 
low ohmic loss and high energy efficiency, as outlined in Chapter 1. This chapter discusses the 
application of a multiphysics model to investigate the fundamental limitations of two Ag-based 
MEA designs: one with gaseous feeds at both the anode and cathode (full-MEA), and the other 
with an aqueous anode feed (KHCO3 or KOH exchange solution) and a gaseous cathode feed 
(exchange-MEA). We outline the advantages and limitations of different MEA cell designs for 
performing CO2R and examine potential methods for improving water management in the 
membrane and the overall cell efficiency.  

Model Description 

The MEA model comprises a 50-µm anion-exchange membrane (AEM), a 5-µm Ag cathode 
catalyst layer (CL), and a 100-µm cathode diffusion medium (DM), as shown in Figure 4.1. The 
anode, an IrO2 mesh pressed against the membrane, is treated as an interface. N2 with 100% 
relative humidity (RH) is fed to the anode chamber for the full-MEA, and an aqueous solution is 
fed for the exchange-MEA; humidified CO2 (100% RH) is fed to the cathode chamber for both 
MEA configurations.  
 
The fixed background charge of an ionomer membrane leads to an electric potential difference 
at the membrane|exchange solution interface, known as the Donnan potential: ∆𝜙𝜙D = 𝜙𝜙LM −
𝜙𝜙LE. At equilibrium, the electrochemical potential of each species in the two phases must be equal, 
resulting in the following relationship between species concentration in the membrane, 𝑐𝑐𝑖𝑖M, and 
in the exchange solution, 𝑐𝑐𝑖𝑖E, 

 
𝑐𝑐𝑖𝑖M = 𝑐𝑐𝑖𝑖E exp �−

𝑧𝑧𝑖𝑖𝐹𝐹
𝑅𝑅𝑇𝑇

∆𝜙𝜙D� (4-1) 

The Donnan potential can then be determined by enforcing electroneutrality in the membrane, 
taking into consideration the background charge by the fixed cationic moieties (∆𝜙𝜙D is positive 
for an AEM, due to its fixed positive background charge). This creates an extra energy barrier for 
cations to enter the membrane (𝑧𝑧𝑖𝑖 > 0, so the exponential term is less than unity), but does not 
necessarily completely exclude cations from the membrane.  
 
The boundary conditions for the model are summarized in Figure 4.1. The electronic potential is 
set to 𝜙𝜙s = 0 at the cathode boundary, and varied from 2 to 4 V (cell voltage) at the anode 
boundary. The flux for all species is set to zero at the CL/DM boundary at the cathode. At the 
anode boundary, CO2 and H2O are taken to be in equilibrium with the anode feed gas (inert gas 
N2 with 100% RH). The flux for all ionic species is set to zero for the full-MEA case, and for the 

 
‡ This chapter was adapted from L. C. Weng, A. T. Bell and A. Z. Weber, Energy Environ. Sci., 2019, 12, 1950-1968. 
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exchange-MEA cases, all species are taken to be in equilibrium with the exchange solution, which 
is assumed to be at constant concentration. The anode boundary condition assumes fresh 
exchange solution being circulated at a high flowrate in the anode channel. The fluxes of all 
gaseous species are set to zero at the membrane|CL boundary, and their mass fractions set to 
the cathode feed gas composition at the GDL|gas channel boundary. A Robin boundary condition 
is set at the two boundaries using a heat transfer coefficient, ℎT, to describe the heat flux, driven 
by the difference between the cell temperature at that boundary and ambient temperature, 𝑇𝑇𝑜𝑜. 
 

  

Figure 4.1 Schematic of the 1-D modeling framework and boundary conditions for the 
Ag-MEA. 
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Results and Discussion 

Applied voltage breakdown and precipitation issues for a full-MEA and exchange-MEAs  
Figure 4.2 shows the (a) total current density (TCD) and (b) CO FE for the three cases considered: 
full-MEA, 0.5 M KHCO3 exchange-MEA, and 0.5 M KOH exchange-MEA. The exchange-MEA’s 
produce a higher TCD and CO FE than the full-MEA at the same applied cell potential, with the 
KOH exchange-MEA achieving the highest performance. The variance in CO FE for the three cases 
can be explained by the cathode pH: the alkalinity at the cathode increases in the order MEA < 
KHCO3 exchange-MEA < KOH exchange-MEA because of the exchange solution, as well as the 
higher TCD producing OH− at a higher rate at the cathode. 
 
To understand the trend observed for the TCD, we plot the applied voltage breakdown (AVB) for 
the three cases (Figure 4.2c, e, f). The applied voltage is comprised of the thermodynamic 
potential, the kinetic overpotential, and the transport overpotential (Nernstian plus ohmic 
components). The thermodynamic potential depends on the species concentrations near the two 
electrodes at open circuit. Assuming that all gaseous species are at normal conditions, the 
thermodynamic potential, 𝜂𝜂th, for a cell performing OER at the anode and COER at the cathode 
can be calculated as 

 
𝜂𝜂th = (𝑈𝑈OER𝑜𝑜 − 𝑈𝑈COER𝑜𝑜 ) +

𝑅𝑅𝑇𝑇
𝐹𝐹

ln�
𝑐𝑐OH−C

𝑐𝑐OH−A � (4-2) 

where 𝑐𝑐OH−C  and 𝑐𝑐OH−A  refers to the OH− concentration at the cathode and anode, respectively. 
The Nernstian overpotential is defined as the potential developed due to the change in OH− 
concentration at the electrode relative to that at open circuit,  

 
𝜂𝜂N = ±

𝑅𝑅𝑇𝑇
𝐹𝐹

ln�
𝑐𝑐OH−
𝑐𝑐OH−𝑜𝑜 � (4-3) 

The sign on the right side is negative for the anode and positive for the cathode. Therefore, a 
higher OH− concentration at the anode during operation would result in a negative (more 
favorable) Nernstian overpotential, while a higher OH− concentration at the cathode leads to a 
positive (less favorable) Nernstian overpotential. The voltage contributions to the OER and HER 
can be calculated analogously. 
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Figure 4.2 (a) The total current density and (b) the CO faradaic efficiency (FE) for the four 
cases considered and their applied voltage breakdown (AVB), (c) full-MEA, (d) H2O-MEA, 
(e) KHCO3 exchange-MEA, and (f) KOH exchange-MEA. Dashed line in (a) represent 
current densities at which salt precipitates. 
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Comparison of the AVBs clearly shows that the exchange-MEAs substantially minimize two 
overpotential sources observed in the full-MEA case: the anode Nernstian potential and the 
ohmic drop. The anode Nernstian potential is eliminated in the exchange-MEAs because the local 
environment at the anode is maintained by the circulating exchange solution. In contrast, sharp 
concentration gradients develop in the full-MEA and increase with increasing TCD, as shown in 
Figure 4.3a. The exchange solution also improves membrane hydration, and, consequently, its 
conductivity, thereby decreasing the ohmic drop across the cell. For a full-MEA, the membrane 
water content decreases with increasing current density (Figure 4.4a) because the water 
concentration in the gas channel is limited to its vapor pressure and water is transported and 
consumed in the HER and CO2R reactions. Furthermore, as the temperature of the cell increases 
(Figure 4.4d), the gas-phase RH decreases (Figure 4.4b) even though the partial pressure of water 
increases (Figure 4.4c), causing water in the CL ionomer to evaporate. Finally, the KOH exchange 
solution reduces the thermodynamic potential of the system due to the OH− concentration 
gradient that develops: the anode remains at the concentration of the circulating KOH solution, 
while the OH− concentration is lower near the cathode as the CO2 feed at the cathode gas channel 
neutralizes the OH− (Figure 4.3b). The concentration profile where the anode OH− concentration 
is higher than that at the cathode is opposite to the one established for the full-MEA and KHCO3 

exchange-MEA, resulting in a lower thermodynamic potential, or a negative (more favorable) 
Nernstian potential. A higher OH− concentration at the anode compared to the cathode makes 
the second term on the right side of Eq. (4-2) negative, thereby decreasing the thermodynamic 
overpotential for the KOH exchange-MEA (Figure 4.2f). 
 

 

Figure 4.3 OH− concentration across (a) a full-MEA at 60, 100, 500 and 1000 mA/cm2; 
and (b) at 500 mA/cm2 comparing full-MEA, KHCO3 exchange-MEA, and KOH exchange-
MEA. The hydroxide concentration across the full-MEA increases with increasing current 
density, creating significant concentration (Nernstian) overpotentials. In the case of KOH 
exchange-MEA, the hydroxide concentration is reversed due to the bicarbonate buffer 
reactions at the cathode side, resulting in a negative Nernstian overpotential. 
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The main limitation for the exchange-MEAs is the precipitation of K2CO3 at the cathode. Driven 
by both the chemical and electric potential gradients, K+ exchanges with H+ produced at the 
anode and moves to the cathode. Eventually, at ∼750 mA/cm2, the concentration of K2CO3 
exceeds its solubility limit and it precipitates at the cathode (indicated by the red crosses in Figure 
4.2a). Therefore, operation with salt removal is required to operate exchange-MEAs at current 
densities above that where precipitation can occur. It is possible to offset this precipitation limit 

 

Figure 4.4 (a) Water content in the membrane, (b) gas phase RH, (c) water partial 
pressure in the gas phase, and (d) the temperature for a full-MEA at 60, 100, 500, and 
1000 mA/cm2. The gas phase RH decreases with increasing current density because of 
the increase in vapor pressure as the cell heats up. Cathode feed composition is 97 mol% 
CO2 and 3 mol% H2O (water vapor pressure at 25°C). 
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by feeding liquid water to the anode in order to provide better hydration. A H2O-MEA improves 
the total current density (but not the CO FE) of the full-MEA due to better membrane hydration, 
but does not provide the same advantageous as an exchange-MEA with dissolved salt (Figure 
4.2d) because of its inability to exchange ions. Thus, exchange-MEAs exhibit low voltage for a 
given current density but the full-MEA allows achievement of higher current densities without 
consideration of additional engineering controls.  
 

 

Figure 4.5 Anion distribution in the membrane and cathode CL across a full-MEA cell at 
(a) 60 mA/cm2, (b) 100 mA/cm2, (c) 500 mA/cm2, and (d) 1 A/cm2. CO2 is converted to 
CO3= at the cathode by the OH− produced from COER, transported as CO3= to the anode, 
and released by the H+ produced from OER. Cathode feed composition is 97 mol% CO2 
and 3 mol% H2O. 
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Ion transport and the charge-carrying species in a full-MEA 
At equilibrium, an OH− form AEM exposed to CO2 will convert to HCO3−/CO3= form due to 
bicarbonate buffer reactions. The ratio of HCO3−/CO3= depends on the partial pressure of CO2 in 
contact with the membrane and has been measured experimentally for an AEM exposed to 400 
ppm CO2.90, 91 Figure 4.5 shows the distribution of anion fraction (|𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖|/𝑐𝑐M) across the MEA for 
low, medium, and high current densities. As the current density increases, the membrane 
gradually converts to the CO3= form, and eventually to the OH− form starting from the cathode 
side. This occurs because OH− is produced by the COER and HER at the cathode. OH− reacts with 
the HCO3− initially in the membrane to form CO3=; OH− also reacts with dissolved CO2 to form 
HCO3− and eventually CO3=. The CO3= then transports from the cathode to the anode, driven by 
its concentration gradient (diffusion), and the potential gradient (migration). At the anode, 
bicarbonate buffer reactions drive the conversion of CO3= to HCO3− and eventually back to CO2, 
which is released into the anode gas channel; thus, a CO2 pump is realized. As the current density 
increases, the rate of OH− production at the cathode also rises, eventually exceeding the 
homogeneous reaction rates, resulting in accumulation of OH− at 500 mA/cm2 and 1 A/cm2, as 
shown in Figure 4.5c and Figure 4.5d.  
 
Regarding the transport and distribution of species across the MEA: (1) CO3= is the main charge 
carrying species for a full-MEA with an AEM performing CO2R, consistent with experimental 
observations reported by Liu et al.92 The HCO3− diffusion flux from anode to cathode is larger 
than its migration flux from cathode to anode, which means HCO3− is moving against the flow of 
current. OH− begins to accumulate at high current densities and the membrane will eventually 
return to the OH− form as the charge-transfer rate exceeds the homogeneous reaction rates. (2) 
A portion of the CO2 fed at the cathode is transported as CO3= and eventually released as CO2 at 
the anode for a full-MEA. CO2 in the anode gas outlet has also been observed by Liu et al. and 
Pătru et al.92, 93 For KHCO3 exchange-MEA and KOH exchange-MEA, CO2 can be flushed out as 
HCO3−/CO3= by the exchange solution. While helpful in terms of performance, this becomes a 
source of inefficiency for the system in terms of CO2 utilization as discussed below. 

CO2 utilization efficiency and observed limitations 
The CO2 losses need to be defined and quantified as a function of operating conditions because 
a portion of the CO2 is consumed homogeneously at the cathode, transported to and released at 
the anode (i.e., electrochemically pumped in a similar fashion as that observed in AEM fuel 
cells94). Using the gaseous species fluxes obtained from the model and assuming a 50 sccm CO2 
feed at 100% RH (97 mol% CO2), the CO2 consumption (the percentage of CO2 feed that is 
consumed either electrochemically or by homogeneous reactions) and the CO2 conversion (the 
percentage of CO2 feed that is converted to CO) as a function of the TCD (Figure 4.6a) is derived. 
More specifically,  
 

CO2 consumption =
Molar flowrate of CO2 into the DM from the gas channel

Inlet molar flowrate into the cell
 

 
and  
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CO2 conversion =
CO partial current density converted to molar flowrate

Inlet molar flowrate into the cell
. 

 
The CO2 conversion for the three cases deviates slightly from each other at low TCD due to 
differences in the CO FE (not visible in figure), and eventually converges as CO FE approaches 
100% for all three cases. At 100% CO FE, the CO2 conversion scales linearly with the TCD (which 
is equal to the partial CO current density), as expected. CO2 consumption is higher for the KOH 
exchange-MEA case at low TCD because CO2 constantly reacts with the OH− from the exchange 
solution, resulting in a lower CO2 utilization efficiency (defined as the ratio of CO2 conversion to 
consumption), shown in Figure 4.6b. For the full-MEA and KHCO3 exchange-MEA, since the 
membrane is in the HCO3− form (and does not consume CO2 as the OH− does) for TCD close to 
zero, the utilization efficiency starts at a higher value than that for a KOH exchange-MEA, and 
decreases with increasing TCD as more OH− is produced. As the TCD increases, the OH− 
concentration in the CL becomes comparable for a KHCO3 exchange-MEA and a KOH exchange-

 

Figure 4.6 (a) CO2 consumption (dotted) and conversion (dashed) calculated for a 50 
sccm CO2 feed at 100% RH (97 mol% CO2, 3 mol% H2O), room temperature. (b) CO2 
utilization efficiency defined as the fraction of CO2 consumed that converts to CO. (c) 
Stoichiometric balance of the electrochemical and homogenous reactions across the cell 
showing only half of the CO2 consumed is converted to CO. 
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MEA, but remains slightly lower for a full-MEA (Figure 4.3b). The lower OH− concentration in the 
full-MEA CL means less CO2 consumption by homogeneous reactions, as shown in Figure 4.6a, as 
well as a higher CO2 utilization efficiency (Figure 4.6b). The utilization efficiency for KHCO3 

exchange-MEA and KOH exchange-MEA converges to 50% for TCD > 500 mA/cm2, a result that 
can be explained by considering the stoichiometry of the electrochemical and homogeneous 
reactions, listed in Figure 4.6c. The reaction stoichiometry also suggests a 1:2 O2 to CO2 ratio at 
the anode gas outlet, consistent with measurements by Liu et al.92 To increase the utilization 
efficiency for exchange-MEAs, the consumption of CO2 by OH− needs to be reduced, which could 
be achieved by a lower rate coefficient for the homogeneous reaction of CO2 and OH−. However, 
this would also result in a more rapid pH change near the cathode, and a larger Nernstian 
overpotential. Understanding such tradeoffs is crucial to fine-tuning the cell design and 
maximizing efficiency.  
 
In the model, the gas-channel composition is assumed to remain constant at the feed 
composition, which is valid only under conditions of low feed consumption (e.g., high feed 
flowrate). Note that CO2 concentration varies in the CL. In practice, however, CO2 consumption 
can be as high 30% for a feed flowrate of 50 sccm and 1 A/cm2, as shown above. This means that 
the gas composition in the cathode gas channel will vary based on the rate of consumption of 
CO2 and H2O, and the rate of production of CO and H2. Assuming that the gas channel is well-
mixed, its composition can be calculated from a simple mass balance: 

 
𝑦𝑦GC,𝑖𝑖 =

𝑁𝑁F,𝑖𝑖 − 𝑁𝑁R,𝑖𝑖

𝑁𝑁F − 𝑁𝑁R
 (4-4) 

where 𝑦𝑦GC,𝑖𝑖 is the mol fraction of gaseous species 𝑖𝑖 in the gas channel; 𝑁𝑁F and 𝑁𝑁R are the total 
molar flowrate of the feed gas going into and out of the gas chamber into the GDL, respectively; 
𝑁𝑁F,𝑖𝑖 and 𝑁𝑁R,𝑖𝑖 are the molar flowrate of species 𝑖𝑖 in the feed gas going into and out of the gas 
channel, respectively. Figure 4.7 shows the resulting gas channel composition for the full-MEA 
(Figure 4.7a) and the KOH exchange-MEA (Figure 4.7b). At zero TCD, the gas composition in the 
cathode gas channel for the full-MEA is close to its feed composition since there are minimal 
reactions and crossover occurring. For the KOH exchange-MEA case, however, the CO2 mole 
fraction is much lower than that in the feed (0.97) because CO2 will be consumed by OH− anions 
in the CL ionomer; the H2O mole fraction is higher due to diffusion of H2O from the anode 
chamber. The CO mole fraction increases steadily and the H2 mole fraction is close to zero, as 
expected from the partial current densities. However, two issues become apparent regarding 
water management. For the full-MEA, the H2O mole fraction first increases slightly due to the 
temperature increase in the CL, as sesen in Figure 4.4, and then drops to zero at approximately 
750 mA/cm2, indicating that the full-MEA becomes limited by the supply of water before it is 
limited by the supply of CO2. On the other hand, the partial pressure for H2O in the gas channel 
of the KOH exchange-MEA is significantly above its vapor pressure at ambient temperature 
(~0.03 atm), suggesting that flooding is likely to occur at the cathode GDE as water diffuses from 
the anode. Flooding in the cathode GDE will increase CO2 mass-transport resistances significantly 
and decrease catalyst utilization.33 Figure 4.7 suggests a need for a higher-dimensional, 
integrated multiphase model to capture changes in the gas-channel composition, as well as 
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additional physics to capture water condensation and multiphase flow in the GDE, some of which 
are discussed in Chapter 5. 
 

 

Figure 4.7 Gas mol fraction in the cathode gas channel calculated assuming 50 sccm CO2 
feed with 100% RH (97 mol% CO2, 3 mol% H2O) at room temperature for (a) full-MEA 
and (b) KOH exchange-MEA. The vapor pressure at 298 K is 0.03 atm. Full-MEA becomes 
water-limited at approximately 750 mA/cm2, and KOH-MEA is likely to be flooded. 

 

Effects of the operating temperature and membrane thickness on water management 
One way to address issues concerning full-MEA dehydration and exchange-MEA flooding is to 
increase the capacity or mole fraction of water vapor in the feed by increasing the operating 
temperature or manipulating water transport across the membrane by changing the membrane 
thickness. In terms of the operating temperature, the water vapor pressure is ∼0.46 atm at 350 
K, compared to ∼0.03 atm at 298 K. Thus, operating at 350 K, a higher TCD can be achieved with 
more rapid kinetics, but the CO FE decreases below a cell potential of 3 V due to the lower 
solubility of CO2 at elevated temperatures (Figure 4.8a and Figure 4.8b). The gas-channel 
composition shown in Figure 4.8c also indicates that a current density of 1 A/cm2 lies below the 
CO2- or H2O-limited current densities for a full-MEA. It should be noted that to obtain the same 
molar flowrate of CO2 at 350 K as at 298 K for a feed flowrate of 50 sccm, the feed flowrate needs 
to be raised to 105 sccm in order to compensate for the higher vapor pressure of water. However, 
Figure 4.8c shows that the full-MEA can operate up to 1 A/cm2 even at a third of the CO2 molar 
flowrate provided at 350 K. This observation reinforces our finding that the cell is operating in a 
low CO2 utilization regime up to 1 A/cm2 at 50 sccm feed (Figure 4.6).  
 
The operating temperature can also affect CO2 utilization, as it changes the rates of 
electrochemical and homogeneous reactions, as well as the equilibrium constants of the 
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bicarbonate and water reactions. Since limited data is available for the buffer reaction rate 
constants in an ionomer, we show results assuming the same forward rate constants at 80°C as 
at 25°C for the bicarbonate reactions. The equilibrium constant will vary, as well as the reverse 
rate constant (𝑘𝑘−𝑛𝑛 = 𝑘𝑘𝑛𝑛/𝐾𝐾𝑛𝑛). As shown in Figure 4.8d, better CO2 utilization can be achieved at 
higher temperatures when operating below approximately 600 mA/cm2 TCD, but the reverse is 
true when operating at higher TCDs. This effect is a consequence of increased diffusivity of ionic 
and neutral species, the shifted equilibria for the bicarbonate/carbonate buffer reactions, and 
the relative rates of the homogeneous consumption of CO2 and its electrochemical conversion at  

 

Figure 4.8 (a) Total current density, (b) CO faradaic efficiency, and (c) gas channel 
composition for a full-MEA at 350 K with CO2 feed at 100% RH (54 mol% CO2, 46 mol% 
H2O). Operating the cell at higher temperature increases the exchange current density, 
as well as water feed to the system. However, CO2 solubility is compromised, resulting 
in lower CO faradaic efficiencies. 
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80°C. We note that the results shown here are based on the assumed temperature dependence 
of the various rate constants, which will vary based on the ionomer used. These results 
demonstrate the importance of studying homogenous reaction rates of the bicarbonate buffer 
system in different ionomer environments under various temperatures; manipulation of the 
bicarbonate buffer reaction rates is a potential route to increase CO2 utilization of CO2R systems. 
 
Finally, as noted, one can also decrease the membrane thickness to help alleviate the 
dehydration issue in full-MEAs (although perhaps not the flooding issue in exchange-MEAs). 
Figure 4.9 shows the effects of membrane thickness on the full-MEA performance. As expected, 
the TCD increases with a thinner membrane, with the difference becoming more significant with 
higher cell potentials due to both enhanced water transport as well as less ohmic losses, thereby 
reinforcing the finding that the full-MEA is ohmic-limited. Unlike changing temperature, the CO 
FE is not strongly impacted. Of course, decreasing the membrane thickness will result in increased 
crossover and worse CO2 utilization. This is another tradeoff to consider and is more prominent 
when producing aqueous products that have high solubility in the membrane. 
 

 

Figure 4.9 (a) Total current density, (b) CO faradaic efficiency for the full-MEA case 
simulated with a 25 μm membrane (red), 50 μm membrane (base case, blue), and 100 
μm membrane (green). 

 

Summary 

This chapter discusses the performance and limitations of the electrochemical reduction of CO2 
to CO over Ag in an MEA configuration. As the current density rises above 100 mA/cm2, MEAs 
become advantageous relative to planar cells containing an aqueous electrolyte or an aqueous 
GDL cell because they minimize the ohmic drop across the cell. However, such cells suffer from 
concentration polarization and membrane dehydration. Circulating an exchange solution 



39 

through the anode channel enables an exchange-MEA to better maintain the local environment 
at the anode and hydrate the membrane. With a KOH-exchange-solution feed, a reverse OH− 
concentration gradient develops across the cell, lowering the thermodynamic potential that 
needs to be overcome. The alkaline environment created by KOH also suppresses the HER. For 
exchange-MEAs, cation transport down the potential gradient limits the current density due to 
precipitation of the salt used in the exchange solution. It should also be noted that flooding is 
likely to occur in the cathode GDE of an exchange-MEA, as water diffuses from anode to cathode; 
this is explored in more detail in Chapter 5. High-temperature operation of a full-MEA allows 
introduction of more water vapor into the system, thereby overcoming the water limitations 
observed at room temperature. This also improves the charge transfer kinetics, although the 
reduction in CO2 solubility and the changes in the homogeneous reaction rates and reaction 
equilibria can affect the CO FE and the CO2 utilization efficiency of the cell. It is also possible to 
minimize flooding in an exchange-MEA by increasing the temperature at the cathode GDE in 
order to evaporate condensed water.  
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Chapter 5 Copper-Based Membrane-Electrode Assemblies 

Introduction 

By decreasing CO2 diffusion length to the catalyst, GDEs minimize not only CO2 mass-transfer 
resistances, but also the unfavorable CO2/OH− interactions, allowing CO2R to occur in much more 
alkaline environments, suppressing the unfavorable HER.24, 33, 39 The operation of Cu-based GDEs 
under alkaline conditions has also been shown to attain higher faradaic efficiencies (FEs) for C2+ 
products, which are desirable because of their high energy densities and market value.39, 49, 50, 95 
Finally, MEAs have proven to be effective in minimizing cell ohmic losses and circumventing 
issues associated with having the GDE in direct contact with an aqueous electrolyte, such as 
electrode flooding and salt precipitation, as discussed in Chapter 4.39, 41, 96 Therefore, Cu-MEAs 
provide an opportunity to achieve high energy efficiencies (EEs) for the desired products while 
maintaining a high production rate.  
 
This chapter discusses the performance and limitations of Cu-MEAs deduced from multiphysics 
simulations. We break down the overpotentials required to drive various processes and explore 
ways to minimize them. Our analysis shows how catalyst layer properties, membrane properties, 
and operating conditions impact cell performance and product distribution through the complex 
interplay and tradeoffs of various physical processes. 

Model Description 

Figure 5.1 shows the schematic and dimensions of the base case model in this study. It is a one-
dimensional model with five domains: anode/cathode diffusion medium (aDM/cDM), 
anode/cathode catalyst layer (aCL/cCL), and an anion-exchange membrane (AEM). 
 

  

Figure 5.1 Schematic of the Cu-MEA system. 
 
The boundary conditions are summarized in Table 5.1. 𝜙𝜙S is referenced to the potential at the 
cathode CH|DM boundary, and set to the applied cell potential at the anode CH|DM boundary. 
𝑝𝑝G is set to 1 atm at the two gas channels.  The boundary condition for 𝑝𝑝L at the anode depends 
on whether the anode feed is humidified gas or liquid water. If it is a liquid feed, 𝑝𝑝L = 𝑝𝑝G must 
be satisfied at the CH|DM boundary. If it is a gas feed and 𝑝𝑝L ≤ 𝑝𝑝G at the CH|DM boundary, then 
a no-flux condition is applied. Pressure inequality is maintained by surface tension in the GDE 
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porous media. Once 𝑝𝑝L > 𝑝𝑝G, there will be an outward flux of liquid water with a mass-transfer 
coefficient 𝑘𝑘MT′ = 1 kg/m2s set to an arbitrarily high value to maintain pressure balance of 𝑝𝑝G =
𝑝𝑝L at the CH|DM boundary.57 A fixed mass fraction is assumed at both the anode and cathode 
CH|DM boundaries, with feed compositions set to 100% RH N2 and 100% RH CO2, respectively. 
This corresponds to 3 mol% H2O at 298 K and 43 mol% H2O at 350 K. The temperature is set to 
the operating temperature, 𝑇𝑇0, at the two CH|DM boundaries for gas feed conditions. 
 
Table 5.1 Summary of boundary conditions 

 Anode CH|DM Cathode CH|DM 

𝜙𝜙𝑆𝑆 𝜙𝜙S = 𝑉𝑉cell 𝜙𝜙S = 0 V 

𝑝𝑝𝐺𝐺  𝑝𝑝G = 1 atm 

𝑝𝑝𝐿𝐿 
𝐧𝐧 ∙ 𝜌𝜌L𝐮𝐮L = 𝑘𝑘MT′

𝑝𝑝L−𝑝𝑝G
1 Pa

step �𝑝𝑝L−𝑝𝑝G
1 Pa

�  (Gas feed) 

𝑝𝑝L = 𝑝𝑝G (Liquid feed) -- 

𝜔𝜔𝑖𝑖 

𝜔𝜔0 =
𝑝𝑝0
vap

𝑝𝑝G
𝑀𝑀0

𝑀𝑀A
 

𝜔𝜔N2 = 1 − 𝜔𝜔0 

𝜔𝜔𝑖𝑖≠0,N2 = 0 

𝜔𝜔0 =
𝑝𝑝0
vap

𝑝𝑝G
𝑀𝑀0

𝑀𝑀A
 

𝜔𝜔CO2 = 1 − 𝜔𝜔0 

𝜔𝜔𝑖𝑖≠0,CO2 = 0 

𝑇𝑇 𝑇𝑇 = 𝑇𝑇0 

 
 

 Anode DM|CL Anode DM|CL 

𝑐𝑐𝑗𝑗 𝛁𝛁 ∙ 𝐍𝐍𝑗𝑗 = 0 𝛁𝛁 ∙ 𝐍𝐍𝑗𝑗 = 0 
𝜇𝜇0 𝛁𝛁 ∙ 𝐍𝐍w = 0 𝛁𝛁 ∙ 𝐍𝐍w = 0 

 

Results and Discussion 

The product distribution and the overall simulated polarization curve are shown in Figure 5.2a 
and Figure 5.2b, respectively. This distribution is what one would expect for a rough Cu surface66 
operated in an MEA system, assuming that the CO2R kinetics in the CL are identical to those 
measured in an aqueous electrolyte (specifically CsHCO3). We should note that the exact kinetics 
in the CL environment are not necessarily the same as that in the aqueous solution due to 
different ion concentrations, types, etc.;29, 97 but devoid of any data, we use these kinetics to see 
how the MEA device operates. In the last section, an alternate set of self-consistent kinetics6 is 
used to further show the generality of the trends observed. We choose to use the kinetics for 
CO2R on a roughened Cu (rather than a polished one) for the balance of our analysis because we 
consider such a surface to be a better representation of Cu-MEAs. This choice is also supported 
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by recent experimental studies of Cu-MEAs, which exhibit a low FE for CH4, a characteristic of 
rough Cu surfaces.49-51 
 
As seen in Figure 5.2b, the product distribution is a strong function of the cell potential. Below 
about 2.5 V, the principal products are H2, CO, and HCOOH. CO2R produces HCOO− but it cannot 
leave the AEM without converting to HCOOH since it is negatively charged. As the total current 
density (TCD) increases and OH− anions are produced in the cCL, the equilibrium between HCOOH 
and HCOO− shifts towards HCOO− in the cCL. Diffusion and migration drive HCOO− to the aCL 
where the OH− concentration is low due to the OER. Therefore, the fraction of HCOOH collected 
at the cathode side (depicted by the lighter shade of yellow in Figure 5.2a) decreases with cell 
potential and TCD. This conclusion is consistent with observations of Garbardo et al.51 We note, 
however, that our simulation neglects formate oxidation at the anode, a process that has been 
reported and warrants further study.51, 98 For cell potentials above 2.5 V, the distribution of 
products shifts progressively to form C2H4, EtOH, and PrOH owing to the high cathode 
overpotential and CO2 concentration in the cCL. 
 
Figure 5.2b shows both the total polarization curve as well as the applied voltage breakdown 
(AVB) of a fully vapor-fed Cu-MEA operated at feed temperature of 298 K. The AVB is calculated 
using the equations given in Appendix C Applied Voltage Breakdown. The components of the 
AVB are categorized as thermodynamic, kinetic, transport, and ohmic, and each of these 
components is discussed in detail below.  
 

  

Figure 5.2 (a) The product distribution and (b) the applied-voltage breakdown (AVB) of 
the base-case Cu-MEA (100% RH N2 anode feed and 100% RH CO2 cathode feed at 298 
K). The lighter shade of yellow in (a) represents formic acid collected in the cathode 
chamber. 
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Standard cell potential 
The standard cell potential is the thermodynamic potential required to drive the reactions at the 
two electrodes. It varies with the TCD to reflect the changes in the distribution of products 
formed in the cCL. As the FEs for C2H4, EtOH, and PrOH increase, the standard cathode potential, 
𝑈𝑈cathode𝑜𝑜 , increases because of the higher 𝑈𝑈𝑜𝑜 values of these products, leading to a decrease in 
the standard cell potential.  

Kinetic overpotential 
The kinetic overpotential drives the charge transfer reactions at the two electrodes and depends 
on the catalytic activity of the electrode.  Parameters that affect the cathode kinetic 
overpotential include the cCL thickness, 𝐿𝐿cCL, and the specific electrocatalyst surface area, 𝑎𝑎s𝑜𝑜. 
The simulation shows that increasing 𝐿𝐿cCL or 𝑎𝑎s𝑜𝑜 has little effect on the cell potential for a given 
TCD (Figure 5.3), suggesting that the Cu-MEA is not limited by overall cathode kinetics.  
 

  

Figure 5.3 Polarization curves for Cu-MEAs simulated with different (a) cCL thicknesses 
and (b) specific surface areas. Feed composition: 100% RH N2 anode feed and 100% RH 
CO2 cathode feed at 298 K. 

 
While the polarization curve is relatively insensitive to the properties of the cCL, the product 
distribution is not, as seen in Figure 5.4 and Figure 5.5. Decreasing either the cCL thickness or the 
specific surface area of the cathode increases the selectivity to C2H4, EtOH, and PrOH. This is 
because a lower catalyst loading leads to a higher cathode kinetic overpotential, which 
disproportionately promotes the production rates of C2+ products over H2, CO, and HCOO− due 
to differences in the transfer coefficients for the various products. C2H4, EtOH, and PrOH have 
larger transfer coefficients, so their reaction rates increase more with higher overpotentials. 
These relationships allow one to improve the EE for producing C2+ products without significant 
compromise in the total current density, as shown in Figure 5.6. We also note a tradeoff in the 
H2 FE: at low cell potentials, where the system is more kinetically controlled, decreasing the cCL 
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thickness decreases the TCD more significantly, leading to a lower OH− concentration in the cCL, 
thereby increasing the H2 FE; at high cell potentials, where the TCD change is smaller, a thinner 
cCL leads to a higher rate of OH− production per cCL volume via the charge transfer reactions, 
resulting in a higher OH− concentration in the cCL and lower HER rates. Figure 5.4 demonstrates 
that the thickness of the cCL is a critical parameter for determining the product distribution. The 
highest FEs for C2+ products are achieved with a cCL thickness of 0.5 µm. In this case, the FEs for 
C2H4, EtOH, and PrOH are 48%, 26%, and 15%, respectively, which are reached for a cell potential 
of 3.2 V and a TCD of 126 mA/cm2. Increasing the TCD from 130 mA/cm2 to 230 mA/cm2 leads to 
a modest reduction in the C2H4 and PrOH FEs, and a rise in EtOH FE. However, since the applied 
cell potential is also increased, the resulting EEs for C2+ products do not improve significantly 
(Figure 5.6). 
 

  

Figure 5.4 The faradaic efficiencies as a function of the cell potential for the six cathode 
products for Cu-MEAs with a 25 µm, 5 µm, 2.5 µm, and 0.5 µm cCL. Lighter shade 
represents a thinner cCL. Feed composition: 100% RH N2 anode feed and 100% RH CO2 
cathode feed at 298 K. 
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Figure 5.5 The faradaic efficiencies as a function of the cell potential for the six cathode 
products for Cu-MEAs with varying cCL specific surface areas. Lighter shade represents a 
lower specific surface area. 
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Figure 5.6 The energy efficiencies as a function of the total current density for the six 
cathode products for Cu-MEAs with a 25 µm, 5 µm, 2.5 µm, and 0.5 µm cCL. Lighter shade 
represents a thinner cCL.  

 
Changes in the FEs with cCL thickness become less pronounced as the cell potential increases 
because of the potential gradient that develops in the cCL. Figure 5.7a clearly shows that the 
cathode potential becomes increasingly non-uniform as the applied cell potential increases, 
leading to sharp gradients in the local current density shown in Figure 5.7b. The CL region closer 
to the membrane is significantly more active – a thinner cCL merely removes the portion of the 
CL that is barely active, minimally affecting the product distribution and overall cell performance. 
The CL thickness results discussed here are consistent with experimental results by Dinh et al., 
who observed little TCD dependence on CL thickness above 100 mA/cm2, but higher C2H4 FE and 
lower H2 FE between 200 and 300 mA/cm2 with thinner cCLs.39  
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Figure 5.7 (a) The local cathode potential vs RHE in the 5 µm cCL at different cell 
potentials and (b) the local current-density distribution in the cCL at 4 V cell potential for 
different cCL thicknesses. The potential gradient developed in the cCL at high cell 
potentials leads to poor catalyst utilization, where parts of the catalyst close to the 
membrane (position 0) are much more active than the remaining parts of the cCL.  

 

Mass transport and ohmic overpotential 
The mass-transport overpotentials in Figure 5.2b mainly arise from deviations in the local OH− 

and H2O concentrations from their initial concentrations, whereas the local CO2 concentration 
remains close to saturation in the MEA cCL, as shown in Figure 5.8. This behavior is radically 
different from what happens in aqueous electrolyte systems where H2O is abundant (55 M) and 
the supply of CO2 becomes mass-transfer limited for TCD > 10 mA/cm2.99, 100 This observation 
points to the importance of understanding the dependence of the CO2R on the activity of water 
in order to predict and control the CO2R selectivity in Cu-MEAs. The lower water activity in the 
cCL at high cell potentials is caused by the consumption of water by the cathode reactions, the 
electro-osmotic flux of water towards the anode, and the temperature increase in the membrane 
and CLs. Figure 5.9 shows that for the case where the feed temperature is 298 K, the cell can heat 
up by up to 3 K at 250 mA/cm2 TCD due to the ionic resistivity, heats associated with the reactions, 
etc. The temperature does not rise as rapidly when the feed temperature is raised to 350 K 
because of better membrane hydration and ionic conductivity, as discussed below. The higher 
temperature in the CLs lowers the gas phase RH and membrane hydration, resulting in a higher 
cell potential at the same TCD compared to an isothermal system (Figure 5.10a). These trends 
are consistent with water-management results under water-vapor electrolysis.101 In addition to 
affecting cathode reactions, the low water activity also reduces membrane/ionomer conductivity, 
leading to an increase in the ohmic overpotential shown in Figure 5.2b.  
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Figure 5.8 (a) CO2 concentration and (b) water activity profiles in the ionomer electrolyte 
at different cell potentials. Unlike aqueous systems, CO2 concentration remains high near 
the cathode, whereas H2O becomes depleted at high current densities. Feed 
composition: 100% RH N2 anode feed and 100% RH CO2 cathode feed at 298 K. 

 

  

Figure 5.9 Maximum temperature increase in the Cu-MEA cell operated at 298 K (teal) 
and 350 K (orange). Feed composition: 100% RH N2 anode feed and 100% RH CO2 cathode 
feed. 
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Figure 5.10 (a) Polarization curves at 298 K (teal) and 350 K (orange) simulated with an 
isothermal (lighter shade, dot-dash) and non-isothermal (dashed) model. (b) The vapor 
RH and temperature profile at 250 mA/cm2. Heating due to inefficiencies raises the cell 
temperature and lowers the RH in the GDEs. 

 
Since water supply and management are critical, we simulated the performance of a Cu-MEA 
with liquid-water fed to the anode at 298 K and with vapor-water fed to the anode at 350 K. We 
also studied the impact of a higher EOC. As expected, feeding liquid water instead of water vapor 
to the anode increases the attainable TCD at a given cell potential, as shown in Figure 5.11a. 
Comparing the AVBs for the liquid-fed (Figure 5.11b) and vapor-fed (Figure 5.2b) cases, it is clear 
that the main effect of the liquid-water feed to the anode is to decrease the ohmic overpotential, 
which is achieved by better hydration of the membrane (Figure 5.12a). Interestingly, the larger 
EOC has opposite effects on the polarization curve for the vapor-anode and liquid-anode cases. 
A larger EOC increases the electro-osmotic flux of water from the cathode to the anode at the 
same TCD, hydrating the aCL but dehydrating the cCL. As the membrane/ionomer conductivity 
exhibit an exponential dependence on water activity,81 this redistribution of water due to the 
higher EOC improves the overall ionomer electrolyte conductivity for the vapor-anode case. 
However, since the aCL is already equilibrated with liquid water in the liquid-fed anode case, cCL 
dehydration has a larger impact on the overall conductivity. 
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Figure 5.11 (a) Polarization curves for the vapor-water anode feed (dashed) and liquid-
water anode feed (solid) Cu-MEAs at 298 K (teal) and 350 K (orange). Lighter shade 
represents simulation with 2x EOC. Feed composition: 100% RH CO2 cathode feed for all 
cases. (b)The AVB for the liquid-anode case at 298 K. 

 

  

Figure 5.12 Membrane water activity profile for (a) liquid-fed anode at 298 K and (b) 
vapor-fed anode at 350 K. 

 
One challenge with the liquid-fed anode arrangement is that liquid water can readily permeate 
the membrane and flood the cCL; this occurs at low TCDs (Figure 5.13), and has also been 
observed experimentally.98 Cathode flooding blocks CO2 access to the catalyst in the cCL, 
resulting in a higher H2 FE (Figure 5.14).33 As the TCD increases, both the rate of water 
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consumption in the cCL and the electro-osmotic flux of water from cathode to anode increases, 
returning cCL saturation to its irreducible value. We also observe that liquid water is removed 
from the cCL more rapidly for the membrane with a higher EOC (Figure 5.13). These simulations 
demonstrate the complexities of water management within these systems and provide guidance 
for accurate design tradeoffs.  
 

  

Figure 5.13 The average cCL saturation for vapor-water anode feed (dashed) and liquid-
water anode feed (solid) Cu-MEAs at 298 K. Lighter shade represents simulation with 2x 
EOC. 

 
Another way to increase the water supply to the system is to raise the operating temperature. A 
100% RH gas stream contains 3 mol% H2O at 298 K and 43 mol% H2O at 350 K. A higher 
temperature also enhances reaction kinetics and improves various transport properties,81 but 
lowers the CO2 concentration in the supply and its solubility in the membrane.102 We examined 
these tradeoffs by simulating the vapor-fed Cu-MEA at 350 K. An even lower cell potential is 
required to obtain the same TCD at 350 K than feeding liquid water at 298 K (Figure 5.11a). 
Increasing the temperature significantly decreases the ohmic and mass-transport overpotentials 
because of improved membrane hydration and transport properties. Even at a cell potential of 3 
V, which corresponds to a TCD of 300 mA/cm2, the water activity in the membrane is maintained 
above 0.85 for the vapor-fed Cu-MEA at 350 K (Figure 5.12b). As a result of both the increased 
temperature and hydration, the membrane maintains a higher conductivity, and therefore, a 
lower ohmic overpotential at 350 K. Higher membrane conductivity also means higher 
diffusivities for the ionic species, resulting in a smaller OH− concentration gradient across the cell, 
thereby decreasing the mass-transport overpotential.  
 
The improved transport properties at 350 K also lead to a lower OH− concentration in the cCL, 
and a higher H2 FE (Figure 5.14a). The observed changes in the FEs for CO2R products are due to 
multiple factors: (1) CO2 solubility in the ionomer decreases with increasing temperature, as does 
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the concentration of CO2 in the humidified cathode gas feed as noted above. (2) Products with a 
higher activation energy (i.e. C2H4, EtOH, PrOH) are more sensitive to the operating temperature. 
(3) Increasing membrane hydration with increasing temperature leads to changes in the cathode 
overpotential at the same cell potential; a higher cathode overpotential benefits products with a 
higher transfer coefficient, as discussed above. Overall, increasing the temperature enhances the 
selectivities to EtOH and PrOH because of their relatively lower reaction order with respect to 
CO2, higher activation energy, and higher transfer coefficient compared to the other cathode 
products. On the other hand, the increase in the production rates of CO, HCOO−, and C2H4 at 350 
K is not as significant compared to EtOH and PrOH, so we observe a drop in their FEs.  
 

  

Figure 5.14 The faradaic efficiencies of the six cathode products for vapor-water anode 
feed (dashed) and liquid-water anode feed (solid) Cu-MEAs at 298 K (lighter shade) and 
350 K (dark gray). 

Generalizing the findings 
As mentioned above, a single set of self-consistent kinetics derived from aqueous experiments 
was used in all the above simulations. To demonstrate that the findings are general, we 
performed simulations using a second set of experimentally derived kinetics, knowing that a 
complete set of kinetics in MEA environments with Cu nanoparticles remain elusive. Furthermore, 
to demonstrate the impact of moving from an aqueous system to an MEA architecture, the 
differences between the FEs obtained from simulation of the Cu-MEA and the aqueous analog 
for both sets of kinetics (a rough Cu surface operated in 0.1 M CsHCO3 and a polished Cu surface 
operated in 0.1 M KHCO3) are given in Figure 5.15. This comparison at different cathode 
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potentials allows one to generalize the above findings and help deconvolute the specific kinetics 
with the influence of the MEA architecture. The cathode potential for the MEA system is chosen 
to be the potential at the membrane|cCL interface, where the catalyst is most active (Figure 5.7). 
It is important to note that the potential gradient in the cCL also affects the overall product 
distribution and contributes to the changes observed in Figure 5.15. We observe that the MEA 
architecture suppresses the formation of H2 and CO and promotes the formation of C2+ products, 
irrespective of which set of kinetics is used. These trends are a consequence of the higher OH− 
and CO2 concentrations in the cCL and consistent for both sets of kinetic parameters. 
Interestingly, the second set of kinetics shows that the MEA promotes a greater shift towards 
EtOH with a stronger dependence on applied potential compared to first set, a result of the larger 
EtOH transfer coefficient obtained from kinetics II. The analysis emphasizes the need to 
characterize CO2R catalysts under vapor-fed conditions and better understand the impacts of the 
different local environments created by the ionomer electrolyte.  
 

  

Figure 5.15 The percentage point difference in the FEs predicted for the vapor-fed Cu-MEA and 
the experimentally measured FEs. The Cu-MEA was simulated with rate parameters extracted 
from two sets of experimental results derived from (a) reference66, and (b) reference6. The 
cathode potential for the MEA system is taken to be the potential at the membrane|cCL 
interface. 

Summary 

We have developed a multiphysics model to study the performance and limitations of CO2R on 
Cu in an MEA configuration. The model demonstrates that the cCL thickness and specific surface 
area have a much smaller impact on the TCD than the product distribution at a given cell potential. 
Decreasing catalyst loading shifts the selectivity towards C2+ products, namely C2H4, EtOH, and 
PrOH. This effect is less pronounced at high cell potentials because of the sharp gradient in 
potential that develops in the cCL at high TCDs, an effect that limits catalyst utilization. 
Examination of the voltage losses due to mass-transport and membrane resistance reveals that 
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Cu-MEAs suffer from limitation in anion transport through the ionomer and membrane caused 
by inadequate hydration. These limitations can be overcome by feeding liquid water to the anode 
or increasing the operating temperature for a fully vapor system. Liquid water readily hydrates 
the membrane but can lead to flooding of the cCL at low current densities, thereby causing poor 
mass transport of CO2 to the catalyst in the cCL. Increasing the operating temperature increases 
ionomer hydration as well as the rates of products with higher activation energies (e.g., C2H4, 
EtOH, PrOH). However, a higher temperature results in a lower CO2 concentration in the ionomer 
(due to both the higher mole fraction of inlet H2O vapor and a lower CO2 solubility). These 
tradeoffs eventually lead to a lower FE for C2H4 but higher FEs for EtOH and PrOH at higher 
temperatures. Finally, we note that the kinetics used in our simulations are based on those 
observed for CO2R in an aqueous solution of CsHCO3, and hence, do not account for the specific 
microenvironment effects on the Cu kinetics related to the ionomer surrounding the Cu 
nanoparticles in the CL. Since we show that the intrinsic rate parameter for CO2R are important 
for defining the product distribution, further work is needed to define the influence of the 
ionomer on these parameters and to measure them experimentally for an MEA CL. 
Notwithstanding this limitation, the present simulations are highly informative and demonstrate 
how the properties of a Cu-MEA and its mode of operation impact the utilization of the applied 
voltage for promoting CO2R. This work also emphasizes the critical role of ionomer and 
membrane hydration on the distribution of products formed by CO2R. 
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Chapter 6 Conclusion and Outlook 

The performance of vapor-fed CO2 electrolyzers was explored through multiphysics modeling in 
this dissertation. Emphasis was placed on quantifying changes between aqueous and vapor 
systems, and extrapolating learnings from aqueous cells to characterize and optimize vapor-fed 
device operation. The thin ionomer layer in GDEs were found to improve both the reaction rate 
and selectivity of CO2R by decreasing the diffusion length of dissolved CO2 and allowing CO2R to 
occur in more alkaline environments than those allowed by aqueous systems. The higher OH− 
and CO2 concentrations near the GDE catalyst quantified through simulation are hypothesized to 
suppress the competing HER and promote C-C coupling on copper electrodes, as observed 
experimentally.24, 39, 67   
 
Evident from both simulation results discussed herein and recent experimental observations,49-

51 MEAs are ideal for practical CO2R operation as they enable the attainment of high current 
densities with good selectivity to value-added products at relatively low power inputs. Modeling 
results also reveal intrinsic limitations related to water management, salt precipitation (when 
operated with an exchange solution), and CO2 utilization for AEM-based systems. Potential losses 
due to thermodynamics, kinetics, and mass transport were deconvoluted and quantified through 
an AVB and systematically studied.  
 
Ohmic losses were found to be the dominate source of inefficiency for a fully-vapor MEA 
operated at ambient temperature due to limited supply of water. Water supply can be increased 
by feeding aqueous electrolyte to the anode; the aqueous electrolyte (or exchange solution) also 
serves to maintain ion concentration in the anode CL and minimizing anode Nernstian losses, but 
can lead to salt precipitation in the cathode CL at high current densities (the current density at 
which salt precipitates depends on the concentration of the exchange solution, membrane 
thickness, etc.). Feeding liquid water to the anode instead of an exchange solution overcomes 
the salt-precipitation issue but forgoes the ion-regulation effect. An aqueous anode feed can also 
result in flooding of the cathode CL, which partially blocks CO2 access to active sites and leads to 
a higher H2 FE. Water supply can also be increased by operating the fully-vapor system at an 
elevated temperature. Doing so will also affect the product distribution of Cu-MEAs, potentially 
favoring the selectivities of products with higher activation energies. Sensitivity analysis of the 
cathode GDE properties shows that cathode loading has little effect on the TCD above 100 
mA/cm2 due to low utilization. However, the product distribution is affected and a lower loading 
favors products with a larger transfer coefficient. The deconvolution of these intricate chemical 
and physical interrelations through modeling provides insights to the development and 
optimization of next-generation CO2 electrolyzers. 
 
While the current model encompasses many of the critical phenomena occurring in the 
electrochemical cell, further improvement of the model is necessary. In terms of the transport 
model, Nernst-Planck equation was used to describe species transport in the membrane, even 
though the system is not necessarily under dilute conditions. Commonly, concentrated-solution 
transport theory (e.g. Stefan-Maxwell) is used to capture interactions that become significant 
under non-dilute conditions. These interactions are expected to become critical, especially for 
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exchange-MEAs operating near current densities at which salt-precipitation occurs.103, 104 
However, this approach introduces 28 additional degrees of freedom for this system (frictional 
interactions between six species, water, and membrane). These composition-dependent 
diffusion coefficients are currently limited, especially in an AEM environment. More work is 
needed to measure/predict these frictional forces such that concentration-solution theory can 
be used without considerably increasing the uncertainty and complexity of the current numerical 
model.  
 
In terms of the kinetic model, rate parameters extracted from aqueous electrolyte solutions were 
used throughout, even though catalysts in GDEs are in direct contact with an anion-exchange 
ionomer. How the anion-exchange ionomer interacts with the CO2R catalysts and affects CO2R 
kinetics is currently not well understood; measurements of these parameters are crucial for 
predicting the product distribution accurately. Microkinetic models are well-suited for capturing 
the complex mechanism of CO2R and how the dominate reaction pathway may change with the 
varying local CO2 and OH− concentrations, temperature, and microenvironment created by the 
electrolyte.105-109 Incorporation of CO2R microkinetics to the current model is worthy of further 
exploration, and may be used to study different designs and operating modes such as tandem-
catalyst electrodes110-113 and CO2-CO cofeeds.114 
 
Lastly, investigations into overcoming CO2 pumping effects are warranted, as indicated from 
simulation results presented herein and recent experimental measurements.92, 93, 115, 116 Novel 
membrane and cell designs are needed, such as ionomer membranes that suppresses CO2/OH− 
reaction or creates thermodynamically unfavorable environments for the formation of HCO3−.74, 

90 Bipolar membranes also hold promise for blocking HCO3−/CO3= transport across the membrane 
to the anode CL by moving the acid|alkaline interface (where CO2 is released) closer to the 
cathode CL (where CO2 is consumed).93 Both experimental and theoretical studies of these novel 
designs are vital in the progress towards practical CO2 electrolyzers.  
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Appendix A Boundary Layer Model 

Kinetic parameters are extracted from experimental data reported by Ebaid et al, where they 
measured CO2R on roughened Cu in CsHCO3.66 Mass transport effects are deconvoluted through 
simulation of the boundary layer, estimated to be 80 µm.12 Species molar balance 

 
𝛁𝛁 ∙ 𝐍𝐍𝑗𝑗 = 𝑅𝑅𝑗𝑗  (A-1) 

Nernst-Planck,  
 

𝐍𝐍𝑗𝑗 = −𝐷𝐷𝑗𝑗eff 𝛁𝛁𝑐𝑐𝑗𝑗 +
𝑧𝑧𝑗𝑗𝐹𝐹
𝑅𝑅𝑇𝑇

𝐷𝐷𝑗𝑗eff𝑐𝑐𝑗𝑗𝛁𝛁𝜙𝜙L (A-2) 

and electroneutrality, 
 

�𝑧𝑧𝑖𝑖𝑐𝑐𝑖𝑖
𝑖𝑖

= 0 (A-3) 

are used to solve for the concentration and electrolyte potential profiles. The flux of each species 
at the electrode surface are converted from the measured partial current densities using 
Faraday’s law, 

 
𝐍𝐍𝑗𝑗 = �−

𝑠𝑠𝑗𝑗,𝑘𝑘𝑖𝑖𝑘𝑘
𝑛𝑛𝐹𝐹

𝑘𝑘

 (A-4) 

The concentration is set to the bulk concentration at the bulk electrolyte boundary. The exchange 
current densities were then obtained through fitting the concentration-dependent Tafel 
equation,  

 
𝑖𝑖𝑘𝑘 = 𝑖𝑖𝑜𝑜,𝑘𝑘��

𝑐𝑐𝑗𝑗
𝑐𝑐𝑗𝑗ref

�
𝛾𝛾𝑗𝑗,𝑘𝑘

𝑗𝑗

∙ exp �−
𝛼𝛼c,𝑘𝑘𝐹𝐹
𝑅𝑅𝑇𝑇

𝜂𝜂𝑘𝑘� (A-5) 

to the experimentally measured partial current densities. The reaction orders with respect to CO2 
concentration were approximated from data reported by Wang et al;67 the reaction orders with 
respect to water activity were approximated by considering the number of elementary steps that 
involve water before obtaining an intermediate with the corresponding number of carbon atoms. 
This method makes the following assumptions: (1) the surface coverage of intermediates are low 
such that the fraction of empty sites can be approximated as one; (2) the elementary steps listed 
in Table A.1 are at quasi-equilibrium.  
 
To obtain the activation energy, we assume an Arrhenius dependence for the exchange current 
density, 

 
𝑖𝑖𝑜𝑜,𝑘𝑘 = 𝑛𝑛𝑘𝑘𝑒𝑒𝐴𝐴0 exp �−

𝐸𝐸𝑎𝑎,𝑘𝑘

𝑅𝑅𝑇𝑇
�  (A-6) 
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where 𝑛𝑛𝑘𝑘 is number of electrons transferred in reaction 𝑘𝑘, 𝑒𝑒 is the electron charge, and 𝐸𝐸𝑎𝑎,𝑘𝑘 is 
the activation energy. We assume a constant preexponential factor, 𝐴𝐴0 = 1015 s−1 , for all 
cathodic reactions, and back calculate 𝐸𝐸𝑎𝑎,𝑘𝑘  from the exchange current density. The activation 
energies are listed in Table A.1. Figure A.1 shows how the simulated partial current densities for 
the aqueous system compare to experimental data. 
 

Table A.1 Estimated activation energy, the Peltier coefficient, and reaction order with respect to 
water activity 

Product 𝑬𝑬𝒂𝒂 (kJ/mol) 𝜫𝜫𝒌𝒌  (mV) Elementary steps involving water 𝜸𝜸𝐰𝐰 

O2 11 + 1 x pH 240 -- 1.665 

H2 9.6 + 1 x pH 13 H2O → ∗ H
H2O�⎯� H2 2 

CO 20 38 

CO2
H2O�⎯� ∗ C1 1 

HCOO- 35 -104 

C2H4 58 -123 2 × �CO2
H2O�⎯�  ∗ CO� 

∗ CO 
H2O�⎯� ∗ CHO 

∗ CHO +∗ CO → ∗ C2 

3 
EtOH 63 -123 

PrOH 67 -135 

3 × �CO2
H2O�⎯�  ∗ CO� 

∗ CO 
H2O�⎯� ∗ CHO 

∗ CHO +∗ CO →∗ OCCHO 

∗ OCCHO +∗ CO → ∗ C3 

4 
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Figure A.1 Comparison between the experimental partial current densities66 and the 
simulated partial current densities using the extracted kinetic parameters after 
correcting for concentration polarization effects assuming an 80-µm boundary-layer 
thickness. 

 
A second set of self-consistent rate equations was used to assess the impacts of the MEA 
architecture in Chapter 5. The same process of fitting the equations was used as detailed above 
to obtain the rate parameters for a second set of self-consistent kinetics,6, 67 summarized in Table 
A.2. We used two Tafel equations to better fit the H2 partial current density empirically. The pH 
dependence for CH4 was estimated based on the trend observed by Wang et al.67 Figure A.2 
shows how the simulated partial current densities for the aqueous system compare to 
experimental data. 
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Table A.2  Rate parameters obtained from measurements by reference5 (Kinetics II) 

 𝑈𝑈𝑘𝑘𝑜𝑜 (V) 𝑖𝑖𝑜𝑜,𝑘𝑘 (mA cm-2)  𝛼𝛼a/c,𝑘𝑘 �𝑎𝑎𝑗𝑗
𝛾𝛾𝑗𝑗,𝑘𝑘

𝑗𝑗

 Ref. 

HER & CO2R on polished Cu foil     6, 67 
H2 (η < -0.8 

V) 
0 

2.2 x 10-8 exp �− 0.01[eV]pH
𝑘𝑘𝐵𝐵𝑇𝑇

�  0.69 𝑎𝑎w2   

H2 (η > -0.8 
V) 

1.7 exp �− 0.01[eV]pH
𝑘𝑘𝐵𝐵𝑇𝑇

�  0.12 𝑎𝑎w2   

CO -0.11 1.1 x 10-4  0.10 𝑎𝑎w �
[CO2]
1 M

�
1.50

  

HCOO- -0.02 5.4 x 10-7  0.24 𝑎𝑎w �
[CO2]
1 M

�
2.00

  

C2H4 0.07 3.4 x 10-13  0.69 𝑎𝑎w3 �
[CO2]
1 M

�
1.36

  

C2H5OH 0.08 1.4 x 10-19  1.10 𝑎𝑎w3 �
[CO2]
1 M

�
0.96

  

CH4 0.17 8.5 x 10-18 exp �− 0.02[eV]pH
𝑘𝑘𝐵𝐵𝑇𝑇

�  1.13 𝑎𝑎w �
[CO2]
1 M

�
0.84

  
       

 
  

Figure A.2 Comparison between the experimental partial current densities6 and the simulated 
partial current densities using the extracted kinetic parameters after correcting for concentration 
polarization effects assuming an 80-µm boundary-layer thickness. 
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Appendix B Additional Model Parameters 

The saturation vs capillary-pressure relationships (saturation curve) measured for a fuel-cell CL 
and DM are used (shown in Figure B.1a) due to the expected similarities.57 The saturation curve 
describing membrane hydration between its vapor- and liquid-equilibrated states derived for 
Nafion membranes is used and shown in Figure B.1b. 
 

  

Figure B.1 (a) Saturation curve for the DM and CL.57 (b) Saturation curve to describe 
membrane hydration between vapor-equilibrated and liquid-equilibrated states.117 
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The temperature-dependent transport and material properties of the membrane/ionomer are 
summarized in Table B.1. The liquid-equilibrated properties and the electro-osmotic coefficient 
are assumed to be independent of temperature. The temperature-dependent values of the 
vapor-equilibrated membrane properties were linearly interpolated/extrapolated from the 
values at 298 K and 350 K. 
 

Table B.1 Membrane/ionomer properties77, 81, 92, 118, 119 

Transport coefficient 
(mol2/J∙cm∙s) 

𝛼𝛼V @ 298 K 8.0 × 10−14 exp(11.47𝑎𝑎0) 

𝛼𝛼V @ 350 K 2.3 × 10−13 exp(11.47𝑎𝑎0) 

𝛼𝛼L 100𝛼𝛼Vmax 

Water content 

𝜆𝜆V @ 298 K 30.75𝑎𝑎03 − 41.19𝑎𝑎02 + 21.14𝑎𝑎0 

𝜆𝜆V @ 350 K 21.90𝑎𝑎03 − 20.60𝑎𝑎02 + 8.35𝑎𝑎0 

𝜆𝜆L 17 

Ion conductivity (S/m) 

𝜅𝜅V @ 298 K 0.003 exp(8.14𝑎𝑎0) 

𝜅𝜅V @ 350 K 0.006 exp(6.21𝑎𝑎0) 

𝜅𝜅L 2𝜅𝜅V 

Electro-osmotic coefficient 
𝜉𝜉V 0.61 

𝜉𝜉L 3 

CO2 diffusivity (m2/s) 𝐷𝐷CO2 2.17 × 10−9 exp(−2345 �
1

𝑇𝑇[K]
−

1
303

�) 

CO2 solubility (mM/atm) 𝐻𝐻CO2 34 exp(−2400 �
1

𝑇𝑇[K]
−

1
298

�) 

 

Table B.2 DM and CL properties58, 120-122 

Intrinsic porosity 
𝜖𝜖DM𝑜𝑜  0.526  
𝜖𝜖CL𝑜𝑜  0.5  

Ionomer volume fraction in pore space  
𝑓𝑓I,DM 0  
𝑓𝑓I,CL 0.4  

Electronic conductivity (S/m) 
𝜎𝜎DM 220  
𝜎𝜎CL 100  

Saturated Permeability (m2) 
𝜓𝜓DM 8.4 × 10−13  
𝜓𝜓CL 8.0 × 10−16  
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Appendix C Applied Voltage Breakdown 

To quantify the inefficiencies of each physical process occurring in the electrolyzer, the applied 
potential is broken down into thermodynamic, kinetic, transport (and ohmic) components. 
Equations used to determine each of these components are listed in Table C.1. 𝑈𝑈𝑜𝑜 is the standard 
electrode potential. Since multiple reactions occur at the cathode, the standard cathode 
potential depends on FE of each reaction 𝑘𝑘  such that 𝑈𝑈cathode𝑜𝑜 = ∑ 𝐹𝐹𝐸𝐸𝑘𝑘𝑈𝑈𝑘𝑘𝑜𝑜𝑘𝑘 . 𝑖𝑖v,𝑘𝑘  is the local 
current source in A/m3, 𝑖𝑖𝑘𝑘 in the local current density in A/m2, 𝑖𝑖𝑜𝑜,𝑘𝑘 is the exchange current density, 
𝛼𝛼a/c,𝑘𝑘 is the anodic/cathodic transfer coefficient, and 𝜂𝜂𝑘𝑘  is the overpotential for reaction 𝑘𝑘. 𝑖𝑖T is 
the total current density of the cell, and 𝑖𝑖v,T = ∑ 𝑖𝑖v,𝑘𝑘𝑘𝑘  is the total current source. 𝜅𝜅eff  is the 
effective ionic conductivity of the ionomer in the CL and membrane.  
 

Table C.1 Equations for applied voltage breakdown 

Standard cell potential 
 

𝑈𝑈𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑜𝑜 = 𝑈𝑈anode𝑜𝑜 − 𝑈𝑈cathode𝑜𝑜  (C-1) 

Kinetic overpotential 
 

𝜂𝜂kinetic = �
𝑅𝑅𝑇𝑇

𝑖𝑖T𝛼𝛼a/c,𝑘𝑘𝐹𝐹
� 𝑖𝑖v,𝑘𝑘 ln�

𝑖𝑖𝑘𝑘
𝑖𝑖𝑜𝑜,𝑘𝑘 ∏ 𝑎𝑎𝑜𝑜,𝑗𝑗

𝛾𝛾𝑗𝑗
𝑗𝑗

�
CL𝑘𝑘

 (C-2) 

Mass transport overpotential 

 𝜂𝜂mass transport = �
2.303𝑅𝑅𝑇𝑇
𝑖𝑖T𝐹𝐹

� 𝑖𝑖v,T(𝑝𝑝𝐻𝐻𝑜𝑜 − 𝑝𝑝𝐻𝐻 )
CL

+
1
𝑖𝑖T
� 𝑖𝑖v,𝑘𝑘𝜂𝜂𝑘𝑘
𝐶𝐶𝐿𝐿

− 𝜂𝜂𝑘𝑘,kinetic
𝑘𝑘

 (C-3) 

Ohmic overpotential 
 

𝜂𝜂ohmic =
1
𝑖𝑖T
�

𝑖𝑖2

𝜅𝜅eff
 

CL+MEM
 (C-4) 
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