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ABSTRACT OF THE DISSERTATION

Forward Modeling in the Manual Modality:
Linguistic and Nonlinguistic Predictions by American Sign Language Users

by

Christopher R. Brozdowski

Doctor of Philosophy in Language and Communicative Disorders

San Diego State University, 2018
University of California San Diego, 2018

Professor Karen Emmorey, Chair

Motor simulation has emerged as a mechanism for both predictive action perception and

language comprehension. By deriving a motor command for an observed stimulus, and engaging

in covert imitation, individuals can predictively represent the outcome of unfolding action as a

Forward Model. In the context of these proposals, language is described as a highly systematized

form of action that relies on the same simulation mechanisms. Some evidence also points to mo-

tor stimulation as a supplementary mechanism only under noisy or high-demand circumstances.

Evidence of simulation can be derived from error patterns that defer to attributes of the predicting

individual, as Egocentric Bias, or through differential responses to Symmetricity, one- vs. two-

handed stimuli. Additionally, the sign language literature provides evidence that signers generate

predictive representations based on information prior to the onset of a target sign. It is currently

unclear, however, what features of transitions during the fluid sign stream make such predictions

possible.

xii



Experiment 1 examines the role of (a) motor simulation during action prediction, (b) lin-

guistic status (i.e., pseudosigns vs. grooming gesture) in predictive representations and (c) lan-

guage experience (i.e., signers vs. nonsigners) in generating predictions. As Egocentric Bias was

only observed for non-linguistic stimuli, and only for nonsigners, Experiments 1 does not support

strong motor simulation proposals and instead highlights the role of stimulus familiarity. The Ex-

periment 2 focuses on movement and handshape as possible informative transitional information.

While movement facilitated predictions regardless of language background and linguistic status

of the stimulus, only sign language users relied on transitional handshape information and only

for linguistic stimuli. Experiments 3 and 4 examine predictive processing through the lens of mo-

tor memory and motor imagery to further investigate the hypotheses that sign language users (a)

only exhibit improved performance in linguistic contexts, and (b) are not sufficiently taxed by the

present tasks to engage motor simulation during predictive processing. Only participants without

sign language experience (a) showed evidence of using motor simulation, and (b) recruited mem-

ory and imagery abilities in generating predictive representations. While predicting the future can

be difficult, sign language experience seems to shape how some predictions are made.

Keywords: predictive models, action and language, sign language, gesture
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1 Generating predictive representations

in the manual modality

1.1 Introduction

A plurality of evidence points to the notion that observation and comprehension involve

some form of short-term prediction (Kutas, DeLong, & Smith, 2011; Wilson & Knoblich, 2005).

Both action and language comprehension are said to rely upon anticipatory predictive represen-

tations, also called forward models (Pickering & Garrod, 2013). Existing theoretical work on

forward modeling derives the majority of its evidence from spoken language and object-oriented

action, but a true test of theoretical claims would examine linguistic and nonlinguistic predictions

in the same context. Do theoretical claims about predictive representations hold true for both lin-

guistic and nonlinguistic manual information? What about manual language may differentiate

findings from existing literature on spoken language? And to what extent are predictive abilities

tied to theoretically related motoric abilities?

Experiment 1 of the present work directly compares predictive representations for manual

language and similar nonlinguistic body-oriented gestures to address (a) claims about the sim-

ilarity of linguistic and nonlinguistic predictions and (b) the lack of sign language research on

forward modeling. Experiment 2 delves further into an arguably unique attribute of manual lan-

guages that supports predictive reorientations, transitional periods, and, in so doing, addresses ad-

ditional questions about the use of different phonological features in generating predictions. Ex-

periment 3 then examines tasks that were hypothesized to support predictive motoric processing,

memory and motor imagery. Finally, Experiment 4 directly compares participant performance

across Experiments 1, 2, and 3 to draw conclusions about the nature of predictive representations

under various task conditions and under what circumstances memory and motor imagery play a

role in the predictive motor representation process.
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To appropriately address the motivation for these Experiments, this introductory Chapter

will, first, cover the theoretical proposal that has guided the present work. Second, this Chapter

will discuss the features of sign language that differentiate investigations with sign language and

gesture from existing spoken language research, as well as review sparse existing evidence of

predictive processing in sign language. Third, the present chapter will highlight the relationship

between theoretical proposals for motoric simulation as a comprehension mechanism and related

motoric cognitive abilities, such as memory and imagery.

1.2 Action as a Basis for an Integrated Language Model

Standard, more modular theories might define language production and comprehension

as separate, sequential processes. An individual’s mechanism for comprehension would take a

physical stimulus, decode it into basic linguistic components, and apply some form of processing

to derive each successive linguistic level, in order to generate an amodal semantic representation.

After the individual has formulated a desired outgoing message, a separate process for language

production could then re-code the message into an utterance. In a modular, sequential processing

stream, language is the medium through which abstract thought is communicated, but only via

rapid and repeated coding and decoding, to and from language as a substrate.

Pickering and Garrod (P&G; 2013), by contrast, make the case that (a) nonlinguistic ac-

tion production and action perception are highly intertwined, (b) language is a specialized form

of action, and, as a result, (c) language production and comprehension must be similarly inter-

twined. The specific mechanism said to underlie production and comprehension, in both linguis-

tic and nonlinguistic cases, is predictive motor simulation. According to P&G, simulation is the

means by which individuals plan both linguistic and nonlinguistic acts and self-monitor for er-

rors. And simulation is what gives rise to comprehension, via detailed predictive representations

of others. By understanding simulation in the case of action production and comprehension, P&G

formulate their testable proposal for language forward models.

In brief, a forward model is a comprehensive representation that predicts the next step in

2



an ongoing stimulus. While attending to an interlocutor, an individual would develop a forward

model to represent all aspects of the interlocutor’s action or language: motor movements, goals,

meaning, and possible linguistic features like syntax, morphology, and so forth. A forward model

refers to the entirety of this representation. As it is difficult to assess the entirety of predictive

representations experimentally, the present work will often refer to predictive representations to

discuss mental representations constituent to, but not the entirety of, forward modeling processes.

Nevertheless, it is important to understand the nature of P&G’s more comprehensive proposal in

order to understand the present work’s contribution to this field.

1.2.1 Forward Modeling: Action

In the simple act of reaching out one’s hand to pick up an object, there are many uncon-

scious calculations made to fine-tune the muscles involved. Flexion of the fingers depends on

the size of the object, tension of the wrist depends on anticipated weight, and, once the object

is grasped, visual and proprioceptive feedback mechanisms allow us to adjust these predictions

about ourselves, and about the consequences of our own actions, based on new information. P&G

use Wolpert’s motor planning proposals (e.g., Davidson & Wolpert, 2005; Wolpert, 1997) to de-

scribe an action production system that would generate predictive forward models about the out-

come of grabbing a cup, for example. A prediction about picking up a full cup would specify

the weight to be expected against the hand. In the event that the cup were empty, such a detailed

model would facilitate rapid course-correction in order to avoid throwing the cup into the air.

These predictions are possible, in part, because the motor commands responsible for generating

the action are, in some form, available to the forward action model. This secondary pathway, the

authors suggest, is the means by which the production system self-monitors so readily (Davidson

& Wolpert, 2005).

P&G argue that forward action models are used not only to predict one’s own actions, but

also to predict the actions of others. In contrast to the above case, predicting the action of oth-

ers does not come equipped with a secondary copy of the exact motor command. Instead, an ob-

3



server must simulate the relevant motor commands for the observed process. A lifetime of asso-

ciative learning allows perceivers to intuit the appropriate motor commands for a relevant action

and covertly simulate the observed act via the observer’s unique motor system. Although some

adjustments are made based on the features of the perceived actor, there is evidence that the pre-

dictive representations generated about others are primarily based on knowledge of oneself, and,

therefore, have an egocentric bias (e.g., Knoblich & Flach, 2001). That is, the default prediction

of an observed action will be based on a detailed understanding of one’s own body, either facil-

itating predictions when the observed individual and the observer would somehow conduct the

action similarly, or giving rise to errors when the two differ.

In the context of P&G’s model, egocentric covert imitation gives rise to a detailed forward

model, which is sent forward to a comparator node. This node provides feedback in the event

that there is a mismatch between the forward model and observed action (either for oneself of

another). Egocentric biases are borne out of a mismatch between a generated prediction and ob-

served action. They therefore require (a) sufficiently detailed predictions and (b) a stimulus, inter-

nal or external, that does not align with the prediction.

Evidence that these motoric simulations are active can be found in magnetoencephalog-

raphy (MEG) data pointing to primary motor area activation in pianists listening to piano music

(Haueisen & Knösche, 2001). Evidence that these simulations are based on the self also stems

from studies that show better predictions when watching one’s own actions compared to those of

another (Knoblich & Flach, 2001). For example, Knoblich and Flach (2001) showed participants

videos of themselves and another participant throwing darts. Participants were asked to predict

where the dart would land. In one condition, only the arm was shown to limit the use of gaze and

body posture in generating predictions. Participants were marginally more accurate when pre-

dicting videos of themselves compared to those of another person. In the framework described

above, participants were using their action execution system as a means of generating predictions.

Individual idiosyncrasies in dart throwing lead to an egocentric bias in forward models.

4



1.2.2 Forward Modeling: Language

The focus of the present work, however, is the intersection of action and sign language in

predictive modeling. P&G use the action framework described above to discuss their proposal for

self-monitoring during spoken language production, and motor simulation during speech com-

prehension. Production and comprehension are so highly intertwined, P&G claim, that when a

language production command is issued to articulators, this command is rapidly simulated by a

forward model for each linguistic level: phonology, morphology, syntax, etc. Just as in action,

the outcome of actualized production is compared against sensorimotor feedback to rapidly mon-

itor for errors. Just as one adjusts muscle tension to compensate for unexpected weight in the

cup example, comparing sensorimotor feedback of a phoneme to the predicted utterance allows

speakers to make fine adjustments to articulators. P&G highlight evidence that individuals both

modify speech production and show differential MEG response within 100 ms of receiving al-

tered sensory feedback (e.g., pitch shifted feedback) (Tian & Poeppel, 2010; Tourville, Reilly, &

Guenther, 2008).

During language comprehension, P&G propose that the same forward model is at play via

covert imitation. By subvocally reproducing the language input, a comprehender derives a lan-

guage production command, which, in turn, generates a forward language model. For evidence of

covert articulation, P&G point to shared areas of activation for both hearing and producing spe-

cific phonemes (Pulvermüller et al., 2006; Pulvermüller & Fadiga, 2010). For evidence that this

articulation feeds predictive models, P&G discuss a number of studies. Möttönen and Watkins

(2009), for example, found impaired phonemic categorical perception when participants’ speech-

motor areas were disrupted via transcranial magnetic stimulation. By disrupting covert imitation

in motor speech areas of these participants, researchers impaired the predictive model, and there-

fore language comprehension.

By generating a covert imitation production command and a subsequent predictive model,

comprehenders can compare predictions with additional language input. Rather than prevent-
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ing errors in a self-monitoring process, such other-monitoring facilitates well-coordinated con-

versations. Because this predictive model is based on the comprehender’s own experience with

language, P&G suggest that there will be some degree of egocentric bias in the prediction; one’s

forward language models should be primarily based on one’s own experience producing the lan-

guage, inclusive of articulatory idiosyncrasies, word choice habits, etc. P&G acknowledge that

some aspect of the system must consider context, however. The context module of P&G’s model

allows comprehenders to incorporate producer-specific information into forward models. Ex-

actly what kinds of information can be incorporated is underspecified, but, for the purposes of the

present discussion, egocentric biases will serve as a tool for experimentally probing the nature of

forward language models in sign language users.

Much of the validation for proposals of egocentrism in forward language models comes

from shadowing paradigms. This experimental setup, developed by Christovich (1960), asks par-

ticipants to shadow, or closely repeat, incoming information. In spoken language, this can take

the form of a participant repeating incoming auditory input as soon as possible after hearing it.

By measuring time delays between the input and the shadow (i.e., lag time), experimenters can

directly measure how efficiently participants can anticipate input. Different studies have assessed

how predictions are influenced by syntactic constraints (Marslen-Wilson, 1985), regular phone-

mic changes (Brouwer, Mitterer, & Huettig, 2010; Fowler, Brown, Sabadini, & Weihing, 2003),

allophonic variation (Honorof, Weihing, & Fowler, 2011), etc. Nye and Fowler (2003) demon-

strated greater alignment to a shadowing stimulus that conformed to participants’ native language

phonotactics. For full review of shadowing literature in the context of the P&G (2013) frame-

work, see Gambi and Pickering (2013).

1.2.3 Summary

P&G derive inspiration from the forward action modeling literature to put forth their own

proposal for forward language modeling. In both action and language, a motoric simulation of

an act facilitates predictions about the outcome and facilitates rapid accommodate of unexpected
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outcomes. This process is said to apply to both predictions generated for oneself, as well as those

persistently passively generated for others in the process of action and language comprehension.

Because the driving mechanism behind forward models is motoric simulation, errors are prone

to egocentric bias. When predictions are flawed, errors patterns exhibit characteristics of individ-

ual generating the forward model, rather than the observed stimulus. This bias has been used in

experimental investigations of spoken language (see Gambi & Pickering, 2013), and is again the

target of investigation for Experiment 1, as presented in Chapter 2 of the present work.

P&G make the case that action and language predictive representations differ in degree of

complexity but not qualitative kind. Prior evidence has been limited insofar as comparisons must

be made across experimental contexts: spoken language and action cannot be compared with the

exact same methodology and, instead of performing direct comparisons on a dataset, P&G point

to common patterns such as egocentric bias to make the case for motor stimulation. Experiment

1 (a) extends existing language forward modeling results to sign language and (b) provides a di-

rect comparison between action and language forward models, for individuals both familiar an

unfamiliar with the language in question, American Sign Language. There are reasons to believe,

however, that a change in language modality may be associated with a unique relationship be-

tween language and action predictions. The following sections provide a brief overview of sign

language linguistics as well as existing evidence of forward modeling-like predictions in the man-

ual modality.

1.3 The Overlap between Action and Language in Sign

1.3.1 Why Sign Language?

When considering language as action, sign language offers the closer comparison with ac-

tions in order to validate P&G’s claims simply because sign and actions (of the sort described by

P&G) employ the same articulators and are, therefore, more likely to employ similar predictive

processing mechanisms. In the case of spoken language, the majority of vocal articulators are not
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available in the same modality as the resulting language output: most articulators are hidden from

sight and perceptual contrasts of spoken languages are auditory. To derive the action command

(or the motoric specifics) of a speech sound, a comprehender must rely on associations between

auditory information and vocal actions, rather than relying on direct visual evidence of muscle

movements, as in the case of sign. The vocal articulators are also relatively specialized in their

use.

Sign language, by contrast, offers full visual access to the linguistic articulators, simpli-

fying P&G’s proposed associative learning for generating motor commands in covert imitation.

And, the overlapping nature of articulator use across both action and sign language would the-

oretically lead to an even more intertwined relationship than has already been observed. Offer-

ing full visual access to articulators, however, forces the language stream to be persistent. The

spoken language stream can be temporarily ceased when transitioning between words by discon-

tinuing vocalizations, but the visual nature of sign language forces transitions between words to

be visible. The present work will discuss the fluid sign stream in terms of segments: signs and

transitional periods (see Jantunen, 2013, for review). Sign language users may differentially em-

ploy transitional information in generating predictions about nonlinguistic actions. Transitional

movements may not be regulated by phonological principles, and sign language users may be in a

position to generalize their understanding of transitions beyond linguistic contexts.

While a more extensive investigation of sign language forward models would cover these

predictive representations in their entirety, as they are informed by syntactic and semantic struc-

ture, the following Chapters deal strictly with phonological information in predictive representa-

tions to facilitate later comparisons across signers and nonsigners. As such, the following section

will provide an overview of sign phonology to facilitate specifics in later chapters, covering the

utility of transitional information in generating predictive representations as well as the limited

existing evidence for egocentric bias in single-sign processing.
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1.3.2 Sign Phonology and Transitions

The phonological structure of sign language is generally characterized in terms of com-

ponents or parameters of sign form (e.g., Sandler & Lillo-Martin, 2006). These separate parame-

ters are, to some extent, parallel to the separation between consonants and vowels in spoken lan-

guages (Orfanidou, Adam, McQueen, & Morgan, 2009). Among these parameters, those chiefly

relevant to discussions of predictive representations include handshape, location and movement.

Handshape. Hand configuration, or handshape, is characterized by positioning of the fin-

gers (and thumb) of the hands. Sign languages differ in the number and specifics of the hand-

shapes of their permissible inventory. Early ASL sign researchers such as Stokoe (2005, reprint)

listed approximately twenty handshapes for ASL, but linguists have since identified more con-

trastive handshapes (approx. 40) and provided more detailed theories regarding the role of fea-

tures in generative grammar (Brentari, 1998). One way to discuss this set is to use the linguis-

tic notion of markedness to characterize handshape complexity. Brentari (1998), p. 118, in Sto-

koe notion (Stokoe, 2005, reprint), defines the set of unmarked (i.e., less complex) handshapes

as B, A, S, C, O, 1 and 5. These are the handshapes with either only one or all fingers selected

(i.e., actively engaged; see Mandel, 1981; Brentari, 1998). In the context of Brentari’s model, se-

lected fingers must be specified with additional flexion and spread information (i.e., how curled

is the finger and how far apart are fingers from each other). Intuitively, the more details to be

represented in specifying a predictive representation for handshape, the greater cognitive de-

mand required by such a prediction1. While handshape is routinely paired with additional phono-

logical information to give rise to a well-formed sign, but fingerspelling serves as a case where

detailed representations are generated primarily based on sequential presentations of complex

handshapes. Fingerspelling has been described as a system for presenting orthography (Geer &

Keane, 2017)2. In ASL, signers use signs to rapidly spell out English words, possibly because no
1For review of variation in handshape complexity in natural signing, see Eccarius and Brentari (2007).
2For a more in-depth discussion of the role of fingerspelling in ASL, as well as the relationship between ASL

fingerspelling and English, see Brentari and Padden (2001).
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such sign exists (e.g., brand names, novel technical terms, etc.). While some letters employ short

movements or palm orientation changes, fingerspelled letters in ASL are primarily unique hand-

shapes. Researchers refer to the presented letter as a hold, (Schwarz, 2000; Wilcox, 1992). Com-

monly fingerspelled words undergo a lexicalization process that may reduce the articulation of

certain holds or skip others altogether according to principles of lexicalization, or naturalization

(Cormier, Schembri, & Tyrone, 2008). While the end result of this process is a lexicalized sign,

in the sense that it may not be understood as having fingerspelled constituents, various forms

along the naturalization process would task signers with comprehending intermediate handshapes

that do not necessarily fit within the defined inventory.

Geer and Keane (2017) reviews evidence that deaf signers attend more to the overall

shape of the word. Akamatsu (1985) describes children attempting to fingerspell whole words,

rather than individual letters, and reports an anecdote of a child who only later realized a gestalt

sign she produced was comprised of fingerspelled components (as cited in Maxwell, 1988).

Schwarz (2000) investigated signer perception of fingerspelling videos without hold segments

and found that signers can derive some information from transitional periods alone, such as over-

all height (as cited by Geer & Keane, 2017). Novices, on the other hand, demonstrated greatest

accuracy from isolated hold segments in comparison to natural fingerspelling or transition-only

conditions (Geer & Keane, 2014). To further investigate how sign novices perceive fingerspelling

and acquire comprehension techniques, Geer and Keane (2017) provided participants with either

(a) standard classroom exercises to reinforce the ASL alphabet, or (b) explicit training in the

contrast between transitions and hold fingerspelling segments, as well phonetic variation (i.e.,

how a letter may look noncanonical in context). Only novices with explicit training showed

improvement in fingerspelling comprehension. While novices can be trained in attending to

transitional information (Geer & Keane, 2017), the transitional periods during fingerspelling

are certainly more informative to experienced signers who are familiar with phonological natu-

ralization processes and focus on the gestalt perception, rather than individual letters (Wilcox,

1992).
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Location. In fluent signing, handshapes are simultaneously paired with location and

movement information. Locations are typically described as either (a) positions relative to the

body (e.g., head, chin, chest) or (b) occurring in neutral space, the area in front of the signer.

Mauk (2003) documented evidence that sign location height during sign production is influenced

both by the height of neighboring signs, as well as the speed of production. Signs presented

in neutral space, as well as high frequency signs, were the most susceptible to co-articulatory

changes in height (Mauk, 2003; Mauk, Tyrone, Sock, Fuchs, & Laprie, 2008). Research on

the perceptibility of such a cue in generating predictions is limited to one case that explicitly

informed participants of co-articulation effects.

Specifically Grosvald and Corina (2012) showed participants sentences of the form I

WANT (X), I WANT FIND (X) and I WANT GO FIND (X), where (a) X was a sign with either

high or low elevation and (b), for experimental items, the video ended before X. Participants in

both signer and nonsigner groups were able to guess the height of X using co-articulation height

information present on WANT, and sign language exposure had no effect on performance. This

finding should be interpreted, however, knowing that task instructions explicitly highlighted the

possibility of long-distance co-articulation in linguistic stimuli. Additionally, the practice phase

for this task began with full I WANT (X) videos that explicitly showed the target item, and slowly

transitioned to the experimental items lacking the target X. The nature of these instructions and

practice likely facilitated awareness of height co-articulation for both groups. It remains to be

seen if nonsigners would perform similarly without explicit instruction, and whether or not speed

of movement, as described by Mauk (2003), prior to X is a sufficient source of information to

make a similar judgment. Experiment 2 of the present work specifically focuses on the utility of

transitional movement in sign identification.

Movement. Broadly speaking, movement in sign phonology can refer to (a) a path the

hand(s) take from one location to the next (e.g., moving from the chin to the chest), (b) a change

in handshape (e.g., changing from a fist to an open handshape), (c) a change in hand orientation,

or (d) a combination these movement types (Sandler & Lillo-Martin, 2006). The first kind of
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movement, path, is lexically specified and can take many forms: straight, arcing, circular, etc.

Sequential syllables in ASL can be distinguished based on these sequential movements (Corina

& Sandler, 1993). These movements within sign production have been shown to have less veloc-

ity and more acceleration than the movements that must occur between lexical items (Jantunen,

2013). In other words, lexical movement is produced more slowly than transitions, but takes less

time getting up to speed. Jantunen (2013) describes signs as maximizing the amount of time

moving at the appropriate communication rate, while transitions are far more variable. Because

transition movements do not have specified lexical representations, it may be the case that they

are purely regulated by the same efficiency and biomechanical principles that would govern non-

linguistic action. Section 1.3.3 will review existing evidence that signers make use of transitional

information during sign language comprehension. In light of the potential similarities between

linguistic and nonlinguistic transitions, this Chapter will provide a basis for predicting knowledge

transfer from language comprehension to action perception in sign language users, in advance of

the empirical investigation to this effect in Chapter 3.

Articulator engagement and symmetry. The discussion of handshape above highlights

how providing additional information articulator complexity handshape serves as an additional

cognitive demand in generating a mental representation. Specifying an entire additional articula-

tor might logically also be more cognitively demanding, but this notion does not bear out in sign

language processing literature. The fact that sign language makes of two large, independent ar-

ticulators does not have a clear spoken language parallel (Shield & Meier, 2018) and makes for

several interesting relationships to predictive representations more broadly. First, the hand an in-

dividual uses when producing one-handed signs is tied to hand dominance. Studies presented in

Section 1.3.4 exploit this fact to look for evidence of egocentric bias, and therefore motor simula-

tion in sign perception. Second, and the focus of the present section, executing a one-handed sign

is counter-intuitively more difficult due to a natural tendency for motor activation to be mirrored

across the two hands.

Battison (1978) is famous among the sign language research community for outlining
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the symmetry and dominance constraints on sign language production (as cited by Eccarius &

Brentari, 2007). The former states that, if the hands move independently in sign production, they

will be specified with the same handshape, location and movement. The latter states that, if the

hands are specified with different handshapes, the non-dominant hand will be passive in move-

ment and is limited to unmarked handshapes. Battison (1978) labels two-handed asymmetrical

signs as Type 3, the most complex. Two-handed signs with shared handshape, but passive and ac-

tive movements, are Type 2. Type 1 signs are symmetrical two-handed signs and, finally Type 0

signs are one-handed. By implication in Battison’s (1978) system, one-handed signs are the least

complex, but evidence from natural production data and neuroimaging evidence indicates that

one-handed signs may be as complex as Type 2 or 3 in terms of cognitive demand.

Meier (2006) summarized evidence of production errors during sign language acquisition.

In particular Meier (2006) documented cases of children exhibiting sympathetic articulation dur-

ing asymmetric productions (i.e., either Type 0, 2 or 3). In cases reported by Meier (2006), the

non-dominant hand, in early childhood productions, had a tendency to mirror the dominant hand

in either movement, location or both. Meier (2006) even suggested that children may be avoiding

Types 2 and 3 signs as a result of their difficulty. These sympathetic productions might be de-

scribed as a spreading of activation from dominant to non-dominant hand. A lesser incidence of

these errors in adult signers would, then, be indicative of an ability to suppress similar activation.

Hickok, Kritchevsky, Bellugi, and Klima (1996) documented evidence of an adult aphasic

signer who exhibited similar sympathy in asymmetric productions (movement and handshape)

for one-handed signs. Damage to left anterior frontal areas (Broadmann’s 44/45) may have re-

sulted in reduced ability to suppress non-dominant hand activity. In a related neuroimaging study

with native neuro-typical signers, Emmorey, Mehta, McCullough, and Grabowski (2016) found

greater activation associated with one-handed sign production in adjacent the left inferior frontal

gyrus, an area associated with motor suppression (Swick, Ashley, & Turken, 2008). Emmorey

et al. (2016) discussed this finding as evidence that the motor command is spread across the two

hemispheres when engaging in a two-handed production, but the same activation could be inter-
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preted as non-dominant hand suppression during the production of a one-handed sign.

Emmorey et al. (2016) contextualized their finding in relation to similar studies regard-

ing the increased premotor activity associated with nonlinguistic one-handed tasks (Koeneke,

Lutz, Wüstenberg, & Jäncke, 2004; Post et al., 2007). Additional neuroimaging evidence ex-

amined one-handed tapping with both the left- and right-hand among right-handed individuals.

Aramaki, Honda, and Sadato (2006) presented evidence that non-dominant hand tapping does not

impact the primary motor cortex for the dominant hand, but dominant hand directly suppresses

non-dominant motor cortex activity. In other words, interhemispheric motor suppression was uni-

directional, from dominant to non-dominant sides. Vines and colleagues directly investigated

intra-hemispheric suppression, as well as motor suppression asymmetries, via transcranial di-

rect current stimulation and reinforce the notion that, in the context of low-level motor activation,

one-handed productions result in non-dominant hand suppression (Vines, Nair, & Schlaug, 2006;

Vines, Cerruti, & Schlaug, 2008; Vines, Nair, & Schlaug, 2008). It is difficult to tie this kind of

minimal movement, tapping, to much more comprehensive motor planning tasks, but the evi-

dence for non-dominant hand suppression exists on the level of interhemispheric neuronal con-

nections.

Phonology summary. In sum, Battison (1978) implies that one-handed signs should be

less complex than two-handed signs. Intuitively, one would assume that an additional articulator

(i.e., the non-dominant hand) would render a production (or simulation thereof) more complex.

Instead, the default mode of manual productions may be to send symmetrical signals to both

hands (Meier, 2006; Hickok et al., 1996). In the case of a one-handed sign, one signal would be

sent to the dominant hand, and a suppressive signal would be sent to the non-dominant hand (e.g.,

Aramaki et al., 2006). Experiments 2 and 3 will rely on this proposal for interpreting differences

in responses to one- versus two-handed stimuli.
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1.3.3 Transitional Information in Sign Predictions

Following the work by Jantunen (2013), the transitional period of the fluid sign stream

was defined to begin as soon as the dominant hand diverts from the movement specified by a

given sign. This period ends immediately prior to the specified movement for the subsequent

item. With this definition in mind, a number of sign language comprehension studies can be un-

derstood as providing evidence that comprehension incorporates information prior to the onset

of the target sign, both in sentence and response-to-target contexts. Evidence from electrophys-

iological research, in particular, highlights the degree to which signers make use of transitional

information in ordinary sentence comprehension

In an event-related potential (ERP) study, Hosemann and colleagues (2013) examined

brainwave patterns, namely the N400 component, in response to German Sign Language (DGS)

sentences, with either semantically predictable or unpredictable endings. For example, a rab-

bit jumps across a path is much more predictable than a crocodile jumps across some meat. Per

DGS syntax, JUMP is the last sign in each case, but, if the established nouns are CROCODILE

and MEAT, EAT is the expected verb and JUMP is anomalous. Ordinarily, the N400 is observed

400 ms after semantically anomalous information. In the case of Hosemann et al. (2013), N400

effects were seen from 0 to 350 ms after the onset of the anomalous sign. In other words, infor-

mation in the transition to the sign JUMP shaped predictions before the sign was fully realized.

The information required to recognize an anomalous sign may occur up to 400 ms before the on-

set of the sign itself. Signers are therefore using preparatory transition movements for sign recog-

nition.

Arendsen, van Doorn and de Ridder (2007) provide some additional evidence for the in-

formative nature of transitional movement in a study that examined sign recognition reaction

times for both signers and nonsigners. More specifically, this study presented participants with

mixed sequences of signs in Sign Language of the Netherlands (NGT) and distinct grooming

gestures (e.g., scratching the nose, running hands through hair). The signs and gestures were
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produced in fluid strings, including transitional movement either from a rest position (hands on

a table) or from the preceding item. Participants were instructed to press a key whenever they

identified a sign. In P&G’s terminology, Arendsen et al. (2007) asked participants to construct

forward models of manual output and to respond as soon as they had sufficient evidence to iden-

tify a sign. Both deaf and hearing signers could draw on their knowledge of NGT, while the non-

signers made this judgment purely based on the manual form.

On average, all participants identified the sign 200 ms after sign onset, but signers were

90-150 ms faster than nonsigners at identifying signs, which is indicative of language experi-

ence giving rise to richer or more efficient predictive models. Importantly, across all participants,

there was a negative correlation between the duration of transition movement and response time

after stroke onset. In other words, the longer the sign model took to transition, the quicker partic-

ipants identified a given item as a sign. In the case of the signers, transitional movements likely

informed the linguistic process of sign identification. For the nonsigners, the explanation for the

correlation is less clear. Are nonsigners sensitive to linguistic elements of transitional movements

for categorization? What components of this manual stream are useful predictive evidence for ei-

ther group? Experiment 2 will address these questions. Experiment 1, however, covers the more

basic question of whether or not signers employ forward models in the way P&G have described.

1.3.4 Selective motor simulation in sign processing

Existing evidence regarding the use of motoric simulation to facilitate sign language com-

prehension can be found in single sign comprehension tasks. Here, hand dominance is used to

look for egocentric bias in lexical decision and match/mismatch tasks. While such evidence is

present, it is limited to specific cases and, therefore, calls for a more direct examination of for-

ward models of the sort presented in Chapter 2.

Corina and Gutierrez (2016) presented right-handed signers with a series of signs and

pseudosigns (phonotactically permissible, but non-existing signs), which were either presented

as filmed with a right-handed model or mirror reversed to give the impression of a left-handed
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model. Participants were asked to make a lexical decision: either respond yes or no to iden-

tify true signs and reject pseudosigns. Corina and Gutierrez (2016) base predictions on a

motor-simulation theory of language comprehension, and contrast participant performance on

handedness-aligned versus misaligned stimuli. In accordance with predictions, participants

responded more quickly to handedness-aligned items. Interestingly, participants were faster

to reject misaligned pseudosigns, perhaps suggesting a task-specific effect whereby more effi-

cient motor stimulations render pseudosigns harder to reject. Corina and Gutierrez (2016) note,

however, that these effects are limited to non-native signers, suggesting that motor simulation

may not be observable in a lexical decision task for native signers. Native signers are already so

efficient at sign recognition, the authors argue, that the handedness incongruence cannot impact

performance. While the notion of a ceiling effect for native signers in Corina and Gutierrez

(2016) remains valid, more recent evidence revisits conclusions regarding motor simulation by

testing both left- and right-handed subjects.

Watkins and Thompon (2017) conducted a similar sign perception task focused on hand-

edness. Native and non-native signers saw pictures followed by individual signs, presented as

either a left- or right-handed model. Participants simply indicated whether or not a given sign

matched the preceding picture. By recruiting both left- and right-handed participants, authors

were able to parse the effect of frequency from handedness-alignment effects. As the majority of

the population is right-handed, right-handed productions are far more common. Overall, Watkins

and Thompson (2017) report a main effect of model handedness, whereby response times were

overall faster for right-handed productions, regardless of participant handedness. In this match-

mismatch case, frequency of exposure seems to play a major role in response time, for both right-

and left-handed signers.

Sharma (2014) found a similar familiarity effect when asking both left- and right-handed

signers to sign with their non-dominant hand; left-handed signers produced fewer errors than

right-handed signers (as cited by Shield & Meier, 2018). Sharma’s (2014) left-handed partici-

pants may have, by visual familiarity alone, had stronger motor representations for right-handed
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productions than their right-handed counterparts had for left-handed productions. By extension

of this notion of visual familiarity, it may be the case that responses to more familiar stimuli, like

one’s friend versus a stranger, may be similarly expedited. Experiment 1 of the present work ex-

plores this idea further.

There was one exception to the frequency of exposure trend in Watkins and Thompson

(2017): left handed signers showed congruency effects (faster response times to left-handed pro-

ductions) only for two-handed asymmetrical signs. These phonologically complex signs involve

two different handshapes and Watkins and Thompson (2017) propose that motoric simulation is a

modulating factor in, rather than a primary mechanism for, sign comprehension. Hickok, Houde,

and Rong (2011) provide a review and critique of spoken language forward modeling literature to

similar effect: motoric simulation may only be a supportive mechanism under difficult or uncer-

tain conditions. The same logic for relative phonological complexity could be applied to different

groups, native vs. non-native, with more or less ease in completing the task (Corina & Gutierrez,

2016).

It is difficult to judge a priori whether or not a task would be sufficiently difficult to elicit

the theorized motor simulation. Hickok et al. (2011) highlight stimulus ambiguity and temporal

constraints as playing major roles in this regard; if the stimulus is sufficiently noisy or a response

must be generated quickly, motor simulation may support existing processes. It may be the case

that ordinary sign comprehension in the context of the experiments presented above (Watkins

& Thompson, 2017; Corina & Gutierrez, 2016) do not sufficiently tax comprehension mecha-

nisms in order to activate motor simulation. Only in the case of two-handed asymmetrical signs is

the visual information sufficiently complex to require additional support from motor simulation.

Experiments 1 and 2 of the present work employed more time-sensitive tasks to elicit motor sim-

ulation, either by directly engaging the participants’ expressive motor system in Shadowing, or

requiring persistent stimulus monitoring in a response-to-target task.
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1.4 Facilitating predictive representations

The notion that motor stimulation may be one component of full predictive representa-

tions gives rise to questions regarding what other cognitive abilities may play a role in predictive

language processing. Huettig and Janse (2016) describes visuo-spatial memory as facilitating

eye-tracking predictions. Donoff, Madan, and Singhal (2018) presents a novel task examining

motor imagery that, while not predictive, would likely share resources with a motoric simulation

mechanism.

More specifically, Huettig and Janse (2016) presented participants with many variations

on the following sentence in Dutch: “look at the displayed X,” where X could be a number of dif-

ferent nouns that took either the common or neuter gender of the article the. At the same time,

participants were visually presented with four pictures of objects, and an eyetracker was used to

monitor gaze. For any given trial, the target picture was the only item presented with the relevant

gender. Considering this task alone, Huettig and Janse (2016) examined whether or not partic-

ipants could generate predictions based on article gender and direct gaze to the target item. On

average, participants demonstrated such an ability, with proportion gaze to target significantly

above chance 2000ms after article onset.

This eyetracking task, however, was paired with measures of processing speed (digit-

symbol substitution; Wechsler, 2014), as well as both auditory (non-word repetition; Wechsler,

2014) and spatial memory (Corsi block test; Corsi, 1972). The authors then examined the rela-

tionship between amalgam measures for both processing speed and working memory to demon-

strate a significant relationship between each measure and a given participants’ proportion gaze

to the target. Huettig and Janse (2016) make the case that an individuals’ ability to retain the set

of visually presented objects in working memory is related to an ability to make linguistic predic-

tions in this task. Experiment 4 of the present work will further explore this link with a memory

task more targeted to the manual modality.
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1.5 Summary

P&G discuss both action perception and spoken language comprehension systems as be-

ing driven by the same motoric simulation processes that gives rise to detailed predictive repre-

sentations, also called forward models. The parallel between action and language is proposed,

however, on the basis of seeing similar patterns of results, including egocentric bias, across differ-

ent experimental designs (Pickering & Garrod, 2013). There is no reason to believe these results

would not extend to sign language, and even some evidence to suggest the relationship between

action and language would be stronger across a shared modality.

Sign may differ from speech, however, insofar as the sign stream is comprised of clearly

delineated purposeful versus transitional periods that are directly observable (Jantunen, 2013).

Signers may, as a result of experience generating predictions based on linguistic transitional pe-

riods, generalize to nonlinguistic contexts. Hosemann et al. (2013) and Arendsen et al. (2007)

demonstrate that the immediacy of signer predictive representations for language, but evidence

that signers employ motor simulation is mixed (Corina & Gutierrez, 2016; Watkins & Thompson,

2017) and any future studies on motor simulation in sign perception will need to carefully select

a task that is sufficiently difficult to solicit such processing (Hickok et al., 2011).

1.6 The present work

The following series of experiments aimed to, first, provide evidence for the use of mo-

toric predictive representations in the manual modality, by demonstrating a key feature of the

Pickering and Garrod (2013) model, egocentric bias. Part of this exploration in Experiment 1

entailed examining (a) how sign language experience impacts both linguistic and nonlinguistic

predictive representations, pseudosign and non-linguistic grooming gesture and (b) the role of

stimulus complexity in manual predictive representations, via one- and two-handed items. This

was accomplished via a Shadowing task that directly asked participants to act out their predic-

tive representations for various stimulus types, grooming gesture versus pseudosign, and stimulus
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models, themselves, friends and an unknown stranger. Do participants exhibit egocentric biases

during time-sensitive manual Shadowing? Is sign language experience associated with any bene-

fits to linguistic and/or nonlinguistic shadowing abilities? Does sign language experience facili-

tate predictions for particularly difficult stimuli?

Second, Experiment 2 investigated the degree to which forward models rely on transi-

tional information for generating predictions, as well as how sign language users may differen-

tially rely on handshape or movement information in linguistic and nonlinguistic contexts. Ex-

periment 2 employs the same one- versus two-handed complexity contrast as Experiment 1. The

task, in this case, required participants to attend to a video and press a button in response to a tar-

get item. Stimuli in Experiment 2 are the same as a subset of those presented in Experiment 1,

but feature either selective handshape blurring or still frames during transitional information. Ma-

nipulating the availability of different kinds of information, handshape and movement, during

transitional periods, and testing both signers and nonsigners, allows Experiment 2 to address sev-

eral questions: does sign language experience promote attention to specific phonological features

of transitional periods? And, are differences between groups limited to linguistic contexts?

Third, Experiments 3 and 4 focused on related abilities, including motor memory and mo-

tor imagery. This discussion includes both (a) the role of sign language experience in supporting

these respective abilities and (b) the role each of these abilities play in facilitating forward mod-

els. Experiment 4 also includes an examination of the relationship between Shadowing and the

Transitions response-to-target task, as presented in Experiments 1 and 2.

Overall, these experiments aim to (a) gage the role of sign language experience in lan-

guage and action forward models, (b) measure how sign language users differentially utilize tran-

sitional information in forward modeling, and (c) examine sign language users’ forward mod-

eling abilities in relationship to associated tasks (i.e., motor memory and movement imagery).

These goals help shape our understanding of language comprehension by investigating predictive

motor representations.
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2 Experiment 1: Shadowing in the manual modality

2.1 Introduction

Pickering and Garrod’s (2013) proposal on the nature of forward models relies heavily

on covert imitation being used to generate predictions about both action and language. Previ-

ous evidence has pointed to familiarity with a stimulus having an impact on predictive abilities

(Nye & Fowler, 2003; Watkins & Thompson, 2017). The present Experiment seeks measure the

immediacy or strength of forward models across both action and language for both those famil-

iar and those unfamiliar with the language. This measurement was accomplished by making the

covert imitations integral to Pickering and Garrod’s theory observable: making covert imitations

overt. Shadowing, as a methodology, does just that: participants are asked to imitate a stimulus

as closely in time as possible, and must rely on predictive processing to do so with minimal gap

between stimulus and response (Marslen-Wilson, 1985). Participants act as a shadow for a stim-

ulus, following along with every movement or syllable. While many studies have employed this

methodology over the years (e.g., Christovich, 1960; Marslen-Wilson, 1973; Scarbel, Beautemps,

Schwartz, & Sato, 2018), the majority of this research has focused on spoken language. Here,

shadowing was used as a tool for examining both gesture and sign language processing. As par-

ticipants watched a video, they copied the stimulus with as much accuracy and as little delay as

possible. A precise measurement of the delay between an action in a stimulus string and a partic-

ipants’ shadowed action, the lag time, serves as a dependent measure for participants’ ability to

predict an incoming stimulus. The functional purpose of forward modeling is language compre-

hension, and Pickering and Garrod’s (2013) theorized mechanism for forward modeling is covert

imitation. In the present Experiment, covert imitation is approximated by the immediate predic-

tions measured as participants overtly imitate, or shadow, various stimuli.

Although forward language models exist to facilitate predictions on many linguistic lev-

els, including syntax and semantics, the present Chapter focuses on the phonological level to fa-
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cilitate comparisons across signer and nonsigner language groups. Isolating phonology, in ab-

sence of semantics, means focusing on nonwords. Many spoken language studies have asked

participants to shadow similar verbal nonsense syllables to examine phonological predictions

(e.g., Honorof et al., 2011; Miller, Sanchez, & Rosenblum, 2013). The present study employed

the manual equivalent of nonwords, pseudosigns to uniquely focus on how signers’ phonologi-

cal knowledge may facilitate predictions in absence of semantic or syntactic information. Non-

sigers provide a control group for whom the phonological regularities of pseudosign should not

impact predictive representations. The closest comparable nonlinguistic actions are grooming

gestures (e.g., scratching one’s nose, adjusting one’s hair), as they make use of the same articula-

tors and body-contact while being unguided by any phonological principles. Life-long sign lan-

guage experience was hypothesized to build stronger internal representations for ASL phonology,

as well as develop greater ability to generate predictions based on transitional information, here

proposed to be common to both pseudosign and grooming gestures (for more detail, see Section

1.3.2. Signers were therefore predicted to show greater shadowing ability for both pseudosigns

and grooming gestures compared to nonsigners.

Because forward models depend on covert imitation processes unique to the individual,

predictions across action and language domains should be more effective when stimuli more

closely resemble the characteristics of the participant themselves (Knoblich & Flach, 2001; Nye

& Fowler, 2003; Watkins & Thompson, 2017). Such an effect reinforces the motoric basis of for-

ward models. The following Experiment involved filming each participant to examine predic-

tive abilities for oneself compared to a friend, as well as an unknown person. Forward models

for oneself are theoretically facilitated by the idiosyncrasies of one’s own motoric system, gen-

erating an egocentric bias. A friend, an individual the participant has seen sign and/or gesture

regularly, gives a basis of comparison with which the participant is visually familiar, but does

not have motoric knowledge. This visual familiarity may also facilitate predictive processing.

The novel third stimulus model showed the same productions produced by a model unknown to

all participants. While the friend serves as a baseline for the motoric facilitation of oneself (ego-
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centric bias), the unknown model serves as a baseline for effects of perceptual memory (visual

familiarity). The third model also allows all participants to be compared using the same model, in

contrast to the other models, which are participant-specific (oneself and one’s friend). In accor-

dance with Pickering and Garrod (2013), motor simulation was hypothesized to regulate all pre-

dictive representations, both linguistic and nonlinguistic, and broad familiarity was hypothesized

to further support predictive processing. Therefore, participants were predicted to demonstrate

the shortest lag times for themselves, followed by their friend, with the longest lag times for the

unknown model.

Across different models, individual stimuli were designed to also allow for comparisons

between how participants predict and execute one- versus two-handed signs and gestures. As de-

scribed in Section 1.3.2, evidence from child sign language acquisition (Meier, 2006), aphasiac

patient errors (Hickok et al., 1996) and neural activation patters (Emmorey et al., 2016; Ara-

maki et al., 2006; Vines, Nair, & Schlaug, 2008) point to the notion that symmetrical productions

should be considered the default, with one-handed productions requiring non-dominant hand sup-

pression. Briefly, both children and an aphasic patient have shown difficulty with asymmetrical

production, while adult signers are perfectly capable of these motor movements (Meier, 2006;

Hickok et al., 1996) and existing neuroimaging contrasts can be understood as greater suppres-

sion activity for one-handed productions (Emmorey et al., 2016).

Additionally, sign language use may rehearse ignoring information about hand domi-

nance (Shield & Meier, 2018). Anecdotally, adult signers report that they do not always attend

to whether an interlocutor is right- or left-handed; signers remember what was said, but not the

specific articulator (right- vs. left-hand) that was used to say it. Nonsigners, however, appear to

attend to such information. Anecdotally speaking, many instructors of athletics courses clear up

natural initial confusion about how to follow along by instructing participants to mirror (visually

observed action on the left equates to left-sided execution) or reverse athletic action. Nonsigners

naturally employ a mirroring strategy in copying sign movements (Pierpaoli, Ferrante, Manzoni,

& Fabri, 2014; Shield & Meier, 2018), instead of choosing to reverse observed movements or
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making reversal/mirroring divisions based on hand dominance.

In the present experiment, all right-handed participants shadowed right-handed models

producing both one- and two-handed pseudosigns and grooming gesture. Nonsigner participants

were, therefore, required to fight natural tendencies toward sympathetic movement (Meier, 2006)

and mirroring (Pierpaoli et al., 2014). Participants were instructed to attend to hand dominance

and to use their right hand to shadow the right hand of the model. While difficult, this task was

expected to be feasible for nonsigner participants and come naturally to signers..

It was hypothesized that (a) one-handed motor productions and predictive motor simula-

tions require non-dominant hand suppression, (b) non-dominant hand suppression slows predic-

tion mechanisms due to increased difficulty, and (c) regular production of asymmetrical motor

movements in sign language rehearses both non-dominant hand suppression and a natural ten-

dency to mirror imitated models. As a result of (a) and (b), shadowing lag times for one-handed

items were predicted to be longer than those for two-handed items. And related to (c) above, sign

language experience was expected to modulate the difficulty of one-handed items, leading to a

reduced difference between one- and two-handed items for signers.

2.2 Methods

2.2.1 Participants

Thirty-nine right-handed participants were recruited from the community in San Diego

via fliers, online postings, and word of mouth. Participants were recruited as pairs of friends who

spend time together in person regularly. 20 Deaf signers (12 Female, M age = 37.0, range: 24 to

59, SD = 10.6), with either early or native sign language exposure (age of acquisition < 6), and

19 sign-naïve English speakers (15 Female, M age = 38.8, range: 19 to 64, SD = 17.5) partici-

pated. Nonsigners had no sign experience or minimal sign knowledge (e.g., a few signs or the

fingerspelled alphabet). Group sizes were selected to roughly match the number of data points

per condition present in Mitterer and Ernestus (2008). One pair of nonsigner participants was ex-
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cluded for great difficulty in imitating stimuli during the filming session, one pair of signer partic-

ipants failed to return for the second visit, and one nonsigner was excluded for failure to complete

the task3.

2.2.2 Design

Participants saw six conditions in a 3 x 2 design: model (Self vs. Friend vs. Other) by

stimulus type (grooming gestures vs. pseudosigns). Self stimuli are videos of the participant pro-

ducing the stimuli set. The Friend model is the other member of the participant pair, an individual

with whom the participant is familiar. The Other model is a hearing signer confederate unknown

to all participants.

2.2.3 Materials

Grooming gestures, such as scratching one’s nose, rubbing one’s eye, etc., are nonlin-

guistic actions to which both signers and nonsigners have regular exposure. Twelve common

grooming gestures were used in this experiment. Each involved the dominant hand touching

some part of the body, including the non-dominant hand, the nose or elsewhere on the head or

face. The initial moment of contact is hereafter discussed as the contact point. In addition to fa-

miliarity, grooming gestures were chosen because they employ the same articulators as signs, but

are clearly non-linguistic and non-communicative. See Table 2.01 for list of grooming gesture.

The pseudosign stimuli were manual productions designed to match grooming gestures

in both place of articulation and symmetricity (number of hands involved), while conforming to

the phonotactic and phonological constrains of ASL. Pseudosigns were generated by manipulat-

ing one or more parameters of an existing sign to create a possible, but non-existing ASL sign.

The full item inventory is also listed above in Table 2.01, including glosses (i.e., English transla-

tions) of the phonologically closest existing sign and how it was manipulated for form the pseu-
3This participant’s mean reaction time was an outlier relative to other participants. Rather than shadowing, this

participant appears to have held items in memory briefly for one third of trials.
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Table 2.01: Experimental items for Shadowing, Transitions and Working Memory
tasks.

Grooming Gestures Pseudosigns
1. Tug ear 1. BACON, one handed, contact ear lobe
2. Wipe eye 2. PERIOD, originating at eye
3. Scratch face 3. ISREAL, under eyes
4. Scratch head 4. DRUNK, contacts head
5. Rub nose 5. GREEN, contacts nose, contra-lateral movement
6. Scratch nose 6. BORED, R handshape
7. Push sleeves 7. WHATEVER, B handshape
8. Rub Face 8. BELT, under eyes
9. Wipe under eyes 9. BEAR, on head
10. Stretch arms 10. LICENSE, 3 handshape
11. Twiddle thumbs 11. TEXTING, inward movement
12. Fold Arms 12. BYCICLE, F handshape, synchronized movement

Note. For images, see Table 7.09 of the Appendix.

dosign. For set of picutres representing this full inventory, see Section 7.2. The first six items in

each stimulus type are one-handed items. The latter six are two-handed items.

Randomized eight-item subsets of the twelve-item inventory were generated. Twelve such

subsets were selected to (a) avoid repeating any individual item within a subset, (b) repeat each

item eight times across all subsets and (c) include half one-handed and half two-handed items. A

model was filmed producing all twelve subsets as separate sentence-like strings for each stimulus

type. These productions employed fluid transitions from one item to the next. The model was in-

structed to produce each eight-item string as if it were a sentence. For each Model condition for

each Action Type, a participant saw twelve such strings, each containing eight of the twelve pos-

sible items. In addition to each participant and the Other stimulus model, a research assistant was

filmed producing each string. This research assistant was used for training and filming purposes,

as well as practice strings. Participants shadowed the research assistant for their filming session

and for two practice strings prior to each Type condition.
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2.2.4 Procedure

This study took place over the course of two sessions for each participant. The first ses-

sion was dedicated to filming productions for use in the shadowing task. Grooming gestures were

always filmed first, and the procedure was the same for both stimulus types. The procedure was

as follows: first, an experimenter showed a sample video of each item of a given inventory (pseu-

dosign or grooming gesture) to the participant and asked the participant to repeat each stimulus.

The experimenter provided feedback on the correct production of these items. Third, the exper-

imenter showed the participant prerecorded videos of experimental strings, as performed by the

demonstration model. The participant was asked to shadow each of these demonstration videos

three times. The experimenter offered feedback on both the production of individual items and

the fluidity of the production. Participants were encouraged not to return to a rest position be-

tween individual items, but instead to fluidly transition from one item to the next in the context of

a string. This procedure is repeated for both grooming gesture and pseudosign strings. Production

of grooming gesture strings and pseudosign strings was blocked (i.e., the Action Types were not

mixed). The same research assistant model who produced the grooming gesture and pseudosign

strings in the demonstration videos was used for all participants’ filming as well as practice items

at the next session. This filming session was limited to 1.25 hours to avoid participant fatigue;

this served as a limit on the amount of feedback that could be provided to participants. All videos

were captured and presented to participants at 1920 by 1080 resolution, at 60 frames per second.

Between sessions, the most fluent of each participant’s productions were selected. Pro-

ductions were chosen to maximize similarity to the research assistant’s demonstration videos,

both in articulation of individual items and smooth transitions between items. Stimulus videos

were selected to avoid hesitations and phonological mistakes. These individual strings were

concatenated into experimental videos with pauses between strings as well as cues to indicate

a change in conditions or an opportunity to take a break. After every sixth string, the screen

displayed the following text: "If you would like to take a break, please do so now." Breaks were
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offered twice for each of the six conditions: at the halfway point and at the end. Before each

new model condition, the screen displayed the following text: "You will now shadow [yourself

/ your friend / someone new]. Order of presentation of conditions (pseudosign vs. gesture, Self

vs. Friend vs. Other) was counterbalanced across participants. Half of participants shadowed

pseudosigns before grooming gestures and half shadowed grooming gestures before pseudosigns.

For each participant, model order was consistent across the two stimulus types. Half shadowed

themselves before their friend and half shadowed their friend prior to themselves. Given this Self

vs. Friend order, 30% saw the novel Other model first, 30% saw her in the middle and 40% saw

her last. Model order was nested within stimulus type to avoid switch costs.

The second session was dedicated to shadowing data collection. Participants stood in

front of an iMac running OSX 10.8 running Quicktime 10.4. Participants were filmed using the

forward-facing integrated iMac camera. This video was synchronized with a video screen-capture

of presented stimuli via Silverback® software4. For example output, see Figure 2.01. Participants

were first asked to watch all the items from a given inventory individually as performed by the

same model they had seen in the first session. This served as a reminder of the possible items.

Participants then shadowed two practice strings before completing the experiment. Participants

saw a total of twelve strings of eight items (96 trials) for each condition across six conditions,

which sums to 576 data points per participant.

2.2.5 Coding

The amount of lag, or delay, between the video recording of the participant and the stim-

ulus presented on the computer screen was labeled for each manual production. More precisely,

two coders placed labels on an ELAN® timeline, beginning when the stimulus model contacted

the target body location for a given production and ending when the participant also contacted

that location. Optimally, coders would label one specific frame in the video when a hand touches
4While stimuli were presented at 60 frames per second, hardware limitations prevented Silverback from recording

above 23.98fps at the highest setting.
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Figure 2.01: Screenshots from Silverback® , software used for measuring lag time. Shown here, Self (left)
and Friend (right) conditions.

the target location. However, this moment of contact may take place between or over the course

of two frames. In this case, coders were instructed make inferences about the trajectory of artic-

ulators by examining adjacent frames, and mark the contact point as the frame closest to when

actual contact likely happened. In absence of any actual contact (i.e., a participant approaches,

but never touches contact target location), coders were instructed to mark the apex of a move-

ment, or the first frame when a participant was no longer approaching a location before changing

direction. Two coders were trained on the same sample data such that ratings across both coders

could be directly compared. Coders discussed any disagreements of 2 or more frames to refine

coding practices before coding experimental data. Inter-rater reliability was calculated from 500

experimental data points. 75% of annotations were within 1 frame margin of error across all two

coders and 97% were within a 2 frames margin of error.

Coders were also instructed to label lag times that contained phonological errors or oth-

erwise did not reflect the participant’s shadowing ability. Of more than 24,000 data points, only

335 were rejected as error. Sixty-three of these were due to an error in the stimulus or technical

difficulty. Sixty-five were due to the participants’ failure to shadow, whether through a failure

to follow instructions or distraction. In forty-four cases, the participant produced a non-target

item (i.e., rather than producing grooming gesture Scratch Face, the participant produced Scratch

Head). One hundred forty-one errors were phonological: handshape, location or movement. The
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majority of phonological errors were in location (n = 85), followed by handshape (n = 49), and

movement (n = 7). These errors are excluded from the following analyses. For each phonological

error type, nonsigners showed a greater number of errors than their signer counterparts. The only

category where signers exhibited greater number ‘errors’ was in technical issues.

2.2.6 Analysis

The shadowing dataset was analyzed to address two distinct groups of hypotheses. The

first analysis examined the role of model identity (Self, Friend or Other) as it relates to either ego-

centric bias or visual familiarity, the second analysis addresses hypotheses related to production

symmetricity and both analyses address hypotheses related to the role of language experience

in phonological predictive representations. Statistical analyses were conducted with Stata 14.2

(StataCorp, 2015). Both tests are linear mixed effects models, with post-estimation contrasts of

marginal linear predictions.

2.3 Results

2.3.1 Effect of Model

To examine the role of model identity in predicting lag time, a Model, Group, Type, and

all interactions thereof were included as fixed factors in the prediction of lag times. Condition

order, an ordinal variable ranging from one to six, item identity, and subject were included as

random intercepts. Finally, both Action Type and Model relationship were included as random

slopes relative to the subject intercept. In essence, this model focuses on a full factorial design

of Type, Model and Group, while parsing out variation due to order effects, or variation in diffi-

culty between items. Random slopes of conditions relative to subject allow for between subject

variation in effect of conditions of interest. One subject, for example, showing a huge contrast

between grooming gesture and pseudosign, will not sway the overall analysis.

The omnibus test of this model is shown in Table 2.02 and parameter estimates for each
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Table 2.02: Summary of effect regressions of Lag times across the fixed
factors (Model, Action Type and Group), and their interactions.

Coefficient SE z p > |z|
Fixed Effects

Intercept 448.101 20.173 22.21 < 0.001
Group 15.784 28.171 0.56 0.575
Model

Self vs. Friend 20.158 7.299 2.76 0.006
Self vs. Other 24.685 11.151 2.21 0.027

Group * Model
Self vs. Friend -10.710 10.204 -1.05 0.294
Self vs. Other -10.330 15.538 -0.66 0.506

Type 30.055 15.819 1.90 0.057
Group * Type -44.825 22.094 -2.03 0.042
Model * Type

Self vs. Friend -17.179 7.778 -2.21 0.027
Self vs. Other -22.385 7.842 -2.85 0.004

Group*Model
Self vs. Friend 20.575 10.870 1.89 0.058
Self vs. Other -7.850 10.916 -0.72 0.472

Random Effects
Subject

SD (Intercept) 7360.171 1766.465
SD (Type) 4006.918 1018.044
SD (Model) 441.42 120.056

SD (Item) 1042.484 114.318
SD (CondOrder) NAa

Note. SD = Standard Deviation; SE = Standard Error; p = p-value
significance; CondOrder = Order of Condition; NA = Not available.
a Calculation suppressed due to computational limitations.

condition are shown in Figure 2.02. Counter to expectations, there was no main effect of Group.

There were, however, main effects of Model, as well as a marginal main effect of Type. There

was a significant two-way interaction between Group and Action Type, p = 0.042. Parameter esti-

mates indicated a trend whereby nonsigners showed faster lag times for grooming gestures com-

pared to pseudosigns (M = 463, SE = 20.5; M = 480, SE = 25.1), while signers showed slower

lag times for grooming gestures compared to pseudosigns (M = 472, SE = 20.0; M = 448, SE =

24.5). A contrast of marginal linear predictions showed no simple effects: neither group showed
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Figure 2.02: Parameter estimates for a linear mixed effects model examining the effect of Model and Type
(Gest = grooming gesture; PSign = pseudosign) on lag times for each group.

a significant difference between Action Type. Simple effects were only seen by testing at each

level of Model for each group: nonsigners showed a marginal Type difference for Self stimuli,

c2(1) = 3.61, p = 0.057, and signers showed a significant Type difference for Other stimuli, c2(1)

= 8.52, p < 0.01. This two-way interaction is instead better understood within the context of the

three-way interaction of Group, Type and Model.

In the omnibus test, there was a marginal three-way interaction between the first two lev-

els of Model (Self and Friend), Type and Group, p = 0.058. Contrasts of marginal linear predic-

tions were performed to test hypotheses regarding egocentric bias (Self vs. Friend) and visual

familiarity (Friend vs. Other). Nonsigners exhibited an interaction between Type and the Self

vs. Friend model contrast, c2(1) = 4.88, p =0.03. Signers showed no such interaction, c2(1) =

0.20, p =0.65. An additional contrast to parse this two-way interaction showed that nonsigners

exhibit an egocentric bias for grooming gestures, c2(1) = 7.63, p = 0.01, but not pseudosigns,
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c2(1) = 0.17, p = 0.68. Nonsigners were significantly faster for grooming gestures when shadow-

ing themselves (M = 448, SE = 20.2) compared to their friend (M = 468, SE = 20.7).

Regarding the effect of visual familiarity, there was a three-way interaction between

model (Friend vs. Other), type and group, c2(1) = 6.80, p = 0.01. Examining this as a two-way

interaction for each group revealed that the signers showed a visual familiarity effect, c2(1) =

19.62, p < 0.01, but the nonsigners do not, c2(1) = 0.44, p = 0.50. Further investigation revealed

that this effect is present in the pseudosign stimuli, c2(1) = 16.24, p < 0.01, but not the grooming

gestures, c2(1) = 0.47, p = 0.49. Contrary to expectations, signers were significantly slower when

shadowing their friend (M = 462, SE = 24.7), compared to the unknown Other model (M = 433,

SE = 26.0).

One way to understand the anti-familiarity effect among the signers is to assume that

there is something about the pseudosign stimuli that were inherently more predictable in some

pragmatic way. One means of making a stimulus more predictable is to have a more stable inter-

item interval (i.e., a more regular beat or rhythm). Measures of inter-item intervals were avail-

able because Chapter 3 measured transition times for all 96 target items within the Other model’s

videos. With 48 items per Action Type, a post-hoc paired t-test showed that grooming gesture

transition times (M = 1106, SD = 416) were significantly faster than pseudosign transition times

(M = 1242, SD = 361), t(47) = -2.58, p = 0.01. An extra 100ms may be enough to give signers an

advantage in these predictions, but variance (as opposed to duration) is a better representation of

temporal regularity. Variance refers to how tightly data points are clustered around the mean. A

smaller variance in transition duration would mean that items were produced at a more regular in-

terval. A post-hoc F test of equality of variance indicates that there is no significant difference be-

tween the regularity of pseudosign and gesture productions in the Other stimuli, F(1,47) = 1.33, p

= 0.17.
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2.3.2 Effect of Symmetricity

A very similar model to the one described in the previous section was used to examine the

effect of Symmetricity (one- vs. two-handed) items on lag time. The only difference between this

model and the previous one is that model was exchanged for Symmetricity as both a fixed factor

and a random slope. Fixed factors included Symmetricity, Type, Group, and all interactions. Ran-

dom intercepts included item, condition order, and subject, with subject by Type and subject by

Symmetricity random slopes. Random intercepts permit variation in overall lag time depending

on item or the order of the condition. Random slopes permit lag time variation in how each sub-

ject exhibits Action Type or Symmetricity effects, while still looking at these effects across the

dataset.

Table 2.03: Summary of effect regressions of Lag times across the fixed
factors (Symmetricity, Action Type and Group), and their interactions.

Coefficient SE z p > |z|
Fixed Effects

Intercept 469.574 20.922 22.44 < 0.001
Group -2.624 29.209 -0.09 0.928
Sym -12.598 6.553 -1.92 0.055
Group * Sym 22.282 9.114 2.44 0.014
Type -2.353 15.816 -0.15 0.882
Group * Type -25.767 22.066 -1.17 0.243
Sym * Type 38.502 8.64 4.46 < 0.001
Group * Sym * Type -29.47 12.005 -2.45 0.014

Random Effects
Subject

SD (Intercept) 7962.053 1900.127
SD (Type) 4042.037 1022.397
SD (Sym) 108.194 107.688

SD (Item) 755.736 113.81
SD (CondOrder) NAa

Note. SD = Standard Deviation; SE = Standard Error; p = p-value signif-
icance; Sym = Symmetricity; CondOrder = Condition order, first through
sixth.
a Calculation suppressed due to computational limitations.

The omnibus test of this model is shown in Table 2.03 and parameter estimates for each
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Figure 2.03: Parameter estimates for a linear mixed effects model examining the effect of Symmetricity
and Type (Gest = grooming gesture; PSign = pseudosign) on lag times for each group. †p < .1, ⇤p < .05.

condition are shown in Figure 2.03. Consistent with the previous model, but counter to predic-

tions, there was no main effect of Group. There was, however, a marginal main effect of Sym-

metricity, p = 0.055, whereby one-handed items had marginally longer lag times (M = 471, SE =

15), compared to two-handed items (M = 460, SE = 15). There was also a two-way interaction

between Group and Symmetricity, p < 0.05, and contrasts of marginal linear predictions indicate

that signers exhibit a main effect of Symmetricity, c2(1) = 8.85, p < 0.01, but nonsigners do not,

c2(1) = 1.82, p = 0.18. Again, this two-way effect can be better understood in the context of the

three-way interaction.

The omnibus test of the model showed a three-way Symmetricity by Type by Group in-

teraction, p = .01. Contrasts here revealed that nonsigners exhibit a two-way interaction between

Symmetricity and Type, c2(1) = 19.86, p < 0.01, but this was not the case for signers, c2(1) =

1.17, p = 0.27. Further, nonsigners showed a significant effect of Symmetricity for pseudosigns,

36



c2(1) = 15.56, p < 0.01, and a marginal effect of Symmetricity for grooming gestures, c2(1) =

3.70, p = 0.055. An examination of parameter estimates revealed that these effects were in oppo-

site directions. For pseudosigns, nonsigners showed significantly faster lag times for two-handed

items compared to one-handed items (M = 457, SE = 21.1 vs. M = 470, SE = 20.9). For groom-

ing gestures, nonsigners showed marginally slower lag times for two-handed items compared to

one-handed items (M = 467, SE = 25.5 vs. M = 493, SE = 25.6).

2.4 Discussion

Through the first model, presented in Table 2.02, we can see that the signers and nonsign-

ers shadow the grooming gestures and pseudosigns differently. Although parameter estimates

(a) are in line with predictions about signers showing shorter lag times for more familiar sign

phonology and (b) point to improved prediction abilities for more familiar grooming gestures

for nonsigners, these trends are only visible as an interaction between group and linguistic status

rather than strong preferences in for either stimulus type within either group. Instead, the trends

(a) and (b) are driven by differential responses for specific models. Signers show significantly

better pseudosign predictions abilities for the well-trained unfamiliar model, when compared to

grooming gestures performed by the same model. Nonsigners show significantly better grooming

gesture prediction abilities for themselves, when compared to predicting their own pseudosign

productions. Although these trends can be described as in support of hypotheses regarding the

effect of phonological knowledge or perceptual familiarity of grooming gestures, the pattern of

results is better explained through differences related to egocentric bias or prosodic cues.

The contrasting models in the present experiment were, in part, presented to look for di-

rect evidence of egocentric bias in each group, for each stimulus type. Under the conditions that

most closely replicate previous studies (e.g., Knoblich & Flach, 2001), with nonsigner partici-

pants watching familiar stimuli (i.e., grooming gestures), in a comparison between oneself and

one’s friend, there was evidence of egocentric bias. The lack of evidence of egocentric bias for

nonsigners shadowing pseudosigns is harder to explain. The nature of motoric simulation in the
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context of Pickering and Garrod (2013) requires that the predicted actions be sufficiently familiar

in order to generate a motor command from perception alone. It may be the case that nonsign-

ers’ dearth of pseudosign experience leaves them incapable of accessing the motor commands

required for covert imitation. However, the lesson regarding egocentrism from both Watkins and

Thompson (2017) and Hickok et al. (2011) was that covert imitation facilitates predictions for

particularly difficult stimuli. Overall means indicate that pseudosign stimuli were more difficult

for the nonsigners than grooming gestures, there was no egocentric bias for the more difficult

pseudosigns. Instead, the present evidence may point to a revision of Hickok’s (2011) proposal,

whereby difficult but familiar contexts engage motor simulation.

Hickok’s (2011) notion that only particularly difficult stimuli engage motor simulation is

especially relevant for examining signer shadowing performance. It may be the case that sign lan-

guage experience renders shadowing a less cognitively demanding task for the signers compared

to nonsigners. Additional correlation evidence from Experiment 4 points to this being the case.

For signers, documented egocentrism effects in Watkins and Thompson (2017) were limited to

two-handed asymmetrical items, which were not present in the present study. Future Shadowing

studies might include more complex stimuli such as this.

Friend versus Other contrasts were performed on the relevant mixed effects model (see

Table 2.02 for model information) to examine the effect of visual familiarity on shadowing abil-

ity. No facilitative effect can be seen. Instead, signers were significantly faster for the unknown

Other model when shadowing pseudosigns compared to shadowing Friend. This finding has

greater bearing on the quality of these stimuli than on the nature of shadowing familiar versus

unfamiliar models. The quality of Friend stimuli was restricted as it reflected the best productions

that participants (both signer and nonsigner) could produce in the limited span of an hour and fif-

teen minutes. In contrast, the Other model was a dedicated hearing signer confederate who was

more highly trained over the course of several hours. While the average participant developed no

memory for the randomized order of each string in their limited viewings, the Other model mem-

orized these lists to some extent. The Other model may have, therefore, provided higher quality,
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and therefore more predictable productions. In this case, quality could refer to either (a) the fea-

tures of a good production that were explicitly solicited from participants or (b) phonological or

prosodic regularities of the sort seen in natural sign language production.

In the former case, high quality productions were experimentally defined as having few

hesitations and disfluencies (i.e., pauses or the manual equivalent of ‘umm’) as well as produc-

tions closer to the target handshape, location, and movement. If this pattern was simply an effect

of increased fluidity and more consistency, yielding more predictable stimuli, one would expect

to see a shorter lag times for Other across groups and stimulus types. Instead, this benefit was

only observed for the signers shadowing pseudosigns. Therefore, there may be some prosodic

feature of the Other model’s pseudosign productions that were inherently more predictable only

by those with sign language experience interpreting such prosodic cues. In other words, the Other

model (a highly proficient signer), knowing she was producing pseudosigns, may have applied

prosodic cues to these stimuli and not the gestures, which were, in turn, only interpretable to

those familiar with interpreting such prosodic information.

It is difficult, however to specify exactly what these prosodic cues may be. Subtleties in

the location of the hands for a given item can impart information about future locations via co-

articulation (Grosvald & Corina, 2012; Mauk, 2003) and, while signers can glean important in-

formation from handshape transitions during fingerspelling (Schwarz, 2000; as cited in Geer &

Keane, 2017), the same information may be distracting to nonsigners (Geer & Keane, 2014). The

Other model often knew what the next pseudosign would be, as a result of more extensive train-

ing, and may have provided subtle co-articulation as prosodic cues across location, handshape

and movement. She may have, for example, produced pseudosigns at the face slightly lower if the

subsequent item were produced in neural space. Considering the stimulus, it is possible that the

Other model only produced co-articulation in her pseudosign videos and not in her grooming ges-

tures. Considering group differences, these co-articulatory cues may only be predictively useful

for signers. Even if the same cues were present in the grooming gesture videos, it is possible that

signers only considered co-articulation information relevant in linguistic contexts. Sign language
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comprehension, in general, makes use of manual co-articulation to facilitate phonological for-

ward models (Grosvald & Corina, 2012), but evidence of group differences in this domain, while

intuitive, have yet to be demonstrated. The present data cannot, however, differentiate between

this information being only present in phonological contexts versus being only perceptually use-

ful in these contexts. A prosodic cue that was measured is temporal regularity; items produced

with a regular rhythm may be more predictable than those produced with a more random interval.

This information is, in part, available through measurements made for experimental targets used

Experiment 2. Specifically, 96 inter-item intervals were measured in these videos. Transition time

between items was approximately 100ms longer for the Other model’s pseudosigns compared to

her grooming gestures. These two means are not statistically different in their variance, however,

indicating that the pseudosigns were not significantly more regular in their timing. With only 48

observations per Type, this test may have been underpowered, but future investigations might

examine what specific prosodic cues make stimuli more predictable. The prosodic differences

across pseudosign and grooming gesture strings for the Other model may be subtler than duration

or co-articulation. There may be differences, for example, in the acceleration profiles of transition

movements. The next section will go in more detail regarding the role transitional information

may play in facilitating predictions.

A separate statistical model in the present experiment addressed the effect of symmetric-

ity, as inspired by the notion that non-dominant hand activation may be difficult to suppress, and

particularly difficult for nonsigners. Contrary to expectations, signers showed slightly longer

lag times for both one-handed grooming gestures and pseudosigns. While this non-dominant

hand suppression can be seen in pseudosign shadowing lag times for the nonsigners (longer for

one-handed pseudosigns), nonsigner grooming gesture lag times showed the opposite effect. For

nonsigners, it was marginally easier to shadow one-handed grooming gestures compared to two-

handed grooming gestures. This is a difficult effect to explain in isolation, but it does fit into a

broader pattern.

Specifically, for signers, symmetricity has the same effect across Action Types; signers
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are treating all stimuli similarly. This result suggests that sign language experience may have

guided how these participants approached this task more broadly. Regardless of stimulus type,

pseudosigns or grooming gesture, signers show trends toward facilitation of symmetrical produc-

tions. Nonsigners, in contrast, only show symmetrical facilitation for unfamiliar and phonologi-

cally complex pseudosigns. Nonsigners were marginally faster for one-handed familiar grooming

gestures. It may be the case that one-handed grooming gestures are more familiar to nonsigners

than the two-handed counterparts, as these one-handed items may be more frequent in day-to-day

use. When considered in tandem with egocentric bias (self vs. friend) results discussed above,

it may be the case that a very detailed egocentric motoric simulation guides nonsigner shadow-

ing of grooming gesture: when stimuli are familiar, nonsigners can draw directly from their own

experiences and ease of one-handed gesture production. Nonsigner motoric simulation of pseu-

dosigns, in absence of detailed motor experience, may be more abstract and more susceptible to

broad motor effects like non-dominant hand suppression.

Overall, the present Experiment does little to support the Pickering and Garrod (2013)

model of persistent and robust motor simulation. The limited evidence of egocentric bias pre-

sented here instead recalls proposals related to familiarity biases (Watkins & Thompson, 2017)

and cognitive load (Hickok et al., 2011). Pseudosigns were insufficiently familiar for the nonsign-

ers to engage in egocentric motor simulation, and shadowing broadly may not have been suffi-

ciently cognitively demanding to solicit such and effect for the signers. Where there is egocentric

bias, however, in nonsigner grooming gestures, there is also evidence for familiarity facilitation

of one-handed gestures. Where there is a lack of egocentric bias, in signer shadowing, there is

evidence of difficulty suppressing motor activity on the non-dominant hand, despite hypothesis

regarding the modulating influence of sign language experience on suppression abilities. Instead,

signers’ relative ease in shadowing a skilled signer model highlights the need for future research

on the phonological or prosodic cues that might lead to such facilitation5.

5This chapter, in part, is currently being prepared for submission for publication of the material. Brozdowski,
Chris; Emmorey, Karen. The dissertation author was the primary investigator and author of these materials.
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3 Experiment 2: Transition motion in manual predictions

3.1 Introduction

The present Experiment was designed to build upon notions of predictive representations,

as investigated in Experiment 1. While Experiment 1 was focused on the mechanisms that facil-

itate predictive representations (i.e., motoric simulation and familiarity) for the individual, Ex-

periment 2 is more focused on the nature of the stimulus and, more specifically, the phonological

parameters available during transitional periods. After defining what is meant by a transition,

the present introduction will provide evidence that signers use these periods to generate predic-

tive models of linguistic stimuli, and set up questions regarding the utility of handshape versus

movement during these periods, as well as the transferability of these abilities outside linguistic

contexts.

For the purposes of the present discussion, the transitional period was defined by Jantunen

(2013). This period begins as soon as the dominant hand diverts from the movement specified by

a given pseudosign or grooming gesture. The transitional period ends immediately prior to the

specified movement for the subsequent item. Using this demarcation method, Jantunen (2013)

examined fluid narrative signing and found differences between signs and transitions in both

speed and acceleration profiles. While there is some debate in the literature as to the length of

signs or how to divide up fluid signing (see Jantunen, 2015), Jantunen (2013) makes the case that

there is a qualitative phonological difference between signs and transitions.

When viewed through this lens, existing evidence on sign perception indicates that transi-

tional periods facilitate predictive models. Hosemann et al. (2013) presents evidence that signers

are able to detect a semantically anomalous sign slightly prior to onset. Arendsen et al. (2007)

presents evidence that, for signers, links longer transition lengths to shorter reaction times in

a sign identification task. For participants in each study, the information immediately prior to

sign onset was likely somehow incorporated into predictive representations. More remains to be
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asked, however, about what components of transitional information are useful to signers. The

components of the signal can be broken down by phonological parameter: movement, or trajec-

tory, and handshape. Each could theoretically contribute to predictions in comprehension as the

signer transitions from one lexical item to the next.

The direction of broad transition movements would allow a signer to draw conclusions

about the onset location of a subsequent sign. For example, a hand moving upward at high veloc-

ity could probabilistically give information about an onset location at the forehead for the sub-

sequent sign. A slower velocity might signal the next onset location as the chin. By narrowing

the possibility space for subsequent location, a signer would be more rapidly able to activate the

relevant sign. While there is currently evidence for co-articulation in sign (e.g., Mauk, 2003), the

only evidence that comprehenders can make use of these cues focuses on anticipatory location

co-articulation on a previous sign, and demonstrated that, with explicit instruction, both signers

and nonsigners are capable of detecting this cue (Grosvald & Corina, 2012). No such evidence

for the utility of transitional velocity exists.

By analogy to spoken language, however, we can see a process similar to the proposed

utilization of velocity occurring with phonological onset competitors in eye-tracking research

(e.g., Allopenna, Magnuson, & Tanenhaus, 1998). Here, spoken language users listen to a target

word and activate non-target items with the same phonological onset. Given a high, as opposed to

low, velocity transition upward, an experienced signer might activate a set of signs in a high loca-

tion phonological neighborhood. Experiment 2 examined to what extent signers and nonsigners

rely on transitional movement in predictive contexts, and whether or not signers’ ability to attend

to transitional movement is confined to contexts with sign phonology.

During the course of transitional movements, the shape of the hand also changes. Much in

the same way as signers likely use movement to draw inferences about the phonological onset of

the upcoming sign, signers may use pre-onset handshapes to generate predictive representations

about the handshape of a subsequent sign. There are even some instances in ASL when signers

must attend to intermediate handshapes. Fingerspelling refers to the rapid sequential presentation
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of signs that correspond to letters in an orthography, and is used by ASL signers to refer to proper

names in English, for example. In ASL, these letters are primarily unique handshapes. While

rapid transitions between handshapes alone are not sufficient information for comprehending,

signers do make use of this information in fingerspelling comprehension (Schwarz, 2000, as cited

by Geer & Keane, 2017).

Additionally, when specific words are produced frequently, certain fingerspelled words

are start to lexicalize in order to to better conform to the phonology of ASL (Cormier et al., 2008;

Brentari, 1998). This lexicalization process can include dropping some letters or not fully articu-

lating others in order to conform to phonological constraints or improve efficiency. Because sign-

ers extract intermediate handshapes in comprehending natural fingerspelling, they may be better

equipped to generate predictive representations based on handshape information prior to the onset

of a sign. The present Experiment examined whether or not singers and nonsigners differ in their

ability to incorporate transitional handshapes into predictive representations, as well as whether

or not this ability to attend to transitional handshape is confined to contexts with sign phonology.

To examine participants’ ability to attend to both transitional movement and handshapes,

Experiment 2 selectively degrades transitional information in different ways, while preserving

the timing of presentation. First, the sentence-like strings of Other model videos, as described in

Experiment 1, are used in Experiment 2 as Normal videos. Second, Blur videos were generated

by applying a moving Gaussian blur to only to the hands in the Normal videos during all transi-

tional periods. This blur eliminated all transitional handshape information. Hold videos took the

final frame of the immediately prior to a transition and extended its duration for the entire tran-

sitional period. Each Hold video began with the model in the rest position until the first frame of

the first item. The video then froze on the final frame of each item. The frozen frame lasted for

the duration of each transitional period. Participants watched these videos monitoring for a target

item that may occur at any point. While this response-to-target procedure does not rely on overt

imitation of the stimulus like shadowing in Experiment 1, participants were expected to provide

response times consistent with the strength of their predictive representations. The stronger a pre-
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dictive representation, the faster a participant can identify a target stimulus.

These predictions, as proxy for forward models, are hypothesized to play a major role

in language comprehension (Pickering & Garrod, 2013). By extension, it was hypothesized that

sign language experience would bolster motoric predictive representations, and therefore pre-

dicted that signers would have overall faster response times compared to the nonsigner group. As

previous evidence points to signers making use of transitional movement (Arendsen et al., 2007;

Hosemann et al., 2013) and handshapes (Brentari, 1998; Cormier et al., 2008) during language

comprehension, it was further predicted that signers would show greater RT penalties due to the

loss of transitional information (i.e. slower RTs for Blur compared to Normal videos and slower

RTs for Hold compared to Blur videos). The present Experiment maintains the same one- vs.

two-handed stimuli as Experiment 2. In the context of the broader work, via evidence of the dif-

ficulty and additional neural activation associated with producing asymmetrical signs (Meier,

2006; Hickok et al., 1996; Emmorey et al., 2016), one-handed production and motor simula-

tion are hypothesized to require non-dominant hand suppression. Under Pickering and Garrod’s

(2013) proposal, covert motor simulation guides predictive abilities such as those required to per-

form the present response to target task. As such, predictions regarding Symmetricity contrasts,

as described on page 25, were predicted to hold across both Experiments. Namely, sign language

experience was expected to grant users improved ability to suppress non-dominant hand activity,

which renders one-handed motor simulations naturally more difficulty than symmetrical two-

handed simulations. Nonsigners were expected to show increased RTs for one-handed produc-

tions and signers were expected to show reduced or no difference between one- vs. two-handed

items, as a result of greater experience suppressing non-dominant hand activity.

This is not to say that the two experiments are exactly the same, however. While Shadow-

ing requires full overt production in addition to motor simulation, the present Experiment only

requires the latter. As such, a reduced effect of Symmetricity, relative to the previous Experi-

ment, was predicted. Alternatively, it may be the case that motor simulation is not engaged by

a more passive button-press task. Such a task is more susceptible to visual matching strategies,
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and maintaining one’s hand on a button may be sufficient to suppress dominant hand motor simu-

lation. Evidence from symmetricity contexts across the two Experiments is contrasted in Section

6.1.3 of the General Discussion.

3.2 Methods

3.2.1 Participants

Forty-two right-handed participants were recruited from the community in San Diego via

fliers, online postings, and word of mouth. Twenty-one Deaf signers (13 Female, M age = 35.5,

range: 60 to 17, SD = 9.8), with either early or native sign language exposure (age of acquisition

< 6), and 21 sign-naïve English speakers (12 Female, M age = 29.0, range: 19 to 59, SD = 11.2)

participated. In a two-tailed independent samples t-test, signers were found to be marginally

older than their nonsigner counterparts, p = 0.053. This was not considered an issue, however,

because all predictions focus on improved reaction times for signers, and age, in general, reduces

response times (Der & Deary, 2006). This age differences only contributes to Type II error. Non-

signers had no sign experience or minimal sign knowledge (e.g., a few signs or the fingerspelled

alphabet). In parallel with Experiment 1 above, group sizes were selected to roughly match the

number of data points per condition present in Mitterer and Ernestus (2008).

3.2.2 Design/Materials

Participants saw six conditions in a 3 x 2 design: Condition (Normal vs. handshape Blur

vs. Held transitions) by stimulus Type (gesture vs. pseudosign). The timing of videos was never

manipulated; the delay between the first and second item in any given string is preserved across

conditions. The Normal videos were identical to the Other videos from Experiment 1. The Blur

videos added a heavy Gaussian blur to the hands during transitional periods for the same videos.

Blurring prevents the use of intermediate handshape in facilitating predictions about the upcom-

ing pseudosign/gesture, while still revealing broader movements of the sort shown in Klima et
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al. (1999). The Hold condition preserved the final frame of a pseudosign or gesture for the entire

transition time, which removed all transitional information. To the observer, this manipulation

appears to be rapid sequential presentation of stimulus items with a still frame in between. Blur

and Hold stimuli were generated with Adobe® Premiere Pro CC. Blur videos were generated by

adding a masked blur layer that was key-framed to fit precisely over the hand. All stimuli were

shown at 1920 by 1080 pixel resolution, at 60 frames per second.

3.2.3 Procedure

Each participant sat in front of an iMac running OSX 10.8 running Psyscope X B77

(Cohen, 1993). Instructions and practice items demonstrated the structure of this response-to-

target task. The instructions were as follows:

The goal today will be to see how quickly you can identify an invented sign or gesture in con-
text. We will look at this by first showing you a picture of a ‘target’ item. Press the space key
to continue to the following video. This video will show several invented signs or gestures in
a sequence. Please press the B key as soon as you see the target item. If you forget the picture
that was shown, please wait until video ends. If you press the B key and nothing happens,
please also wait until the video ends. It’s important that you focus and press B as quickly as
you can when you see the target item. Sometimes, you will see blurring between invented
signs or gestures, or the video will freeze before moving on to the next items. Please do your
best to ignore blurring and freezing and only try to predict the target sign or gesture. Let’s
start with the (pseudosigns/gestures). You will now see a video of each of the possible target
items.

The participant then saw an isolated video of each item of the 12 items in the relevant stimulus

Type’s inventory. In each of these sequential demonstration videos, the demonstration model

moved from rest position to item to rest position. The participant then saw eight practice trials.

For each trial, the participant saw a still frame demonstrating one of the possible target items for

that stimulus type. The participant was tasked with pressing a button as soon as they recognized

the target within in the video string. Reaction times (RTs) were collected for button-press relative

to the onset of the target item.

Each sentence-like string of eight items was shown four times, resulting in 48 RTs per

condition and 288 data points per participant. Each of the 24 possible items (see Table 2.01
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on page 27 for details) was shown four times for each of three video conditions and each of

two type. These items were matched across pseudosigns and grooming gestures for location.

Handshapes in the pseudosign inventory were more complex than those in the grooming gesture.

Brentari (1998) uses the linguistic notion of markedness to discuss handshape complexity. Using

the Stokoe notation system (Stokoe, 2005), Brentari (1998), p. 118, defines the set of unmarked

(i.e., less complex) handshapes as B, A, S, C, O, 1 and 5. Three of twelve pseudosigns fit this

criterion. While the grooming gestures don’t, in general, map on to sign phonology, their hand-

shapes can be approximated by Stokoe notation. Eleven of the twelve grooming gestures match

the criteria for unmarked handshapes (Brentari, 1998).

The experiment took 30 to 45 minutes to complete. Trials were balanced such that the tar-

get was equally likely to occur in any of the eight possible positions within a string (first, second,

third, etc.); six items were shown for each position within each condition. On average, the target

appeared 5.2 seconds into the video (range: 0.6-11.1s, SD = 3.1s). Targets were matched across

stimulus types (e.g., for grooming gesture string number 1, gesture number 7 was the target in

third position, and, for pseudosign string number 1, pseudosign number 7 was the target in third

position).

Stimulus type (pseudosign vs. grooming gesture) was blocked and counterbalanced across

participants. At the halfway point within each block, as well as between blocks, participants were

prompted to take a break. Each quarter of the experiment was designed to have equal numbers of

items in each condition, as well as an equal number of one-handed and two-handed items. Items

were randomly presented within each quarter.

Subject keypresses were accepted by Psyscope (Cohen, 1993) for the entire duration of

the video. While subjects were permitted to respond either before or after the onset of the target

item, and RTs are measured relative to this onset, efforts were taken to remove any false positives

or errant key presses. Responses were labeled as inaccurate if they occurred prior to the transi-

tion immediately preceding the target item because a subject cannot identify a target prior to any

phonological features being present. A key press was rejected as too late if the response time was
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greater than two standard deviations above the mean for that specific combination of target, video

and language group. Of approximately 16,800 data points, 2,371 or 14.1% were rejected these

grounds. While nonsigners had, on average, more errors than signers, this was not a significant

difference, t(20) = 1.27, p = .21.

3.2.4 Analysis

The Transitions dataset was analyzed to address two sets of hypotheses. The first anal-

ysis examined the role of video manipulation condition (Normal, handshape Blur, or transition

Hold) in reaction times. This analysis looked for evidence that participants were using hand-

shape transition (Normal vs. Blur) or movement (Blur vs. Hold) in generating predictions. The

second analysis addresses hypotheses related to stimulus symmetricity. Statistical analyses were

conducted with Stata 14.2 (StataCorp, 2015). Both models are linear mixed models, with post-

estimation contrasts of marginal linear predictions.

3.3 Results

3.3.1 Effect of Condition

To examine the role of video manipulation condition in this response-to-target task,

Model, Group, Type, and all interactions were included as fixed factors. Item identity, and subject

were included as random intercepts as well as what position the target occurred in the context

of the video (i.e., first, second, third, etc.). In general, participants performed better the later the

target occurred. Additionally, both stimulus Type and Condition were included as random slopes

relative to the subject intercept. In essence, this model focuses on a full factorial design of Type,

Condition and Group, while parsing out variation due to target position, or variation in diffi-

culty between items. Random slopes of conditions relative to subject allow for between-subject

variation in effect of conditions of interest. One subject, for example, showing a huge contrast

between grooming gesture and pseudosign, will not sway the overall analysis.
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Table 3.01: Summary of effect regressions of RTs across the fixed
factors (Condition, stimulus Type and Group), and their interactions.

Coefficient SE z p > |z|
Fixed Effects

Intercept 459.809 27.607 16.66 < 0.001
Group -25.039 38.966 -0.64 0.520
Cond

Blur - Normal -7.595 15.366 -0.49 0.621
Hold - Normal 160.806 16.333 9.85 < 0.001

Group * Cond
Blur - Normal 29.148 21.546 1.35 0.176
Hold - Normal 4.721 22.896 0.21 0.837

Type 24.656 18.967 1.30 0.194
Group * Type -62.550 26.51 -2.36 0.018
Cond * Type

Blur - Normal 47.974 21.409 2.24 0.025
Hold - Normal 10.266 21.396 0.48 0.631

Group * Cond * Type
Blur - Normal 43.188 29.901 1.44 0.149
Hold - Normal 33.356 29.796 1.12 0.263

Random Effects
Subject

SD (Intercept) 12270.34 3085.94
SD (Type) 0.003 0.019
SD (Cond) 223.12 189.012

SD (Item) 17150.34 1300.198
SD (Placement) NAa

Note. SD = Standard Deviation; SE = Standard Error; p = p-value
significance; Cond = Video condition; Placement = Target Placement
relative to video; NA = Not available.
a Calculation suppressed due to computational limitations.

The omnibus test of this model is shown in Table 3.01 and parameter estimates for each

condition are shown in Figure 3.01. Counter to expectations, and in continuation of a trend from

Chapter 2, there was no main effect of Group. There was, however, a main effect of Condition,

contrasting Normal and Hold, p < 0.001. This result indicates that participants were using tran-

sitional information to generate predictions. Next, the two-way interaction between Group and

Type, p = 0.018, indicates that signers and nonsigners were differentially affected by the Type
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Figure 3.01: Parameter estimates for a linear mixed effects model examining the effect of video manipu-
lation Condition and Type on RTs for each group. Gest = Grooming gesture; PSign = pseudosign; Norm =
Normal videos.

manipulation. A contrast of marginal linear predictions highlights that, while signers are equally

fast for grooming gestures compared to pseudosigns, c2(1) = 0.25, p = 0.62 (M = 497, SE = 26.4

vs. M = 504, SE = 26.4), nonsigners are significantly faster for grooming gestures compared to

pseudosign, c2(1) = 9.44, p < 0.01 (M = 511, SE = 26.4 vs. M = 555, SE = 26.4).

Planned contrasts for this experiment, however, included an examination of whether each

group attended to movement (Blur vs. Hold) or handshape transition (Normal vs. Blur) informa-

tion in predicting target signs. Contrasts indicated that both signers, c2(1) = 120.71, p < 0.001,

and nonsigners, c2(1) = 179.2, p < 0.001, attend to movement information. This is clearly visible

in the steep slopes between Blur and Hold conditions in Figure 3.01. Both groups show slower

RTs for Hold compared to Blurred videos in both grooming gesture and pseudosign conditions.

An additional planned contrast, looking at handshape transition use in predictions, re-

51



vealed that signers showed significantly different RTs between Normal and Blurred videos, c2(1)

= 37.68, p < 0.01, while nonsigners did not show this difference, c2(1) = 2.14, p = 0.14. This ef-

fect was driven by a pseudosign stimuli, c2(1) = 55.50, p < 0.01 (M = 397, SE = 27.5 vs. M =

510, SE = 27.8). Signers exhibited no such significant difference for grooming gestures, c2(1)

= 2.04, p = 0.15 (M = 435, SE = 27.5 vs. M = 456, SE = 27.7). While both groups made use of

transitional motion information for both stimulus Types, only the signers make use of handshape

transitions, and did so only for pseudosigns. Nonsigners did, however, trend in the same direc-

tion for pseudosigns (Normal: M = 484, SE = 27.7, Blur: M = 524, SE = 27.9). A post-hoc test

revealed that signers were faster at responding to Normal pseudosign stimuli than nonsigners,

c2(1) = 5.04, p = .02 (M = 397, SE = 27.5 vs. M = 484, SE = 27.7).

3.3.2 Effect of Symmetricity

A very similar model to the one described in the previous section was used to examine the

effect of Symmetricity (one- vs. two-handed) items on response times. There are two differences

between this model and the previous one: (a) video condition was exchanged for Symmetricity as

both a fixed factor and a random slope and (b) this model examines only Normal video response

items. The latter decision was made to focus discussion around the nature of predictive represen-

tations in a response-to-target setting. Fixed factors in the present model included Symmetric-

ity, Type, Group, and all interactions. Random intercepts include item, item position within the

video, and subject, with subject by Type and subject by Symmetricity random slopes. Random

intercepts permit variation in overall lag time depending on item or the target’s position within

the video. Random slopes permit lag time variation in how each subject exhibits stimuli Type

or Symmetricity effects, while still looking at these effects across the dataset. As shown in Ta-

ble 3.02, these slopes had negligible effects on the model, but were retained to parallel the model

shown in Table 2.03.

The omnibus test of this model is shown in Table 3.02 and parameter estimates for each

condition are shown in Figure 3.02. Consistent with previous models, but counter to predic-
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Table 3.02: Summary of effect regressions of RTs across the fixed factors
(Symmetricity, stimulus Type and Group), and their interactions.

Coefficient SE z p > |z|
Fixed Effects

Intercept 579.935 37.922 15.29 < 0.001
Group -64.272 53.512 -1.20 0.230
Sym -226.298 38.995 -5.80 < 0.001
Group * Sym 68.220 54.780 1.25 0.213
Type -127.500 39.360 -3.24 0.001
Group * Type 28.568 55.262 0.52 0.605
Sym * Type 318.268 55.505 5.73 < 0.001
Group * Sym * Type -191.247 77.733 -2.46 0.014

Random Effects
Subject

SD (Intercept) 14127.97 4142.92b

SD (Type) 0.086 NAa

SD (Sym) <0.001 NAa

SD (Item) 59037.34 6312.91b

SD (Placement) NAc

Note. SD = Standard Deviation; SE = Standard Error; p = p-value signif-
icance; Sym = Symmetricity; Placement = Target Placement relative to
video.
a As subject slopes contribute minimally to the model, standard deviations
are not calculated. These components are preserved in model to parallel
Experiment 1 Symmetricity analysis.
b Approximate value provided by nearly identical model, missing subject
slopes. All p-values across models remain the same.
c Calculation suppressed due to computational limitations.

tions, there was no main effect of group. Counter to predictions regarding the difficulty of non-

dominant hand suppression, there was a main effect of Symmetricity, p = 0.001, with one-handed

items having faster overall RTs compared to two-handed items (M = 408, SE = 22.9 vs. M = 490,

SE = 23.0).

Finally, this model showed a three-way interaction between Symmetricity, Type and

Group, p = 0.014. Contrasts of marginal linear predictions revealed that both signers, c2(1) =

5.45, p =0.020, and nonsigners, c2(1) = 32.88, p < 0.001, demonstrated an interaction between

Symmetricity and Type. Looking at each Group and Type individually, we see that the signers
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Figure 3.02: Parameter estimates for a linear mixed effects model examining the effect of Symmetricity
and Type on RTs for each group. Gest = Grooming gesture; PSign = pseudosign. ⇤p < .05

showed Symmetricity effects grooming gestures, c2(1) = 16.88, p < 0.001, but not pseudosigns,

c2(1) = 0.65, p = 0.42. Nonsigners showed this effect for both grooming gestures, c2(1) = 33.68,

p < 0.001 and pseudosigns, c2(1) = 5.42, p = 0.020, but in opposite directions. For both groups,

one-handed grooming gesture response times were faster than two-handed grooming gestures.

For the nonsigners, pseudosigns go in the opposite direction: one-handed pseudosigns were

significantly slower than two-handed pseudosigns (M = 544, SE = 38.1 vs. M = 452, SE = 38.2).

3.4 Discussion

The main effect of the video manipulation condition, in the form of large differences be-

tween Blur and Hold RTs, is unsurprising. Hold videos give no transition information, such that

this condition might as well be a recognition task. Hold is slower in each stimulus type and for

both groups. Overall, this indicates that sign experience has no effect on an individual’s ability
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to instant recognize a target item. While deafness does grant improved ability for certain kinds

of visual processing abilities (e.g., Bosworth & Dobkins, 2002), recognition of a target manual

production in a rapid-onset video is not one such skill.

Also in line with predictions is the selective effect of Condition (Normal vs. Blur): sign-

ers, but not nonsigners, attend to handshape transitions when generating predictions about pseu-

dosigns, but not grooming gestures. This finding points to the notion that sign language experi-

ence allows users to attend to intermediate handshapes. It may be the case that signers only at-

tend to intermediate handshapes when sign phonology is present. As discussed on page 48, the

pseudosign stimuli involve more marked, and therefore more complex, handshapes. It may be

the case that the increased handshape complexity present in the pseudosigns makes the hand-

shape transitions more informative for the signers, or makes for more visually distinct targets

for which the signers, but not nonsigners, already have ample motor experience. In any case,

this finding aligns with previous research indicating that signers pay attention to intermediate

handshapes when comprehending fingerspelling Cormier et al. (2008); Brentari (1998). Future

research might contrast attention to intermediate handshapes when transitioning between pseu-

dosigns with marked versus unmarked handshapes.

The role of symmetricity in this context did not conform to predictions whereby one-

handed items would have longer RTs due to non-dominant hand suppression during motor sim-

ulation. The present Experiment was designed with Pickering and Garrod’s (2013) proposal in

mind. Theoretically, even a button-press task such as this should be accompanied by covert motor

imitation to facilitate predictions. This motor simulation was hypothesized to be hindered by the

suppression difficulties of one-handed productions. Trends from the present study, however, indi-

cate that one-handed items are easier to predict. This may be grounds for proposing that motoric

simulation is not fully active during a response-to-target task. It may be the case that attending to

two hands in this task is more cognitively demanding (i.e., attending to two articulators rather

than one), and is therefore a slower process. Because nonsigners only demonstrated the sym-

metricity effect for grooming gestures, it may be the case that this increased cognitive demand
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of attending to two hands was continued when nonsigners viewed one-handed pseudosigns.

Taken together, these results indicate, first, that transitional movement plays a major role

in the predictive representations used to identify the target in this context. This holds true for both

groups in both linguistic and nonlinguistic contexts. Second, signers were uniquely capable of us-

ing handshape transition information to generate predictive representations. This finding supports

the notion that sign language experience supports a user’s ability to attend to transitional hand-

shape information, as discussed in Cormier et al. (2008) and Geer and Keane (2017). Counter to

expectations, this ability among the signers did not extend to a nonlinguistic context. Handshape-

based predictive representations may be domain-specific. Or, it may be the case that handshape

transitions are only useful in high handshape complexity contexts (i.e., pseudosign). Third, as

one-handed predictions were, in general, faster, the present results run counter to the notion that

all predictive representations are motoric. It may be the case that motor representations are subtle

in button-push tasks, or that, as a push-button task, actively using one’s dominant hand may sup-

press any motor representations participants would have ordinarily used in such a passive task.

Finally, it may be that non-dominant hand suppression only plays a role during overt production

and does not interfere with covert imitation.

While this Experiment cannot support strong proposals of ever-present motor simulation

for both linguistic and nonlinguistic predictions, it does provide insight into how sign language

experience shapes phonological representations of transitional information. In particular, both

signers and nonsigners are using movement information to generate predictions, but sign lan-

guage users were unique in employing handshape transitions in linguistic predictive representa-

tions. This finding aligns with previous reports regarding the utility of transitional information for

signers, but not nonsigners (Geer & Keane, 2014). The Experiment to follow will look for evi-

dence that these groups differ in offline motor simulation abilities, outside of predictive contexts6.

6This chapter, in part, is currently being prepared for submission for publication of the material. Brozdowski,
Chris; Emmorey, Karen. The dissertation author was the primary investigator and author of these materials.
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4 Experiment 3: In Support of Forward Models, Simulation

and Memory

4.1 Introduction

Covert imitation is a key component of Pickering and Garrod ’s (2013) proposal on for-

ward modeling. While Pickering and Garrod don’t go into substantial detail about the specifics

of other processes that may support covert imitation, the imitation itself is described as motoric

simulation. Experiment 1 measured covert imitation of a model by asking participants to make

their covert imitations overt; shadowing tasks participants with generating and acting out predic-

tive representations. Experiment 2 measured predictive representations of a model, in part, by

examining how informative early transitional cues can be to responding to a stimulus. The one-

vs. two-handed item comparison was able to draw conclusions about the degree to which mo-

toric simulation facilitates response-to-target predictive representations. These time-sensitive, or

‘online’ tasks directly measured predictive abilities as predictions were being made. In contrast,

offline tasks can provide more insight into the mechanics of predictive processing by examining

related abilities.

The first of two tasks in the present Experiment, the Test of Ability in Movement Imagery

for hands, examines motoric simulation of one’s own body in a non-predictive, offline task. The

second task, Motor Memory (MM), separates viewing action from providing a response, and

measures storage of movements rather than active simulation. As such, this task represents a

measure of motoric maintenance and execution. The following Chapter will examine to what

extent tasks from Experiments 1 and 2 can be associated with offline motor simulation and mo-

tor memory by looking at correlations between these measures. The present Chapter, however,

will focus strictly on performance on each of these offline measures individually. Sign language

experience was expected to grant users both improved ability to imagine complex handshapes

57



as well as greater ability to efficiently encode motoric information for retrieval. Signers were,

therefore, predicted to show improved ability for both tasks relative to nonsigners. Donoff et al.

(2018) developed the Test of Ability in Movement Imagery for hands (TAMI-h). This test is a

hand-specific version of the TAMI, a full-body measure developed by the same group (Madan &

Singhal, 2013). In each case, participants are given a booklet of multiple-choice questions. Each

question is presented as a set of instructions for how to position oneself. The first instruction

asks participants to imagine their hand or body in a neural position. Four subsequent instructions

then manipulate this imagined neutral position by changing the position of one or more fingers or

limbs. Taking the TAMI-h, one would start by imagining one’s hand in a flat B handshape before

manipulating this neutral position with subsequent written instructions, such as "touch the tip of

your thumb midway up your ring finger." The original TAMI has similar instructions sequentially

applied to the full body, instructing the participant to “Step your left foot forward 30 cm,” for ex-

ample. During the TAMI-h, the participant is prevented from executing instructed movements by

holding a tennis ball in the relevant hand. The ball serves to ensure that all motor movements are

imagined. Actually positioning one’s hand is a very effective strategy, but wouldn’t engage the

simulation abilities desired.

Once the participant has imagined a handshape, they must select either from a set of

hands or a set of objects. For example response sets, see Section 7.3 of the Appendix. None of

the handshapes imagined in this test are exact matches to those found in the ASL inventory of

handshapes, and are thus considered to be nonlinguistic. Response sets of pictures are part of the

Isolated imagery subtest, directed at only testing an individual’s ability to imagine hands out of

context. The object images are part of the Functional imagery subtest, directed at assessing an in-

dividual’s ability to imagine object-oriented handshapes. In addition to the predicted relationship

between sign language experience and overall TAMI-h performance, it was further predicted that

signer benefits would be tied more to the Isolated than the Functional conditions.

While signers undoubtedly have greater experience perceiving and executing linguistic

contrastive handshapes, generalized motor imagery has not yet been studied in this group. One
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possibility is that sign language experience is tied to drawing distinctions between contrastive

handshapes: detailed fine-motor representations are unimportant so long as one can faithfully rec-

ognize and execute linguistic handshapes. On the other theoretical hand, and from the perspec-

tive of motor simulation proposals (i.e., Pickering & Garrod, 2013), sign language experience

rehearses covert motor imitation of not only target handshapes, but transitional handshapes that

do not conform to typical linguistic distinctions (Schwarz, 2000; Geer & Keane, 2017). Just as

sign language perceptual expertise for transitional information was hypothesized to transfer to

nonlinguistic contexts in Experiments 1 and 2, signer linguistic imagery abilities were hypothe-

sized to transfer to nonlinguistic contexts. Signers were, therefore, predicted to have better ability

to imagine complex handshapes independent any object-oriented action due to their greater expe-

rience imagining complex handshapes in linguistic contexts.

The Functional subtest of this measure served as an opportunity to examine how gener-

alizable this knowledge may be. Sign language sometimes employs handling handshapes that

simulate the use of an object (Sandler & Lillo-Martin, 2006). While it is possible that such sign

language experience would transfer to an offline test of object-oriented motor imagery, these han-

dling handshapes are relatively infrequent and were not hypothesized to bolster motor imagery

in the present context. Signers and nonsigners were expected to perform similarly for Functional

questions.

Prior work with the TAMI-h focused on handedness effects as well as contextualizing this

task within broader handedness and imagery work (Donoff et al., 2018). In brief, participants

performed better when the version of the task matched their own hand dominance: right-handed

participants scored higher on the right-handed version of this task. There was a handedness by

subtest interaction: hand dominance showed a greater impact on scores for Functional, compared

to Isolated, questions. In other words, imagined isolated movements may be more generalizable

across both hands and may engage a more generalizable kind of imagery, while experience with

functional handshapes may be more tied to an individual’s specific experiences. Rather than be-

ing tied to abstract imagery, for example, previous findings would suggest that individual varia-
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tion on the Function subtest is tied to experience using those specific objects (e.g., hammer, com-

puter mouse, etc) and not sign language experience.

Donoff et al. (2018) also examined performance on TAMI-h without and without instruc-

tions designed to promote an egocentric frame of reference for the task. In absence of any differ-

ence between these conditions, Donoff et al. (2018) concluded that participants naturally apply

an egocentric frame of reference to the task. In other words, participants naturally complete the

task by imagining themselves executing the motor instructions provided. All predictive process-

ing, according to the Pickering and Garrod (2013) model, should engage similar covert egocentric

motoric simulation. Increased experience or expertise in manual motor simulation among sign

language users was expected to lead to increased signer performance on this task relative to non-

signers.

Pickering and Garrod’s (2013) model deals directly with motor stimulation and repre-

sentations about the immediate future, and, as presented, is not necessarily associated with to

other abilities. This model of language comprehension allows an underspecified ‘contextual

information’ module to play a role in covert imitation. More recent evidence by Huettig and

Janse (2016) describes working memory as a mediating factor in predictive language abilities

and presents evidence to that effect. More specifically , Huettig and Janse (2016) presented par-

ticipants with Dutch sentences such as “look at the presented piano,” with either the common- or

neuter-gendered article. Participants were visually presented with objects that could be referred

to with either gender article. In general, participants demonstrated predictions about the noun

to follow via proportional eye gaze to the relevant article-matching pictures. Huettig and Janse

(2016) then compared individual variation on this predictive language measure to measures of

processing speed (digit-symbol substitution; Wechsler, 2014), as well as both auditory (non-word

repetition; Wechsler, 2014) and spatial memory (Corsi block test; Corsi, 1972).

Huettig and Janse (2016) make the case that their predictive language measure is indepen-

dently related to both processing speed and working memory. In the context of their eyetracking

task, participants’ (a) ability to rapidly process the auditory language, and (b) visual memory of
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the object presented on the screen both likely facilitated predictive representations of the incom-

ing sentence. In the context of Shadowing and predictive response-to-target task, as presented in

Chapters 2 and 3, predictive representations of incoming stimuli may be related to participants’

ability to retain a lexicon of the possible items. The present Chapter will examine whether or not

groups differ in their motor short-term memory capacities and whether or not these memory ca-

pacities differ for grooming gesture versus pseudosign. It was predicted that experience with sign

language phonology would result in improved ability retain pseudosigns.

The novel short-term Motor Memory (MM) task presented here was based on Wu and

Coulson’s (2014) body movement working memory test. Wu and Coulson (2014) presented par-

ticipants with verbal working memory (sentence span) and spatial working memory (Corsi block;

Corsi, 1972) tasks, in addition to a novel motor memory measure. Their novel task asked partic-

ipants to watch and repeat meaningless movements, primarily articulated on the arms. At first,

only one movement was presented for each of three trials. If a participant could accurately recall

(i.e., get at least half credit) for these three trials, the participant would move on to seeing three

trials of two movements each. Span level, or span length, refers to the number of movements in

a given trial. Half credit was awarded to any production that reflected a memory of the move-

ment with imperfect production. Cumulative score refers to the accumulated number of points a

participant received before the test was discontinued due to poor performance. Wu and Coulson

(2014) found no correlation between their span length or cumulative scores on their verbal or spa-

tial working memory tasks, drawing conclusions about the relative independence of motor, verbal

and spatial working memory abilities. The tasks presented in Experiments 1 and 2 both assess

motoric simulation and prediction of grooming gestures and pseudosigns. While the the specific

stimuli from Wu and Coulson (2014) were well-targeted to memory for novel motor movements,

Experiment 4 of the present work was designed to examine the relationship between linguistic

and nonlinguistic processing, and thus required a task with well-matched items along these lines.

Stimuli from Wu and Coulson (2014) were found to be multi-syllabic in a way that (a) did not

map well onto ASL phonology and (b) was more complex than typical pseudosigns. Stimuli pre-
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sented in Experiments 1 and 2 (see Table 2.01 on page 27), however, already match in general

complexity across subtests, and were used for the present Motor Memory task. While both non-

linguistic, grooming gestures in the present works are both simpler and more familiar to partic-

ipants than the meaningless movements presented by Wu and Coulson (2014). As such, results

from the two tasks will not be directly comparable. The MM task, as a result of reduced com-

plexity of individual items, was also extended to include additional span levels (up to seven) not

included in Wu and Coulson (2014).

Concerning how memory and motor simulation abilities may differ across groups, sign

language experience was expected to give users more efficient storage abilities for pseudosigns.

Signers were therefore predicted to perform better on this subtest than the grooming gesture

equivalent. Following Wu and Coulson’s (2014) proposal that motor memory is separate from

other forms of working memory, it was hypothesized that sign language experience would train

motor memory abilities across domains. Signers were predicted to outperform nonsigners on this

task.

4.2 Methods

4.2.1 Participants

Those participants recruited for Experiment 2 also completed the TAMI-h immediately

after the Transitions task. While the Transitions scores for twelve nonsigner participants were

excluded due to technical error, TAMI-h scores from these participants were still useful for ex-

amining performance on this task in isolation. Altogether, 21 Deaf signers (13 Female, M age =

35.50, SD = 9.78) and 32 sign-naïve English speakers (21 Female, M age = 33.61, SD = 14.81)

completed the TAMI-h. All participants were right handed.

Those recruited for Experiment 1 also completed the Motor Memory (MM) task imme-

diately after the Shadowing task. This includes the one participant who failed to shadow in the

former task, but excludes one participant for whom there were technical difficulties with the WM
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task. Altogether, 20 Deaf signers (12 Female, M age = 37.01, SD = 10.55) and 19 sign-naïve En-

glish speakers (14 Female, M age = 39.72, SD = 16.99) completed the MM task.

4.2.2 Materials/Procedure

The TAMI-h was designed by Donoff et al. (2018) and includes four distinct versions:

two to assess left hand imagery and two to assess right hand imagery. Here, TAMI-h scores re-

flect only the right-hand versions, counterbalanced across participants. After completing the

Transitions task from Chapter 3, participants sat at a table and were given a packet, pen, answer

sheet and tennis ball. Participants were instructed to (a) read the instruction sheet and each of the

questions carefully, (b) imagine the handshape described by sequential instructions for each trial,

(c) turn the page and do not look back to the questions and (d) hold the tennis ball in the right

hand firmly while both reading and selecting a response. The tennis ball, when correctly held, re-

quires muscle tension to hold and is designed to suppress overt muscular activation. Participants

were told to only put down the tennis ball after they had decided the correct answer and to place

the ball on the table in order to write the appropriate letter on their answer sheet. Approximately

half of the trials were accompanied by a set of pictures of hands, targeting Isolated hand imagery,

and half of the trials were accompanied by a set of pictures of objects, targeting Functional hand

imagery.

For Isolated trials, there was one correct picture, yielding one point. For Functional trials,

each of the possible response pictures was associated with a point value: two, one, half or zero

points were given depending on the response. Scores were calculated as a percent of possible

points for a given subtest, as each of the two versions administered have different possible point

values for the subtests. Where reported, a general TAMI-h score reflects an average of the two

subtests.

Wu and Coulson (2014) designed their kinesthetic WM test to include complex multi-part

arbitrary movements. The present MM test replaces these movements with the pseudosign and

grooming gesture items as shown in 2.01 on page 27, and includes a one second inter-stimulus
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interval, in accordance with short-term memory span paradigms for words and signs (Hall &

Bavelier, 2011). This task preserves all coding scheme and span test design features from Wu and

Coulson’s (2014) test, but the task extends the maximum span from five to seven and includes

a Subtest for each stimulus type. For each trial, the MM task presents participants with one or

more items (pseudosign or grooming gesture) inventories. After each trial, participants were in-

structed produce the movements shown in the videos in the order they were presented. At the first

level (i.e., span length), each trial consists of one stimulus; at the second level, each trial con-

sisted of two stimuli, and so forth. There are seven total levels. After each item is presented, the

final frame is held for a one second inter-stimulus interval. Lists are balanced to include equal

numbers of each possible item.

Cumulative score for this task was measured by assigning one point for each correctly re-

produced item and calculating the sum. For any given stimulus, a participant receives one point

for a correct production and zero points for an incorrect production. Half credit is awarded for

productions with one phonological parameter deviating from the target, demonstrating some

memory of an item with a flawed production (e.g., correct movement and location but an incor-

rect handshape). No credit is awarded for a given item if (a) the participant displays no recol-

lection of the item and/or produces a different item, or (b) only demonstrates recollection of one

phonological parameter (e.g., hands move near face to indicate ‘the sign location was somewhere

in this location’). A participant is permitted to move to the next level (i.e., span length) of the

test if they received at least half of all possible points for a given level. As discussed on page 48,

grooming gesture and pseudosign items were matched for item location, but differ in handshape

complexity. The pseudo-randomized order of item presentation was preserved across subtests:

if a given trial for the pseudosigns presented participants with item numbers 1, 7, 4 and 10, for

example, this was paralleled by a trial with the name numbered location-matched grooming ges-

tures. Subtest order was counterbalanced across participants.
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4.2.3 Analysis

A 2x2, Group by Subtest, mixed repeated measures ANOVA, with Group as a between-

subject factor, was conducted for each task. For TAMI-h, the subtests are Isolated and Functional.

For the MM task, subtests are each of the stimulus types, grooming gesture and pseudosign. Post-

hoc paired t-tests were used to follow-up on trends revealed by ANOVAs.

4.3 Results

The ANOVA of TAMI-h percent accuracy scores showed a marginal effect of Subtest,

F(1,51) = 3.251, p = .077. Participants had marginally higher scores for Isolated (M = 63%, SD

= 27%) compared to Functional items (M = 57%, SD = 16%). This trend aligns with a signifi-

cant difference found in Donoff et al. (2018), even though percent scores are slightly lower than

those found in the previous work (Isolated: M = 76%, SD = 1.9% vs. Functional: (M = 59%, SD

= 2.1%). There was neither a main effect of Group, F(1,51) = 0.151, p = 0.70, nor an interaction

between Group and Subtest, F(1,51) = 0.281, p = 0.60. Means for this task are shown in Figure

4.01.

Figure 4.01: Percent performance (mean and standard error) on the hand Test of Ability in Movement
Imagery by Group and Subtest. Isolated items match imagined hands with pictures of hands, while Func-
tional items match imagined hands with manipulable objects.
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The mixed ANOVA of MM cumulative scores shows a similar marginal effect of of

Subtest, F(1,37)=3.48, p = .070, with participants, on average, showing higher cumulative scores

for the pseudosign (M = 36, SD = 16) compared to grooming gesture Subtest (M = 32, SD = 11).

There is neither a main effect of Group, F(1,37)=1.00, p = .324, nor an interaction, F(1,37)=1.76,

p = .198. Post-hoc paired t-tests reveal, however, that signers showed a significantly higher

performance for pseudosigns compared to grooming gestures, t(19) = -3.456, p =.003, while

nonsigners showed no such difference, t(18) = -.308, p =.762. Mean cumulative scores for each

Group and Subtest are shown in Figure 4.02.

Figure 4.02: Cumulative scores and standard errors on the Working Memory test, by Group and Action
Type, grooming gesture (Gest) or pseudosign (PSign). ⇤p < .05.

4.4 Discussion

This Experiment was designed to look at abilities that may support the predictive rep-

resentations directly assessed in Experiments 1 and 2. The TAMI-h was chosen to capture an

offline measure of egocentric motor simulation. Looking at this test alone, the marginally higher

scores for Isolated compared to Function items parallels the significant difference found by
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Donoff et al. (2018). The lack of significant finding in the present case is likely a power issue:

while Donoff et al. (2018) had 79 participants complete the task, the present study reflects ap-

proximately 20 subjects in each group. Regarding group differences, it was hypothesized that

experience with motor simulation in sign language use would be associated with improved motor

imagery abilities outside linguistic contexts. Counter to expectations, signers and nonsigners

show equivalent scores on this hand-specific imagined motor movement task. It may be the case

that any relationship between sign language experience and imagined motor movement is domain

specific and does not transfer to handshapes not found in ASL’s phonological inventory (see

Section 7.3 for an example). A future version of this test might target phonologically permissible

handshapes to further examine the relationship between sign language experience and motor

imagery.

One potential limitation of TAMI-h in the present context is the degree to which it relies

on reading ability via complex instructions such as "Point your index and middle fingers 45° to

the plane of your palm.” While the present work was not designed with a focus of reading abil-

ity, concurrent projects have collected reading measures for a subset of the participants in this

study. Specifically, eight of the nonsigners and all twenty-one signers took the reading compre-

hension subtest of the Peabody Individual Achievement Test (PIAT) (Markwardt, 1989). Both

groups show a relationship between average TAMI-h scores and PIAT reading comprehension.

For signers, this is a significant correlation, r(20)=.497, p= 0.026, but the correlation is marginal

for the relatively few nonsigners who took both tasks, r(7)=.689, p= 0.087. There is also a signif-

icant difference between groups on PIAT comprehension scores, t(37) = -2.24, p = 0.033. Future

research could either address this issue by recruiting groups matched for reading ability or by en-

suring that all participants have available reading scores in order to include reading ability as a

covariate in analyses.

The Motor Memory test parallels the findings from the TAMI-h. First, signers and non-

signer show equivalent overall memory abilities; sign language experience does not grant overall

improvements to motoric memory. Instead, these benefits seem to be limited to the pseudosign

67



performance, with signers performing better on the pseudosign subtest than the grooming ges-

ture and nonsigners performing equivalently across these two stimulus types. The dissociation

between signers’ subtest scores reinforced the notion that signers maintain such information in a

phonological loop (Wilson & Emmorey, 1997; Hall & Bavelier, 2010). Although the pseudosign

subtest can be comfortably labeled as a non-word span task for the signers, the grooming ges-

ture subtest is more difficult to categorize. Grooming gestures do not conform phonological rules,

but are both familiar and functional. The closest vocal equivalent might be a recall task for many

unique ways to clear one’s throat, as a self-directed adjustment. Equivalent grooming gesture

scores for signers and nonsigners indicates that the benefits associated with sign language experi-

ence do not generalize to nonlinguistic contexts in virtue of shared articulators.

Again, in parallel with the TAMI-h, there is an additional factor to consider for this

working memory measure: the current coding system, while typical of memory measures, only

noted accuracy and doesn’t distinguish between gross phonological and serial position errors.

An incorrectly produced target item (i.e., two incorrect parameters wrong) and a misremembered

non-target item are both awarded zero points. In designing the coding system, no effort was taken

to note if an item was omitted or swapped with another item in the order. The only coded variable

was accuracy at the appropriate serial position. The dependent variable, cumulative score, would

not capture, for example, if nonsigners produced more phonological errors, but signers had more

difficulty with the order. Such a pattern would align with previous proposals that signers have

greater difficulty with serial position (e.g., Bavelier, Newport, Hall, Supalla, & Boutla, 2008),

or might simply reflect different encoding strategies across groups. More recent evidence points

to English being a more efficient for encoding in similar span tasks (Hall & Bavelier, 2011;

Emmorey, Giezen, Petrich, Spurgeon, & Farnady, 2017). The only existing measure comparing

phonological errors across groups is the number of half-credit responses (i.e. one, but not two

parameters different from the target item), but groups show no significant differences. In sum,

while the present test did little to control language encoding strategies across deaf signers and

hearing nonsigners, future analyses on this dataset might re-score videos for number of serial
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position errors versus number of phonology errors to see if signer and nonsigner groups differ in

these error types7.

7This chapter, in part, is currently being prepared for submission for publication of the material. Brozdowski,
Chris; Emmorey, Karen. The dissertation author was the primary investigator and author of these materials.
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5 Experiment 4: The relationship between prediction ability,

motor memory, and motor memory

5.1 Introduction

Although Pickering and Garrod (2013) discuss forward models in terms of immediate

predictive representations, there is little work regarding to what extent these representations are

facilitated by related abilities. Section 4.1 discusses the theoretical link between covert imitation,

as proposed by Pickering and Garrod (2013), and offline motor imagery, as well as existing evi-

dence linking predictive syntactic processing with auditory and spatial working memory abilities

(Huettig & Janse, 2016).

The following correlative analyses focus, first, on demonstrating overlap between predic-

tive abilities across the Shadowing and Transitions tasks from Experiments 1 and 2. In theory,

both tasks are rooted in motoric simulations that give rise to forward models. In practice, Shad-

owing entails much more active motoric engagement, and the response-to-target methodology

from Experiment 2 is much more susceptible to visual strategies. Different patterns of results re-

garding the effect of Symmetricity across these two Experiments demonstrate clear differences

between the two tasks. Scores from these two tasks were nevertheless predicted to correlate with

each other to the extent that both entail close monitoring of the immediate future.

Second, the present Experiment examines to what extent these two predictive tasks rely

on the motor memory or hand imagery abilities, as assessed in Experiment 3. To what extent

does each contribute to predictive representations? Huettig and Janse (2016) discuss their demon-

strated relationship in terms of an individual’s ability to maintain visuo-spatial information about

the possible outcomes. Similarly, participants’ Experiment 1 Shadowing abilities may be sup-

ported by better motor memory for the full inventory of possible items. Because Shadowing may

depend on motor memory for an ad hoc lexicon of grooming gestures and pseudosigns, Shadow-
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ing was expected to significantly correlate with the Motor Memory task.

Motor memory was hypothesized to also play a similar role in accessing the ad hoc lex-

icon of experimental items during the Transitions task. Memory was further predicted to play

a role in this response-to-target task because it directly entails maintaining a target in memory

while generating predictive representations. Additionally, motor memory was expected to play a

greater role when predictive processing was least useful, in absence of transitional information.

As such, Hold videos were expected to show a stronger correlation with the Motor Memory task.

In the Normal condition, responses can be facilitated by more detailed motor representations of

motion and trajectory. The Hold condition, by contrast, can be performed by a visual match be-

tween the remembered target and video onset. This, as an effective strategy, would make Hold

performance more memory dependent. The transitional held frame in this condition, the final

frame of the previous item, might also serve to inhibit the appropriate motor representation for

the target by instead fixating on the motor execution of the previous item.

In the original paper, Donoff et al. (2018) presented the TAMI-h with and without instruc-

tions designed to promote egocentric strategies (i.e., imagining one’s own hand when in various

positions in order to complete the task), and concluded that all participants, regardless of instruc-

tions, defaulted to this strategy. Although the TAMI-h is an offline measure, such an egocentric

motor simulation strategy is a close parallel to motor stimulations as described by Pickering and

Garrod (2013). In the context of the Experiment 2, it was hypothesized that participants would

generate motor simulations of observed pseudosigns and gestures. Here, it is hypothesized that

the TAMI-h taps into similar resources, and a correlation was expected between TAMI-h percent

scores and overall Transition response times. Of the TAMI-h subtests, Isolated and Functional,

both engage motoric simulation abilities, but the Isolated subtest is more akin to Transitions

motor simulation insofar as both are object independent, and was therefore predicted to show a

stronger correlation with Transitions response times than the Functional subtest.
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5.2 Methods

5.2.1 Participants

Shadowing and MM scores were available for 39 right-handed participants: 20 Deaf sign-

ers (12 Female, M age = 37.0, SD = 10.6), and 19 sign-naïve English speakers (15 Female, M age

= 38.8 SD = 17.4). Of the 39, eighteen (16 signers, 10 Female, M age = 34.4, SD = 10.0) were

able to participate in all tasks: Shadowing, Transitions, TAMI-h and MM.

5.2.2 Materials/Procedure

For details on materials and procedure of specific tasks, see relevant Methods descriptions

from various Experiments, Sections 2.2, 3.2, and 4.2. In brief, for the Shadowing task, partici-

pants followed along with manual stimuli, generating productions in tandem with various mod-

els, which allowed a direct measure of their imitation abilities, as a proxy for the covert imita-

tion described in Pickering and Garrod’s (2013) forward modeling proposal. These same partici-

pants then watched videos of increasing length and repeated observed actions in the same order,

to test motor memory abilities. Eighteen participants returned on a separate day to participate

in the response-to-target task (i.e., Transitions). Participants were shown an image of a gesture

or pseudosign and asked to press a button as soon as they identified this item in the context of a

longer video. See Table 2.01 on page 27, for list of possible items. One third of videos showed

the model as filmed (Normal), one third blurred the hands during transition periods between ac-

tions (Blur), and one third held the final frame of the action until the onset of the subsequent ac-

tion (Hold). The final condition showed no transition information whatsoever. Among conditions,

Hold videos allowed for the least amount of predictive processing, and my have inhibited motor

stimulation for the target item by presenting the final frame of an alternative item until the exact

moment of target onset. These participants then completed the TAMI-h (Donoff et al., 2018).

Scores for various tests were averaged across subtests: for Shadowing, Transitions, and

MM tasks, scores were averaged across the pseudosign and grooming gesture conditions. Unless
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otherwise specified, Shadowing and Transitions scores were averaged across experimental con-

dition, model and video condition respectively. Bivariate Pearson correlations were performed

on subsets of the following variables: average Shadowing lag time, average Transitions RT, Tran-

sitions Normal RT, Transitions Hold RT, MM cumulative score, TAMI-h average percent score,

TAMI-h Isolated percent score, and TAMI-h Functional percent score. MM scores reflect total

accumulated points, rather than span (i.e, maximum list length). All reported significant correla-

tions with MM scores were also significant for MM span, except for one case of marginal signifi-

cance, p = .056. For the TAMI-h, Isolated items paired descriptions of complex handshapes with

pictures of hands. Functional items paired handshapes with objects that hand might manipulate.

For examples, see Figure 7.01 within the Appendix. Where appropriate, some analyses look to

see if a significant correlation is driven by a specific subtest.

5.3 Results

First, a correlation between mean Shadowing lag times and mean response-to-target RTs

from Transitions indicated that these two tasks tap into similar predictive processes, r(18) = .586,

p = 0.011. Broken down by Transitions condition, mean shadowing times significantly correlated

with Normal Transitions videos, r(18) = .608, p = 0.007, but showed a marginal relationship with

Hold videos, r(18) = .452, p = 0.055.

Second, a correlation between mean Shadowing lag times and MM cumulative score was

performed for each group. While signers showed no relationship between these measures, r(20) =

-.065, p = 0.786, nonsigners do seem to rely on motor memory abilities in order to complete the

Shadowing task, r(18) = -.541, p = 0.020.

A similar pattern was observed when looking at the relationship between mean Transi-

tions RTs and TAMI-h percentage scores. While signers showed no relationship between hand-

shape imagery abilities and the response-to-target predictive task, r(21) = -.021, p = 0.928, non-

signers showed a significant relationship between scores, r(21) = -.529. p = 0.014. In accordance

with predictions, further examination revealed that this correlation was driven by this Isolated

73



subtest, r(21) = -.607, p = 0.004. Nonsigner Transitions RTs show no relationship to the Function

subtest of the TAMI-h, r(21) = -.094, p = 0.684.

Forth, there was a significant relationship between mean Transitions RTs and cumulative

MM scores for the 16 signers and 2 nonsigners who completed both tasks. There was an overall

relationship between Transitions RTs and MM cumulative scores, r(18) = -0.500, p = 0.035, but

this was driven by the Hold items from the Transitions experiment, r(18) = -0.524, p = 0.026.

There was no significant correlation between Transitions and Normal items, r(18) = -0.331, p =

0.179.

Table 5.01: Bivariate correlation coefficients between ma-
jor tasks in the present work, broken down by language
group: Shadowing (Shad), Transitions (Trans), both Normal
(TNorm) and Hold (THold) Conditions, Motor Memory
(MM), and TAMI-h, both Isolated and Functional Subtests.

Measure Shad Trans TNorm THold

Both Groups
Shad —
Trans .586⇤ —

TNorm .608⇤⇤ —
THold .452† —

MM -0.500⇤ -.331ns -.524⇤
Signers

MM -.065ns

TAMI-h -.021ns

Nonsigners
MM -.541⇤
TAMI-h -.529⇤

Isolated -.607⇤⇤
Functional -.094ns

Note. nsp > .1, †p < .1, ⇤p < .05, ⇤⇤p < .01.

5.4 Discussion

The significant correlation presented between Shadowing and Transitions serves as con-

firmation that both tasks require predictive motor processing. The relationship between these two
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tasks supports Pickering and Garrod’s (2013) general notion that motoric predictive representa-

tions active during passive comprehension. The Shadowing task forces participants to be explicit

about their motor representation; it forces covert imitations to become overt. While more passive,

the Transitions task can still be understood as predictive in light of the penalties incurred when

removing transitional information. Even when no predictive processing is required for Transi-

tions, in the case of the Hold videos, there is still a marginal relationship with mean Shadowing

lag times. This could be interpreted as either (a) an indication that predictive processing is en-

gaged even when no transitional information is available or (b) an indication that both tasks re-

quire more resources than predictive processing alone. Additional resources might include non-

predictive body motion processing ability, for example. Future research might attempt to disen-

tangle these two explanations by examining response-to-target abilities for inanimate stimuli.

The response-to-target Transitions task differs from Shadowing in the requirement that

one maintain some representation of the target between target presentation prior to the video

and target onset in the context of the video. It is unsurprising, then, that mean Transition reaction

times correlate with overall motoric memory abilities. First, this correlation affirms that the mem-

ory task is indeed assessing maintenance of motoric information. The Transitions Hold videos

could be described as sequential presentations of various stimuli with variable inter-stimulus in-

tervals related to the length of transitions. The presence of an alternative image prior to target

onset may even inhibit the correct motor simulation, but the only fair comparison for this pro-

posal would be an alternative stimulus set with a blank screen rather than a held offset frame.

Normal videos, on the other hand, give individuals a lot more information to rely on when pro-

viding a motor simulation and response. By looking at these conditions separately, we see that

the global correlation between transition RTs and MM scores is driven by Hold videos. The pro-

cess for completing this task may require more effort be put toward matching a visual stimulus to

a representation held in memory.

In looking at the correlation between prediction and non-prediction tasks, Shadowing and

MM, as well as Transitions and TAMI-h, we can see informative group differences. In both pre-
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dictive tasks, the signers show no correlation with MM or motor imagery measures, but the non-

signers do. This pattern of results indicates that nonsigners, who are less familiar with generating

predictions about manual stimuli, tap into memory and imagery resources to facilitate perfor-

mance on these tasks. In the case of Shadowing and MM, nonsigners may need to rely on motor

memory abilities to be able to rapidly produce the subset of items from their novel grooming ges-

ture and pseudosign ad hoc lexicons. Signers may have been better able to internalize these non-

linguistic and linguistic motor movements for rapid sequential production. In the case of Tran-

sitions and TAMI-h, we see that nonsigners are recruiting imagery abilities, particularly object-

independent as opposed to functional hand imagery, to a greater extent than their signer counter-

parts to complete the response-to-target task. Signers have a well-developed phonology as part of

their language experience and likely rely on abstract phonology, rather than motor simulation, to

incorporate intermediate handshapes into their predictions. Nonsigners, on the other hand, appear

to rely on their ability to imagine isolated handshapes8.

8This chapter, in part, is currently being prepared for submission for publication of the material. Brozdowski,
Chris; Emmorey, Karen. The dissertation author was the primary investigator and author of these materials.
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6 General Discussion

6.1 The present work

The present work was primarily inspired by Pickering and Garrod’s (P&G; 2013) inte-

grated model of language production and comprehension. First, Experiment 1 looked for evi-

dence of motor simulation during predictive processing with a novel language group: sign lan-

guage users. Second, Experiment 2 further probed a phenomenon that is unique to the manual

modality: visible transitional information. Third, Experiment 3 examined cognitive processes

with potential relationships to the predictions of primary interest to the present investigation,

motor imagery and motor memory. The measures presented in Experiment 3 were examined in

tandem with those presented in Experiments 1 and 2 to study the relationship between predictive

processing and supporting abilities. Little evidence from these experiments supports the strong

version of P&G’s primary motor simulation mechanism, but the results are informative as they

relate to predictive processing more broadly, sign language processing, as well as the overlap be-

tween action and language.

6.1.1 Contra a strong motor stimulation theory

P&G make a number of claims worthy of further empirical investigation, particularly

when read through the lens of sign language research. First, P&G make the case that language

is a specialized form of action, meaning that both draw on the same mechanisms for self mon-

itoring and comprehending others. This claim is made via an extensive series of comparison of

patterns of results across spoken language and action literature; however this assertion would be

much stronger with evidence from the same experimental paradigm. No such evidence was found

in Experiment 1; although sign language users do show similar patterns across pseudosign and

grooming gesture predictions in the context of the symmetricity analysis, the same could not be

said for signer variations in lag times across the different models. Nonsigners treat these Action
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Types differently when viewed either through the lens of model variation or symmetricity. Sec-

ond, P&G make the case that all predictions are generated through the use of motor simulation.

Although motoric simulation is undoubtedly a potential means for this predictive processing,

many aspects of the present work offered opportunities to provide supportive findings, but the

results were mixed. The present pattern of results is instead in line with proposals that motoric

simulation supplements existing representation in noisy or high-demand contexts (Hickok et al.,

2011).

Unfortunately, P&G’s claims (i.e., action and language share predictive mechanisms, and

motor simulation is the predictive mechanism) are intertwined in the present work to the extent

that an examination of the former cannot be performed independently of the latter. One cannot

test whether or not action and language are the same without first defining in what respects they

would be the same (namely, motoric simulation). Only by defining motoric simulation as neces-

sitating egocentric biases can we work backwards to the first claim, that action and language pre-

dictions should look similar.

An a priori reason to believe that motoric simulation was contextually dependent, even

in sign and gesture processing comes from Watkins and Thompson (2017), which demonstrated

that single-sign recognition only depended on predictive motor representations for phonologically

complex signs. Hickok et al. (2011) draw from a number of findings to make the general argu-

ment that motoric simulation is not the primary mechanism for language comprehension. Instead,

Hickok et al. (2011) make the case that motoric simulation modulates comprehension, and pro-

vides additional support in time-sensitive or noisy contexts. The ideal test of motor simulation

is one that truly taxes time-sensitive predictive abilities while leaving room for evidence of ego-

centric bias. In line with the proposal put forth by Hickok et al. (2011), results from Experiment

1 indicate that motor simulation is supplementary, rather than the primary mechanism for action

perception and language comprehension (Pickering & Garrod, 2013).
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6.1.2 Egocentrism and Shadowing oneself

The Shadowing paradigm for Experiment 1 (and Transitions task for Experiment 2) was,

therefore, never an assured mechanism for detecting (or eliciting) motoric simulation, but is the

best possible candidate given the specific nature of P&G’s proposal. Shadowing is (a) inherently

predictive in nature (Marslen-Wilson, 1985), (b) requires not only covert imitation but overt pro-

duction and (c) has been used to demonstrate egocentric effects in spoken language (e.g., Nye

& Fowler, 2003; Miller et al., 2013). For more details, see Section 1.2.2. Although there is no

existing study that directly compares the relative difficulty of spoken versus manual shadowing,

similar predictive representations based on co-articulation have been shown in both modalities

(Grosvald & Corina, 2012). While an ideal version of Experiment 1 might have required partic-

ipants to perform the complex two-handed asymmetric stimuli that elicited motoric representa-

tions for Watkins and Thompson (2017), this would (a) detract from direct comparisons between

pseudosign and grooming gesture, as there is no such natural two-handed asymmetric grooming

gesture, and (b) detract from nonsigners’ ability to perform the task. Many nonsigners already

had difficulty with complex handshapes during the first session, initial filming, and nonsigners

showed greater numbers of shadowing errors in all phonological categories (handshape, location

and movement). In the event that more complex stimuli were employed, nonsigners may have

failed to provide usable footage. Experiment 1 gave opportunities for evidence of motoric simula-

tion both in comparison of stimulus models and symmetricity contrasts.

When directly comparing participant performance for their own stimuli versus stimuli

provided by a visually familiar friend, an egocentric bias was observed in one of four possible

cases: nonsigners shadowing grooming gestures. In contrast, an egocentric bias was not observed

for nonsigners shadowing pseudosigns, and nor was it observed for signers shadowing either

stimulus type. The explanation in the case of the signers aligns with Hickok et al. (2011) insofar

as one can describe signers as under-taxed by Shadowing. Signers have much more experience

with mapping the body of an observed individual onto their own in order understand how to pro-
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duce a manual movement (Shield & Meier, 2018). The notion that nonsigners, but not signers,

found Shadowing sufficiently difficult is further supported by correlations presented in Experi-

ment 4. Only nonsigners relied on other abilities (i.e., memory and motor imagery) to complete

the Shadowing task.

The explanation provided in Chapter 2 for the lack of egocentric bias in nonsigner pseu-

dosign lag times is one with little evidence outside the present work: no egocentric bias is ob-

servable when the participant does not have sufficient familiarity with the stimulus. P&G provide

a description of an associative process whereby individuals understand how to generate the ap-

propriate motor command only through sufficient experience tying a phoneme to the appropriate

motor command; only after repeated hearing and pronouncing the desired phoneme does and in-

dividual develop a muscle memory associated with at phoneme. This process might require time

and experience producing the specific stimuli of interest. While nonsigners in the present study

did have some visual and motoric experience with specific pseudosign stimuli as part of the ex-

periment, they may not have had enough time or feedback required to develop motoric associ-

ations. As such, nonsigners may simply have no associated motor representation to provide for

simulating pseudosigns, even when task demands would call for it. One can assume that nonsign-

ers have some form of predictive representation to the extent that they are able to complete the

task, but motor simulation and individual idiosyncrasies that drive egocentric biases may not be

strong enough after such limited experience with arbitrary manual expressions.

6.1.3 Egocentrism and non-dominant hand suppression

Task demands were certainly a factor in determining the role of motor simulation across

Experiments 1 and 2. Briefly, sign acquisition research (Meier, 2006) and a case study of a pa-

tient with aphasia (Hickok et al., 1996) point to one-handed items being naturally more difficult

to produce than two-handed symmetrical items. Recent neuroimaging studies have revealed dom-

inant to non-dominant interhemispheric motor cortex inhibition during tapping (Aramaki et al.,

2006; Vines, Cerruti, & Schlaug, 2008). Additionally, one-hand signs are associated with greater
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left inferior frontal activation (Emmorey et al., 2016). In the context of broader literature, this

area is associated with motor inhibition (Swick et al., 2008), and, in context of the present body

of work, the result from Emmorey et al. (2016) can be interpreted as indicating a need to suppress

non-dominant hand activation in these cases. Section 1.3.2 makes the case that symmetrical pro-

ductions are the default mode of motor activation, and a one-handed production is equivalent to

sending one motoric signal and one suppression signal. Spreading activation from dominant to

non-dominant hands was hypothesized to render motoric simulation of one-handed items more

demanding. While signers have expertise in suppressing this non-dominant hand activity, the mo-

tor simulation of nonsigners was predicted to show greater difficulty for one-handed items.

Across Experiments 1 and 2, this prediction held true for nonsigners generating predic-

tions about pseudosign stimuli; in both Shadowing and Transitions tasks, nonsigners show faster

response times for two-handed stimuli. To say that this is evidence of motor simulation, specif-

ically in the way that P&G propose is tenuous, however. Why would nonsigners exhibit motor

simulation effects along symmetricity contrasts but not Shadowing model (Self vs. Friend) con-

trasts? It may be the case that P&G are too strong in their proposal of full covert imitation. The

motor simulation taking place in this case may not fully specify individual idiosyncrasies, and

may not fully represent all the details of an individuals’ production in order to give rise to ego-

centric effects. Instead, a more abstract version of motor simulation may be used in certain con-

texts. This less detailed version of covert imitation, as a mechanism for predictive representa-

tions and motor planning, may only engage broader representations of articulator engagement.

While P&G discuss extensive evidence of egocentric biases in predictive representations, many

sources of evidence associate better or faster predictions with a condition that shares characteris-

tics with the participant, such as gender. Relatively few sources of evidence directly compare an

individual’s predictions for themselves versus those of a similar friend. In many cases, participant

pairs from Experiment 1 shared gender and age characteristics. It may be the case that egocen-

tric biases cannot be seen across such similar models (Self and Friend) because motor simulation

doesn’t capture individual idiosyncrasies in the manner P&G propose.
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On the other hand, nonsigners exhibited a trend in the opposite direction for grooming

gestures: faster Shadowing and response-to-target Transitions RTs for two-handed than one-

handed gestures. Akin to the results discussed from Watkins and Thompson (2017) and Sharma

(2014), frequency of exposure may facilitate predictions grounded in motoric simulation. It may

be the case that the two-handed grooming gestures are less common than one-handed groom-

ing gestures, simply because one wouldn’t launch a two-handed grooming gesture if the same

goal could be accomplished with lesser expenditure of one hand, which would therefore lead to

weaker facilitation effects. One two-handed gesture, wipe under eyes, was reported by several

male participants to be very unfamiliar, as it is a gesture typically associate with grooming in the

presence of cosmetics (i.e., wipe away sweat or tears without disturbing eye make-up).

Looking at signer performance across symmetricity contrasts from Experiments 1 and 2,

it is first clear that signers treat grooming gesture and pseudosigns similarly. Even if signers have

an advantage for responding to pseudosigns, trends for both stimulus types go in the same direc-

tion across the symmetricity contrast. These similar trends, however, go in opposite directions

across studies and highlight the different demands of each task. In the case of Shadowing, a par-

ticipant must (a) visually decode the presented signal, (b) engage in motor planning and/or sim-

ulation, and (c) launch the corresponding production. While (a) is certainly present across both

Shadowing and Transitions, and (c) is certainly limited to the former, testing for the presence of

(b) was a central focus of the present work. A strong version of the P&G proposal would claim

that (b) is present across Shadowing and Transitions.

Signers show greater ease for shadowing two-handed items, which may be attributable to

dormant non-dominant hand activation, even in the case of participants for whom non-dominant

hand suppression likely comes naturally. Sending motor signals to both articulators, either in (b)

planning or (c) execution, may still be easier than sending a signal to only one. For the Transi-

tions experiment, signers trended in the opposite direction, with faster response times to one-

handed compared to two-handed items. This may simply be a feature of target detection at the (a)

visual identification portion of the process: complex handshape detection may occur more readily
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if signers are only attending to one and not two hands. For these stimuli, two-handed items were

always symmetrical, and the non-dominant hand provided redundant information.

While a priori hypotheses focused on non-dominant hand suppression, an alternative hy-

pothesis could focus on the redundancy of non-dominant hand information as a distraction in (a)

visual processing, giving rise to slower response times for the specific stimuli included in this

study (i.e., no two-handed asymmetrical items with an informative non-dominant hand). Sign

language experience would then play a role in rehearsing an ability to ignore distracting infor-

mation and/or being aware of hand dominance in focusing visual attention. Shield and Meier

(2018) describes an awareness of hand dominance being part of successful sign imitation strate-

gies. Viewed through this lens, signers show some degree of distraction for the non-dominant

hand in grooming gestures. Nonsigners show the same distraction to a greater extent. For there

signers, there even evidence that the non-dominant hand is less visually distracting in linguistic

contexts, giving rise to a domain-specific effect.

6.1.4 Summary

While there is sufficient evidence to make the case that sign language experience im-

pacted signers’ abilities to perform these predictive tasks, evidence for P&G’s proposed ever-

present and fully-realized covert imitation is simply not present. Instead, evidence points to the

selective and context-dependent nature of motoric simulation, more in line with the proposal

from Hickok et al. (2011). Nonsigners do show an egocentric bias for grooming gestures. Ex-

planations regarding the lack of egocentric bias in other cases highlight either focus on insuffi-

cient familiarity with stimuli (for nonsigners shadowing pseudosigns), or the excessive familiarity

with stimuli (for signers shadowing pseudosigns). These opposite explanations make it difficult

to confidently highlight the one finding of egocentric bias as an example firmly in support of

P&G. This pattern of results either indicates that (a) motor simulation is fickle and may or may

not be engaged depending on stimulus familiarity, or (b) the nature of motor stimulation is less

detailed and less individualized than P&G propose. A more abstract form of motor simulation
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would demonstrate symmetricity effects, as discussed above, even if no egocentric bias were seen

in a contrast between oneself and a friend. Under this interpretation, the symmetricity effects pre-

sented may be understood to highlight the role of inhibition in one-handed sign processing or

explore the relationship between sign language experience and awareness of hand dominance.

6.2 Informing sign language processing research

While Experiment 1 focused on exploring how motor simulation and familiarity con-

tribute to linguistic and nonlinguistic predictions, Experiment 2 designed to focus the compo-

nents of the stimulus that facilitate predictive representations. In light of studies demonstrating

the rapidity of linguistic predictions relative to sign onset (Arendsen et al., 2007; Hosemann et

al., 2013), perceivably of sign co-articulation (Grosvald & Corina, 2012), and the differences be-

tween signers and nonsigners in fingerspelling comprehension techniques (Geer & Keane, 2017),

Experiment 2 selectively degraded handshape and movement information in to examine the im-

pacts on predictive responses. Results from this experiment highlight the broad utility of transi-

tional movement across action types, as well as the targeted utility of transitional handshape in-

formation for signers’ predictions in linguistic contexts. While not conclusive, some details from

Experiment 1 also open the door to further speculation regarding the role of language experience

in both shaping predictions and shaping the kinds of evidence embedded in linguistic actions.

Broadly speaking, the moments immediately before sign onset facilitate predictive repre-

sentations, both when simply identifying a sign in the context of gestures (Arendsen et al., 2007)

and generating a semantic representation and (Hosemann et al., 2013). This transitional period,

as defined by Jantunen (2013), is very flexible and does not conform to specific lexical represen-

tations, but contains a lot of information that could activate a series of competitors for the sub-

sequent sign in the same way as spoken language users use phonological onset to activate com-

petitors (Allopenna et al., 1998). Transitional information can be broken down into handshape,

movement directionality and movement speed.
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6.2.1 Handshape transitions

First, the handshape segues between the final configurations of the previous sign to the

onset configuration of the subsequent sign. While insufficient information for full comprehension

in fingerspelling contexts, signers are able to glean overall shape information (Schwarz, 2000).

Even in absence of a definitive representation of handshape, however, a signer could still theoret-

ically activate the set of signs with ‘open’ handshapes, for example, just from transitional hand-

shape information. While gestalt processing of handshape information, inclusive of transitions,

comes naturally to experienced signers (Akamatsu, 1985; Schwarz, 2000; Wilcox, 1992), novices

show marginally better comprehension of fingerspelling without transitional information (Geer

& Keane, 2014) and require explicit training to be able to make use of transitional information

(Geer & Keane, 2017). It is unsurprising, then, that signers, but not nonsigners, showed evidence

of transitional handshape processing in Experiment 2 pseudosign stimuli. While the mean dif-

ference for nonsigners monitoring pseudosigns is trending in that direction, this did not reach the

threshold for significance. It may be the case that nonsigners are beginning to pick up on the util-

ity of transitional handshape during the duration of this, on average, forty-minute study. Given

the results from Geer and Keane’s (2017) work, it would be unsurprising if nonsigners were able

to use transitional handshape information with even a modicum of explicit training.

Counter to expectations, however, signers did not appear to make use of transitional hand-

shape information for grooming gesture predictions. An apparent domain-specificity for this

handshape sensitivity could be due to several reasons. First, this skill may be embedded in a

language-processing network that grooming gestures do not activate. Signers would then be un-

able to generate nonlinguistic prediction on handshape transitions alone. Second, signers may

be unaware of the potential utility of this skill in grooming gesture settings, and therefore not at-

tempt to use handshape transitions in generating predictions. A study that trained signers on the

utility of this skill, along the lines of Geer and Keane (2017) might be able to distinguish between

these first two possibilities. The third possibility is related to the nature of the stimulus itself. The
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greater degree of handshape complexity in the pseudosigns presented in the present study might

be required to generate handshape-transition-based predictions. A training study of the sort pro-

posed would be wise to control for handshape complexity between linguistic and nonlinguistic

stimuli.

6.2.2 Movement transitions

Handshape aside, movement can also inform predictions based on transitional informa-

tion. Given the visual saliency of movement in contrasting handshape blur stimuli and those

without transitions in Experiment 2, and the large reaction time differences between these con-

ditions for both linguistic and nonlinguistic stimuli across groups, it might be fair to say that all

participants made use of some kind of movement information to generate predictions. The con-

clusions that can be drawn from Experiment 2 are limited, however, by the exact conditions that

were presented. While handshape can be directly hidden by applying blur in video editing soft-

ware, it is, in practice, difficult to hide only movement information. It is similarly difficult to se-

lectively hide movement directionality or velocity while preserving other sources of information.

And no contrast was made between videos with and without non-manual (i.e., facial) informa-

tion.

All that can be said, with certainty, is that something about the transitions present in the

blurred videos facilitated both linguistic and nonlinguistic information for both groups. Partici-

pants could hypothetically use movement directionality to make inferences about the location of

the subsequent item in relation to the previous item. Participants could hypothetically use move-

ment velocity to make inferences about the distance between the subsequent and previous items.

Mauk (2003) highlighted the relationship between location co-articulation and movement speed,

and natural kinematics of the human body might dictate faster movements when moving greater

distances. Future studies might design stimuli to specifically separate out these pieces of infor-

mation, both in natural sign production and perception. Do signers naturally move faster to go

longer distances? Are transitional movements efficient in taking the most direct path from offset
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to onset? Does sign language experience shape sensitivity to these cues? Experiment 2 provides

evidence that both groups are using transitional information to generate predictions, but much

more could be done to further what components of the stimulus are informative in this process.

6.2.3 Prosodic cues

Returning to the results from Shadowing, there is some evidence that skilled signers are

capable of naturally encoding and/or decoding additional pieces of information into and from

nonsense strings, beyond the kinds of information explictly addressed in these studies. This ev-

idence for the specifics of sign processing comes from an unexpected and uncontrolled source:

prosodic cues in the Other model’s pseudosign productions. The Other model was instructed to

mimic the stimulus model (i.e., the individual observed by all participants during initial filming)

as closely as possible. As a fellow researcher aware of the project goals, the Other model was

very dedicated in providing fluid productions over several hours. The Other model, to some ex-

tent, even committed some randomized strings to memory. All experimental participants were

filmed for one hour and fifteen minutes or less and, to experimenter recollection, none showed

evidence of memory. This additional time, dedication, and memory likely provided for better

quality stimuli in some way, which will be discussed in terms of prosodic cues.

Given that reduced lag time was only seen for the Other model within the signer group,

and only for pseudosign stimuli, it is safe to say that some prosodic cue is present either (a) only

for the Other model’s pseudosign stimuli, or (b) present in both pseudosign and gestures, but

uniquely informative in the former. Section 2.4 speculates on what cues may be, but this specu-

lation clearly calls for empirical investigation of prosodic cues. A better understanding of these

cues would lead to a better contrast between pseudosign stimuli and nonlinguistic action. Does

temporal regularity (i.e., visual rhythm) facilitate forward modeling? Grosvald and Corina (2012)

provides evidence that location co-articulation is a useful predictive measure, when explicitly

trained as such, but could handshape co-articulation provide similar facilitation? Does movement

speed or acceleration during transition periods, as described by Jantunen (2013), provide useful
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predictive information prior to sign onset? Future studies might selectively contrast the presence

or absence of (or even presence of misleading information for) these cues for signers versus non-

signers. Does sign language experience impact sensitivity to manual co-articulation (in move-

ment, location or handshape) in absence of explicit training? What cues, in general, differentiate

a high-skill production of randomized pseudosigns from a low-skill production? And which of

these cues lead, in turn, to more efficient predictive representations?

6.3 Final Remarks

While the present work cannot support strong proposals of motor simulation, motor simu-

lation in weaker, underspecified, and less frequently active, forms likely still occur in action per-

ception and language comprehension. Future investigations on the nature of motor engagement

should focus on replicating and extending existing effects, rather than venturing into unknown

methodological territory. The sign language processing field, however, has many unanswered

questions ready for inventive methodologies that explore the relative utility of phonological pa-

rameters during transitions. A lack of evidence for motoric simulation as a mechanism in sign

language comprehension leaves ample room for proposals regarding the evidence incorporated

into the same such predictions. At present, it appears as though signers are capable of making use

of all naturally present linguistic regularities (co-articulation, prosodic cues, transitional consis-

tencies, etc.) in generating predictions; if a regularity exists in natural signing, signers are likely

to incorporate it as a cue into linguistic predictive representations. Future studies should examine

the relative weight of these cues in generating predictions, and how these weights may change

over the ranges of expertise exhibited by second language learner versus native signer popula-

tions.
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7 Appendix

7.1 Subject means statistical analyses

The following section includes more traditional ANOVAs and t-tests than are included in

the main body of this work. This section is not intended to be interpreted as scientific findings,

but instead serves as a basis of comparison for more nuanced mixed effects models. The broad

lesson that can be gleaned from the statistics presented below is that, with the exception of Model

effects from Experiment 1, all findings are sufficiently robust as to be seen when taking individ-

ual subject means. Random effects components of the first mixed model of Experiment 1 appear

to be required to highlight the subtle effects described.

7.1.1 Experiment 1: Shadowing, Egocentric Bias

Table 7.01: Mixed, repeated measures ANOVA analysis for Shadowing effect of Model, stimulus
Type, and Group.

Source SS df MS F p

Within-Subjects
Type 2541.242 1 2541.242 0.41 0.526
Type * Group 16886.771 1 16886.771 2.724 0.108
Error(Type) 223191.724 36 6199.77
Model 1958.251 1 1958.251 0.95 0.336
Model * Group 2452.365 1 2452.365 1.19 0.283
Error(Model) 74195.436 36 2060.984
Type * Model 6218.873 1 6218.873 6.843 0.013
Type * Model * Group 141.777 1 141.777 0.156 0.695
Error(Type*Model) 32716.09 36 908.78

Between-Subjects
Group 3993.3 1 3993.3 0.076 0.784
Error 1892301.824 36 52563.94

Note. SS = Type III Sum of Squares; df = degrees of freedom; MS = mean square; F = F critical
value; p = p-value significance. Model reported as linear effect across three levels.
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Table 7.02: Follow-up two-tailed t-tests for Shadowing effect of Model, across
Group and stimulus Type.

Source M SD t df p

Signers
Grooming Gesture

Self vs. Friend �9.603 38.299 �1.121 19 0.276
Friend vs. Other �4.286 43.136 �0.444 19 0.662

Pseudosigns
Self vs. Friend �13.279 71.606 �0.829 19 0.417
Friend vs. Other 28.88 55.252 2.338 19 0.031

Nonigners
Grooming Gesture

Self vs. Friend �21.029 71.058 �1.29 18 0.213
Friend vs. Other �5.896 74.98 �0.334 17 0.743

Pseudosigns
Self vs. Friend �4.233 89.563 �0.206 18 0.839
Friend vs. Other 3.776 80.058 0.2 17 0.844

Note. M = Mean; SD = Standard Deviation; t = t-test value; df = degrees of
freedom; p = p-value significance. Self vs. Friend reflects Egocentric Bias.
Friend vs. Other reflects effect of Visual Familiarity.
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7.1.2 Experiment 1: Shadowing, Symmetricity

Table 7.03: Mixed, repeated measures ANOVA analysis for Shadowing effect of Symmetricity
(Sym), stimulus Type, and Group.

Source SS df MS F p

Within-Subjects
Type 474.509 1 474.509 0.108 0.745
Type * Group 15985.255 1 15985.255 3.628 0.065
Error(Type) 163034.927 37 4406.349
Sym 4254.106 1 4254.106 8.841 0.005
Sym * Group 500.871 1 500.871 1.041 0.314
Error(Sym) 17804.540 37 481.204
Type * Sym 5542.043 1 5542.043 20.629 < .001
Type * Sym * Group 2176.249 1 2176.249 8.101 0.007
Error(Type*Sym) 9939.921 37 268.647

Between-Subjects
Group 4870.890 1 4870.890 0.142 0.709
Error 1271300.290 37 34359.467

Note. Sym = Symmetricity; SS = Type III Sum of Squares; df = degrees of freedom; MS = mean
square; F = F critical value; p = p-value significance.

Table 7.04: Follow-up two-tailed t-tests for Shadowing effect of Symmetricity,
across Group and stimulus Type.

Source M SD t df p

Signers
Gest: Asym-Sym 9.580 22.400 1.913 19 0.071
PSign: Asym-Sym 18.485 27.584 2.997 19 0.007

Nonigners
Gest: Asym-Sym �12.534 30.18 �1.810 18 0.087
PSign: Asym-Sym 26.260 28.968 3.951 18 0.001

Note. Gest = Grooming Gesture; PSign = Pseudosign; Asym = Asymmetrical;
Sym = Symmetrical; M = Mean; SD = Standard Deviation; t = t-test value; df =
degrees of freedom; p = p-value significance.
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7.1.3 Experiment 2: Transition, Condition

Table 7.05: Mixed, repeated measures ANOVA analysis for Transitions effect of Condition (Cond),
stimulus Type, and Group.

Source SS df MS F p

Within-Subjects
Type 32293.746 1 32293.746 6.267 0.016
Type * Group 16132.626 1 16132.626 3.131 0.084
Error(Type) 206117.357 40 5152.934
Cond 1271616.482 1 1271616.482 299.196 < 0.001
Cond * Group 7663.748 1 7663.748 1.803 0.187
Error(Cond) 170004.323 40 4250.108
Type * Cond 10164.552 1 10164.552 1.741 0.195
Type * Cond * Group 2033.146 1 2033.146 0.348 0.558
Error(Type*Cond) 233524.161 40 5838.104

Between-Subjects
Group 63212.030 1 63212.030 0.837 0.366
Error 3019254.833 40 75481.371

Note. Cond = Condition; SS = Type III Sum of Squares; df = degrees of freedom; MS = mean square; F
= F critical value; p = p-value significance.
Condition reported as linear effect across three levels.

92



Table 7.06: Follow-up two-tailed t-tests for Transitiions effect of Condition, across
Group and stimulus Type.

Source M SD t df p

Signers
Grooming Gesture

Normal vs. Blur �19.192 40.978 �2.146 20 0.044
Blur vs. Hold �145.803 46.620 �14.332 20 < 0.001

Pseudosigns
Normal vs. Blur �112.531 59.456 �8.673 20 < 0.001
Blur vs. Hold �97.493 42.698 �10.463 20 < 0.001

Nonigners
Grooming Gesture

Normal vs. Blur 18.203 125.049 0.667 20 0.512
Blur vs. Hold �170.097 57.455 �13.567 20 < 0.001

Pseudosigns
Normal vs. Blur �40.824 107.082 �1.747 20 0.096
Blur vs. Hold �128.268 97.040 �6.057 20 < 0.001

Note. Cond = Condition; M = Mean; SD = Standard Deviation; t = t-test value; df
= degrees of freedom; p = p-value significance. Normal vs. Blur reflects attending
to handshape change. Blur vs. Hold reflects attending to movement.
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7.1.4 Experiment 2: Transitions, Symmetry

Table 7.07: Mixed, repeated measures ANOVA analysis for Transitions effect of Symmetricity
(Sym), stimulus Type, and Group.

Source SS df MS F p

Within-Subjects
Type 22795.122 1 22795.122 6.721 0.013
Type * Group 12816.537 1 12816.537 3.779 0.059
Error(Type) 135660.530 40 3391.513
Sym 264789.044 1 264789.044 139.747 < 0.001
Sym * Group 222.403 1 222.403 0.117 0.734
Error(Sym) 75791.085 40 1894.777
Type * Sym 157085.647 1 157085.647 101.667 < 0.001
Type * Sym * Group 16937.954 1 16937.954 10.962 0.002
Error(Type*Sym) 61803.974 40 1545.099

Between-Subjects
Group 40587.515 1 40587.515 0.807 0.374
Error 2010817.002 40 50270.425

Note. Sym = Symmetricity; SS = Type III Sum of Squares; df = degrees of freedom; MS = mean
square; F = F critical value; p = p-value significance.

Table 7.08: Follow-up two-tailed t-tests for Transitions effect of Symmetricity,
across Group and stimulus Type.

Source M SD t df p

Signers
Gest: Asym-Sym �122.777 44.434 �12.662 20 < 0.001
PSign: Asym-Sym �40.627 49.323 �3.775 20 0.001

Nonigners
Gest: Asym-Sym �158.338 59.403 �12.215 20 < 0.001
PSign: Asym-Sym 4.139 76.313 0.249 20 0.806

Note. Gest = Grooming Gesture; PSign = Pseudosign; Asym = Asymmetrical; Sym
= Symmetrical; M = Mean; SD = Standard Deviation; t = t-test value; df = degrees
of freedom; p = p-value significance.
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7.2 Stimuli, as described in Table 2.01, with images

Table 7.09: Experimental items for Shadowing, Transitions and Working Memory tasks, with
screencaptures highlighting handshape and location. Capitalized glosses indicate phonologically
closest existing ASL sign.

Grooming Gestures Pseudosigns

1. Tug ear 7. Push sleeves 1. BACON 7. WHATEVER

2. Wipe eye 8. Rub Face 2. PERIOD 8. BELT

3. Scratch face 9. Wipe eyes 3. ISREAL 9. BEAR

continued on next page
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Table  7.09  continued:  Experimental  items  for  Shadowing,  Transitions  and  Working  Memory  tasks,  with
screencaptures  highlighting  handshape  and  location.  Capitalized  glosses  indicate  phonologically  closest  
existing  ASL  sign.  



7.3 Example TAMI-h response items

Example trial (left) and Isolated response set (right)

Example trial (left) and Functional response set (right)

Figure 7.01: Example questions and response sets for the Test of Ability in Movement Imagery for hands
(TAMI-h): Isolated and Functional substests. See Donoff et al. (2018) for full task description.
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