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Incremental processing and infinite local ambiguity
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Universita di Torino
Corso Svizzera 185
10149 Torino
Italy
vincenzo@di.unito.it

Abstract

In incremental parsing, infinite local ambiguity occurs when
the input word can be combined with the syntactic structure
built so far in a infinite number of ways. A common exam-
ple is left recursion (e.g. “railway station clock™ or “his sis-
ter's boyfriend’s shirt”), where local information cannot tell us
the depth of embedding of the left descendent chain of nodes.
From the processing point of view, infinite local ambiguity
causes a technical problem, which a model must solve in or-
der to implement incrementality fully. This paper provides a
general solution to the problem of infinite local ambiguity, by
introducing the concept of Minimal Recursive Structure. We
give two examples of parsers in which the solution is used.

Introduction
Strong Incrementality

Many theories of human sentence processing assume that lan-
guage comprehension is constrained by what we will call
strong incrementality. According to this constraint, the pro-
cessor reads its input strictly from left to right, maintaining a
fully connected structure at each state (cf. the Left-to-Right
constraint of Frazier and Rayner (1988), or the Incremental
Licensing principle of Gorrell (1995)). Constraining process-
ing by strong incrementality gives at least two advantages to
the human language processing system. First, assuming a se-
mantics which can be applied to the kind of partial structures
built by an incremental parser, it allows for the interpreta-
tion of incomplete sentence fragments, which are common in
everyday speech. Secondly, the constraint avoids the com-
putational cost of maintaining large numbers of unstructured
items in working memory. There is a great deal of psycholog-
ical evidence in favour of the incremental structuring of input.
Experiments conducted by Marslen-Wilson (1975) showed
that humans could shadow and interpret speech at a delay
of only 250ms. Furthermore, despite proposals that structure
building is head-driven, a strategy which is not strongly incre-
mental, (as is proposed, for example, by Abney (1989) and
Pritchett (1992)), there is an increasing body of experimen-
tal evidence, particularly concerning the processing of head-
final constructions, which suggests that the processor eagerly
assembles and attaches constituents before the head is pro-
cessed (see, for example, Yamashita (1994), Bader and Lasser
(1994), and Hemforth, Konieczny, and Scheepers (1994)).
Further evidence comes from the human ability to identify
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a referent in a spatial context as soon as some distinctive at-
tribute appears in the phrase that describes it, and this can oc-
cur well before the appearance of the actual head (Eberhard
et al. 1995).

Parsing models and strong incrementality

The necessity of keeping the syntactic structure fully con-
nected strongly constrains the form of the parsing model.
There are several algorithms, originating from computer sci-
ence practice, which have been imported into psycholinguis-
tics to provide the processing mechanisms for human parsing
models.

Abney and Johnson (1991) evaluate the psycholinguistic
relevance of three common parsing schemas for context free
grammar: top-down, bottom-up and left-corner. The evalua-
tion is in terms of the requirements of working memory space
and the generation of local ambiguities. Roughly speaking,
top-down parsing predicts the lower levels of the syntactic
tree by expanding the structure from the upper levels (start-
ing from the root), and scans actual words by matching them
on preterminal symbols. The predictive component, if not im-
mediately checked against the input data, can cause the explo-
ration of useless analyses. Also, it suffers from the problem of
left-embedding structures (such as NP — NP’s N), which the-
oretically cause non terminating computations, or unbounded
space requirements. Bottom-up parsing proceeds in the oppo-
site direction, by assembling constituents in larger and larger
units, starting from words: it is entirely data-driven and does
not embody any predictive component. Bottom-up parsing
requires a large (theoretically unbounded) space when deal-
ing with right-embedding constructions (like NP — art n PP,
PP — p NP), as it can assemble a connected syntactic struc-
ture only at the very end of the analysis. On the other hand,
it parses left-embedding constructions easily. Finally, left-
corner parsing is a bottom-up strategy which projects upper
levels of the tree as soon as the leftmost daughter has been
parsed. Because of this, it outperforms bottom-up parsing,
because the processor can build at least a partially connected
structure before the end of the constituent, thus reducing the
number of unstructured items.

Abney and Johnson evaluate psycholinguistic relevance
with the capability of the parsing algorithm to reflect human
performances: the larger the memory space requirements and
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the local ambiguities," the more difficult parsing becomes.

According to their analysis, the left-corner strategy exhibits
the best performance profile, as it can explain the human dil-
ficulty in parsing center-embedding constructions (requiring
a large memory space) in comparison with left and right-
embedding constructions. In particular, top-down parsing has
large space requirements for left and center-embeddings, and
bottom-up parsing has large space requirements for center
and right-embedding, thus failing to reflect the differences in-
dicated by psycholinguistic evidence.

Of the three strategies, only top-down parsing guarantees
the permanent connectedness of syntactic structure. Hence,
if we reduce the unbounded space requirements of top-down
parsing with left-embedding constructions, we have a parser
which is strongly incremental and psycholinguistically valid.

An alternative solution which has been pursued in the lit-
erature to yield strong incrementality is to use a syntactic for-
malism other than context free grammar. For example, strong
incrementality holds for some approaches to categorial gram-
mar, such as that of Milward (1995).

In this paper we describe a general method for reducing the
space requirements and the perception of local ambiguities in
top-down parsing, the strategy that naturally realizes strong
incrementality. The method strongly relies on a lexicalized
version of context free grammar. Its generality consists in its
applicability to a series of parsing models. We will firstly de-
scribe the method in terms of a general parsing algorithm, and
subsequently see its application in a specific psycholingusitic
model.

The problem of infinite local ambiguity

The task of a strongly incremental parser is to make a left-
to-right pass of the input, and find a way of connecting each
word into the parse tree as it is encountered. We call the chain
of nodes which need to be instantiated in order to connect the
input word to the structure built so far the “connection path”.
The problem of infinite local ambiguity is that there is no way
of knowing in advance how long the connection path must be.
Imagine that the processor has received the sentence fragment
“John hates”, and has processed it as a subject followed by an
incomplete verb phrase.

[s [vp John] [v p hates .NP] ]

This sequence of brackets and symbols represents the partial
parse tree. The dot indicates the current position of analysis.
In the example, the parser expects the recognition of a NP in
the rest of the sentence. Suppose the next input word is “'his”.
There is an infinite number of ways in which this word can
be combined with the structure built so far, as the following
continuations show:

(1) a. John hates his sister.

' As Abney and Johnson point out, given a single grammar, local
ambiguity varies according to the parsing strategy used.
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b. John hates his sister’s boyfriend.
¢. John hates his sister’s boyfriend’s shirt.
d. erc..

Local information at “his” cannot determine the length of the
connection path (made of NP nodes) from “hates™ (or rather,
its projection S) to “his"; that is, we do not know the level of
embedding of the left recursion.

Left-embedding structures represent a typical case of infi-
nite local ambiguity, because of the left-to-right character of
incremental parsers; right-embedding structures can be easily
parsed incrementally without introducing infinite ambiguity.
Now, as there is empirical evidence that left-embedding struc-
tures are fairly easy for humans (for example, Japanese speak-
ers have little trouble interpreting the left recursive structures
common in their language (Mazuka et al, 1989)), and are cer-
tainly easier than multiple centre embedding constructions,
a psycholinguistically valid parsing model must account for
this difference.

In the next section we describe a solution to the problem
of parsing left-embedding structures, by introducing the no-
tion of Minimal Recursive Structure. The MRS is a left-
descendent chain of nodes in which there are no two nodes
of the same category. Intuitively, it represents the minimal
unit of left recursion. To connect the current input word to
the syntactic structure, the parser builds a MRS (which only
needs a finite time); if the subsequent input requires a fur-
ther extension of the left recursive structure, it adjoins further
MRS’s.

The notion of “Minimal Recursive Structure”

The solution that we propose to the problem exemplified by
(1) relies on the notion of minimum effort, and is related
to the well-known Minimal Attachment principle (Frazier,
1978). The intuition behind this solution is already present
in the literature in some forms. All authors who propose
strongly incremental parsers must provide some solution to
the problem of infinite local ambiguity, and, as far as we are
aware, all solutions proposed rely on the notion of minimal
effort, either implicitly or explicitly, in a way which resem-
bles the proposal we describe here. Our contribution is to
define this notion, in terms of MRS, and show how it can be
implemented in working models.

The basic idea is the following: when the grammar per-
mits an unbounded left descendent chain of nodes, the re-
sulting structure does not have a random pattern, but rather
can be seen as a repetition of some specific pattern which we
call Minimal Recursive Structure (MRS). The whole chain is
formed by a number of MRS’s linked to each other.

To define MRS’s formally, we first introduce the more gen-
eral notion of Dotted Partial Structure (DPS). DPS’s represent
an alternative view of grammar rules as partially instantiated
syntactic structures. In the remainder of this section, we will
show how DPS’s can be used in the implementation of a top-
down parser which is able to process structures which ex-
hibit infinite local ambiguity. A similar idea was proposed



by Thompson et al. (1991), who implemented a strongly in-
cremental parser with the rather different goal of improving
the efficiency of parallel context-free parsing, also employing
a notion of MRS similar to the one we propose here.

A DPS is a syntactic structure where:

a. the leftmost deepest symbol is a lexical item;
b. each branching is licensed by a grammar rule;
¢. a dot precedes or follows some symbol of the structure.

For example, given the grammar:

S —+ NP VP
NP — propn
VP — v NP

we have the following DPS’s:

[s [np -propn] VP]
[\'p .v NP]
[np .propn]

The dot in the initial position states that no part of the struc-
ture has been analyzed yet. The construction of the DPS’s
of a given grammar is a straightforward process. From the
start symbol rules, we expand the leftmost symbol of the
right hand side iteratively, until we reach a preterminal cat-
egory. This occurs for every possible path through the rules.
Of course, there is a problem with left recursion, which we
deal with below.

Once the grammar is written in DPS form, we can write
an algorithm that keeps the structure permanently connected
during sentence parsing. For the sake of simplicity, the de-
scription of the parser (which follows Earley’s style (Ear-
ley, 1970)) does not incorporate preferences for local ambi-
guity. Instead, we assume that each step is performed non-
deterministically, and is the correct move. Here is the algo-
rithm:

INITIALIZATION: the parser takes a DPS of the form [
)

Then, for each input word:

PREDICTION: If the dot precedes a non terminal symbol X
we replace it with a DPS of the form [x ...].

SCANNING: If the dot precedes a preterminal symbol x and
the input word is of category x, then we advance the dot.

COMPLETION: If the dot precedes a closed bracket, then
advance the dot after it.

Finally,

TERMINATION: If we have a DPS of the form [5 ...] and
the dot is in the rightmost position, then exit with ACCEPT;
otherwise REJECT.

Let us see how it works through an example, “John hates
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Mary"

INITIALIZATION

[s [np .propn] VP]
SCANNING

[s [np John.] VP)
COMPLETION

[s [np John] .VP]
PREDICTION

[s [np John] [vp .v NP]]
SCANNING

[s [np John] [v p hates .NP]]
PREDICTION

[s [~p John] [v p hates [y p .propn]]]
SCANNING

[s [~vp John] [v p hates [y p Mary.]]]
COMPLETION (x 3)

[s [np John] [v p hates [y p Mary]]].

In the case of a left recursive grammar, the top down expan-
sion of leftmost symbols never terminates. Thus, the DPS
computation stops as soon as some symbol is repeated: the
DPS produced up to that moment represents a MRS and is
labelled with a unique identifier. These labels are then used
to mark the DPS’s with the same top symbol. This means that
they can be expanded to larger structures. Formally, a MRS
is a labelled DPS.

Let us consider the following grammar, which contains both
direct and indirect left recursion:

S — NP VP
NP—=Dn
NP — NP PP
NP — propn
VP — v NP
D — art
D— NP's
PP — p NP

The DPS’s produced are the following:

[s [vplp .art] n]1,2 VP]
[s [np .propn]1,2 VP]
[np [p .art] n]1,2

[vp .propn]l,2

[p .art]

[vp .vNP]

[pp .p NP]

I: [wp [p NP 's]n]1,2
2: [np NPPP]1,2

Intuitively, the parser implements the following idea: when
it analyzes an input word and encounters a left recursive con-
struction, it builds a MRS, that is a structure with only one



level of recursion, to insert the word. Then, the parser leaves
a marker (label) to remember that this minimal structure can
be expanded with further MRS's,

The previous algorithm is accordingly augmented. In par-
ticular, the completion phase also non-deterministically exe-
cutes the following code:

If the dot precedes a closed bracket which ends a DPS X
and X is marked with L, then the DPS L replaces X in the
larger DPS and X replaces the non terminal that follows the
dot in L; finally, the dot advances after X.

For example, take the following DPS, where non terminals
have subscripts to allow subsequent identification,

[~p1 [p1 the] child.]1
After completion it becomes
[np2 [p2 [np1 [D1 the] child] ’s] n]1,2

Let us see how the parser works on the example “Mary

hates the child's dog”, starting from the input word “the”.

[s [xp Mary] [v p hates .NP]]
PREDICTION
[s [vp Mary] [vp hates [vp [p .art] n]1,2 ]]
SCANNING
[s [np Mary] [vp hates [Np [p the.] n]1,2]]
COMPLETION
[s [wp Mary] [vp hates [Np [p the] .n]1,2]]
SCANNING
[s [vp Mary] [vp hates [vp [p the] child.]1,2]]
COMPLETION
[s [vp Mary]
[vp hates [Np [p [np[D the] child] 's] n]1,2]]
SCANNING
[s [vp Mary]
[vp hates [Np [p [NP[D the] child] ’s.] n]1,2]]
COMPLETION
[s [np Mary]
[vp hates [Np [p [Np[p the] child] 's] .n]1,2 ]]
SCANNING
[s [vp Mary]
[vp hates [vp [p [Np[p the] child] ’s] dog.]1.2 ]]
COMPLETION (x 3)
[s [np Mary]
[vp hates [vp [p [np[p the] child] 's] dog]]].

The parser implements strong incrementality, as it keeps a
fully connected syntactic structure. The parser (and the ex-
ample) executes non-deterministic steps, and goes straight to
the correct solution without taking care of local ambiguity
management. The DPS structures contribute to the reduc-
tion of local ambiguity due to the use of lexicalization, which
introduces a data-driven component into the basic top-down
character of the algorithm. Additionally, we no longer have
unbounded space requirements in the case of left recursion,
since MRS’s are instantiated as needed.

To use this basic schema in a parsing model we need to ac-
count for local ambiguity management. Theories devised by
psycholinguists vary according to the extent to which the hu-
man language processing system maintains multiple syntactic
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analyses in parallel, For example, Frazier (1978), argues that
a single analysis is computed, and revised if necessary. On
the other hand, parallel models such as that of Gibson (1991)
and competitive activation models such as that sketched in
MacDonald, Pearlmutter, and Seidenberg (1994) allow the
processor to construct and maintain (or activate, respectively)
a number of alternative analyses in parallel. A serial archi-
tecture maintains only one analysis, which, assuming strong
incrementality, must be connected, at any one state. In a par-
allel architecture, strong incrementality could be interpreted
in a number of ways; for example, it could be interpreted as a
requirement that all analyses under consideration at any one
state should be connected. On the other hand, a weaker inter-
pretation could be that, of all the analyses under consideration
at any particular state, at least one should be fully connected.

The non-deterministic algorithm described above can be
easily extended to parallel models: it is sufficient to assume
that the single steps are executed on each possible analysis by
assuming a duplication of structures where local ambiguity
occurs. Lombardo (1995, 1996) describes a limited parallel
parsing model which also implements the sharing of common
structures.

In the next section we present a serial psycholinguistic
model, that implements an on-line notion of MRS, without
putting the grammar into DPS form.

A psycholinguistic model of parsing infinite
local ambiguity

In the previous section, we described how the notion of min-
imal recursive structure can be used to add a lexical data-
driven component to constrain a top-down parser, providing
a solution to the problem of infinite local ambiguity. This
was achieved by pre-compiling the grammar to produce the
full set of DPS structures necessary to connecl an arbitrary
word with an arbitrary left context. We believe that pre-
compilation is useful for the construction of efficient algo-
rithms, and that the derived structures give an intuitively clear
idea of the notion of minimal recursive structure. However,
pre-compilation is not a necessary condition for dealing with
infinite local ambiguity in incremental parsing. This is im-
portant, because many psycholinguists subscribe to the Type
Transparency Hypothesis of Berwick and Weinberg (1985),
which states that “grammatical representations are embedded
directly into parsers” (see, for example, Pritchett (1992), Gor-
rell (1995), for arguments in favour of this hypothesis).

The algorithm which we sketch in this section does not em-
ploy grammar compilation. Instead, the parser uses the local
structures defined in the grammar to compute a connection
path from the current word to the left context on-line?. The
parser described in this section is an extended version of the
maodel described in Sturt and Crocker (1996), and further de-
tails can be found in Sturt (in preparation). The algorithm is

2See Konieczny and Hemforth (1994) for another example of a
parser that computes projection paths on-line, though the issue of
infinite local ambiguity is not addressed in that paper.



a psycholinguistic model, which is used for the investigation
ol syntactic reanalysis. We will see that the processing of lelt
recursive structures is achieved through the application of a
reanalysis operation in this model,

The grammar is expressed as a set of lexically anchored
projection trees, which can be viewed as a generalization of
DPS’s introduced in the previous section, except that each
projection tree in the grammar only represents the head pro-
Jjection of the anchor, and is only expanded on-line as required
by the processor.

The parser proceeds by taking each word, retrieving its pro-
jection tree, and attempting to combine the projection with
the current left context. The projection tree can be combined
with the left context by three basic methods:

Left Combination The left context is attached as a left de-
pendent of the projection tree. For example, if the left context
is [~p John], and the projection tree is [s [vp[v hates]]],
then Left Combination can combine the two to form a new
left context [s[np John] [v p[v hates]]].

Right Combination The projection tree is attached as
a right dependent of left context.  For example, if
the left context is [s[nyp John] [v'p[v hates]]], and
the projection tree is [yp Mary], then Right Combina-
tion can combine the two to form the new left context
[s[np John] [vp[v hates][np Mary]]]

Reanalysis The parser includes operations for reanalysing the
analysis. In this paper, we will consider the tree lowering op-
eration, in which a node NV on the right frontier of the left con-
text is detached, and left-combined with the projection tree.
The projection tree is then right combined with the left con-
text in the position previously occupied by N. For example,
if the left context is [s[yp John] [v p[v knows][nyp Mary]]l,
and the projectiontree is [s [v p [v smokes]]], then Mary can
be left combined with the projection tree, and the projection
tree can be right combined with the left context, as follows:
[s[np John] [v plv knows][s[~p Mary](vp [v smokes]]]]].

If the projection tree cannot be combined with the left con-
text directly, it is extended to successively higher levels of
structure. As an illustration, imagine the parser has built the
following left context:

|s John [vp thinks]]

Let us say that the next word is “his”. This word is projected
to the Det category. The parser cannot directly combine a
determiner with the left context. For example, it cannot com-
bine via right combination, because there is no position on the
right frontier of the left context which licenses a determiner.
So, the parser searches for a projection tree which selects a
determiner to its left, and attempts to combine this projec-
tion with the left context. The NP projection tree allows a
determiner as a left daughter, so now the parser attempts (o
combine an NP with the left context. This also fails, because

thinks does not select for an NP. The parser attempts to extend
the projection trec one level further, by searching for a projec-
tion which can take an NP to its left. The parser finds that an
S projection can take an NP (subject) on its left. Moreover, an
S category is selected by “thinks”, so the parser hypothesises
both NP and S projections, attaches the determiner to the NP
projection, attaches the NP projection to the S projection, and
attaches the S projection to the VP of the left context. The
result is the following connected structure:

[s John [vp thinks |5 [vp [p his Jx 1] [ve [v1]]]

Clearly, the process of extending the projection tree will run
into termination problems unless constrained in some way.
The parser therefore uses the Minimal Recursive Structure as
aceiling for the height of any possible connection path. Thus,
each time a node is added to the connection path, a check is
made to ensure that its category has not yet appeared in the
connection path.

Consider the following left recursive sentence:
(2) John hates his sister’s boyfriend,

After “sister” has been incorporated, the left context will be
as follows:

[s [~ p John] [vp hates [ p his sister]]]

We assume that the particle 's projects to a determiner, taking
an obligatory NP on its left.

(o NP ’s]

This means that the particle cannot combine with the left con-
text through standard left or right combination. However, it
can combine via the tree lowering reanalysis operation (de-
scribed above). The NP dominating “his sister” is detached
from its position as the argument of “hates”,

[s [np John] [vp hates NP]] [wvp his sister] [p NP 's]
and left-combined as the argument of the possessive particle.
[s [nvp John] [vp hates NP]] [p [wvp his sister] 's]

The Det projection of the possessive particle cannot attach
directly to the left context, but by projecting to the level of
NP, it can.

[s [wp John] [vp hates NP]] [np [p [~ p his sister] 's] .n]
The resulting left context will then look like this:
[s [vp John] [vp hates [xp [p [vp his sister] 's] .n]]]

When “boyfriend” is read, it is attached as the head of the
newly created NP.

[s [np John] [vp hates [Np [p [np his sister] 's]
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boyfriend]]]

The left recursive structure could potentially be extended in
this way indefinitely, with a new instantiation of minimal re-
cursive structure inserted into the right frontier each time the
possessive particle is read.

(3) John hates his sister's boyfriend's mother's psychoana-
lyst's

The parser can be viewed as a bottom-up algorithm with a
predictive component, which maintains a permanently con-
nected structure, allowing for strong incrementality. The
building of structure is triggered by lexical input, but driven
by the need for connectedness, and constrained by minimal
recursive structure. The algorithm also satisfies the criteria
proposed by Abney and Johnson (1991) with respect to space
requirements and local ambiguity.

The basic mechanism described here has been used to
investigate psycholinguistic preferences for reanalysis in
Japanese (see Sturt and Crocker (1996)), where infinite lo-
cal ambiguity of the variety we have been discussing in this
paper abounds.

Conclusions

This paper has discussed the problem of infinite local ambi-
guity, which must be addressed by any strongly incremental
parsing model. We have argued that a successful solution to
this problem must employ the notion of minimal recursive
structure, and we have presented two algorithms which use
this notion in order to combine strongly incremental process-
ing with the successful handling of infinite local ambiguity.
The method has been tested on context free grammar,
which is the basis for a number of natural language for-
malisms. The extension to these more powerful formalisms
is currently under study. In order to use the method with wide
coverage grammars, we are also investigating the use of graph
structures for packing DRS’s which share syntactic structure.
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