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Abstract

Essays in Behavioral and Experimental Economics

by

Xin Jiang

The dissertation consists of three experimental studies on economics, including in-group

bias, deception heuristics, and belief elicitation.

Chapter 1 studies the root of in-group bias. Literature has found that social identities

and minimal group paradigm can generate in-group bias, but seldom studies what non-

label activities could generate group affiliation. I study the effect of common experience

on group affiliation through a lab experiment. The results show that common fortune

experience works, while common misfortune does not. These results violate results from

previous studies, and suggest that some other perspectives work beyond pure in-group

favoritism, for example, the sense of deservingness.

Chapter 2 studies the response time in lying detection. The inclusion of response time

indicators has become a common feature in the contemporary landscape of social media

sites. What private information does the response time carry when there is a conflict of

interest, and do people use it to improve their welfare? We portray a model and design a

modified cheap talk game to study the intricate interplay between response time, private

information, and its influence on users’ well-being, tailored to situations where truth

discovery is time consuming. Our investigation uncovers a noteworthy sender hope to

not have to lie to get what she wants. Given this preference, the private information

reveals the consideration process, instead of the mechanical discovery process. We find

that when there is an apparent conflict of interest, the longer the response time, the less

credible the message. However, receivers are unable to extract substantial welfare gains
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through the response time. Furthermore, when senders are aware of the availability of

their response time, they are able to manipulate it.

Chapter 3 studies the belief elicitation method. Beliefs or perceptions play a central

role in studying economic behavior, yet eliciting them accurately presents challenges.

We introduce a novel elicitation method, called the Dynamic Binary Method (DBM),

designed to address the common challenge individuals face in pinpointing the best point

estimate of their beliefs, particularly when their beliefs are imprecise. Unlike Classical

Methods (CM), which require respondents to make absolute judgments and form a point

estimate of their true beliefs, DBM guides them through a series of binary relative judg-

ments, enabling them to express interval beliefs by exiting the process at any step. To as-

sess the empirical validity of DBM, we conduct both within-subject and between-subject

experiments using a diverse range of perception tasks drawn from previous literature and

CM as a benchmark of performances in each task. We find that DBM does not perform

significantly differently from CM at the aggregate level, regardless of whether the per-

ception questions use artificial/laboratory settings or real-life settings, and irrespective

of the measurement used. Notably, DBM outperforms CM when the objective truth is

extreme. Furthermore, we find a negative correlation between the length of stated beliefs

in tasks using DBM and their accuracy. Additionally, we find that the length stated in

DBM can predict respondents’ performance in CM tasks at the aggregate level, albeit not

strictly in a monotonic manner. Finally, we explore methods to use DBM-collected data

for predicting stated point beliefs in DBM, offering insights into potential applications

of the method beyond its immediate implementation.

JEL C92, D91, C70
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Chapter 1

Fortune and identity

Joint work with Gary Charness

1.1 Introduction

Both psychologists and economists have shown evidence that people exhibit in-group

bias in a variety of contexts, including tax preference, cooperation, punishment and

truth telling. A number of studies have found in-group favoritism even in the trivial, ad

hoc intergroup categorization, i.e. minimal group paradigm. However, when applying

this concept in the real world, economists only focus on ingrained categories, like race,

gender, ethnic and religion. I think it can be more popular than what have been found.

For example, it is intuitive to think that common experience would establish a bond

among people, and encourage people to help and cooperate with each other. Therefore,

matching people with the same experience together might benefit people via in-group

bias. However, it is hard to study the effect of common experience in the real world

without confounds. Lab experiments are a better way to study the effect of common

experiences in a highly-controlled (albeit stylized) environment.
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Fortune and identity Chapter 1

This study aims to investigate how common experiences of misfortune and fortune

shape individuals’ sense of group affiliation. I focus on distribution decisions in this

study, which is the most popular way to study in-group bias in identity literature, and

leave other forms of interactions, like cooperation and strategic communication for future

research. I focus on common experiences of fortune and misfortune because it is pene-

trated into all corners of life, from whether you are born rich or poor, whether you are

born as a discriminated race, to whether you get into a university or a job that you’re

qualified for. I assume that both common experiences generate group cohesion. In addi-

tion, negative feelings from common misfortune are stronger than positive feelings from

common fortune, I further assume that the unfortunate participants show more in-group

favoritism than fortunate participants.

My experiment consists of two stages: a common experience generation stage and a

distribution stage. In the common experience generation stage, subjects were assigned

to two payment schemes. For the control allocators, subjects were paid a fixed fee for

completion. For all other subjects, they were paid randomly due to a lottery result.

This payment variation allows me to compare the effects of sharing common fortune and

misfortune experience on distribution decisions in the next stage.

In the distribution stage, I asked subjects to make distribution decisions of extra

money for two other recipients. Except for control recipients, each subject made de-

cisions under three scenarios: if both recipients were fortunate, if both recipients were

unfortunate, if one of the recipients was fortunate, and the other was unfortunate. My

main question is whether an allocator’s distribution decisions to others are affected by

the common experience with recipients, and if so, how does it work.

The results do not support my hypotheses. The asymmetry of effects of common

experiences works in the opposite way. Unfortunate allocators distribute similarly as the

neutral allocators, the fortunate allocators distribute more to the fortunate allocators.
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Fortune and identity Chapter 1

In this way, it seems that the fortunate allocators were affected by common experience,

while the unfortunate allocators did not, which violates my hypothesis.

My experiment contributes to the literature studying the effect of pure luck on dis-

tribution decisions. My results are different from results found in the literature. When

people know that their results are determined by luck, Espinosa et al. [2020] found that

there was no big difference in redistribution decisions among different types of allocators,

Cassar and Klein [2019] found lottery failures were more likely to favor other lottery

failures than other people, and there was no big effect of common experience for lottery

winners. The difference of decisions may come from the inequality generation stage. In

both Cassar and Klein [2019], Espinosa et al. [2020], they asked subjects to do some

real effort tasks, and informed them of their absolute or relative performance. In ad-

dition, subjects were informed that their final outcomes are actually randomly decided.

It was not clear how people would identify themselves with two pieces of information.

For example, if a person got a low score but a high payoff, would he build a bond with

a low-payoff recipient for the reason that he thought he deserved low payoff, or with a

high-payoff recipient simply for the same payoff? It is hard to identify the in-group bias

with the ambiguous relationship between outcomes and identities. The largest contri-

bution of my experiment is that I resolve this concern. Participants do the same task,

and have the same performance. They spend several minutes experiencing the random

generation process, so it is pretty clear that their payoffs are due to random luck only.

One explanation for for the asymmetric effects of common experiences is the asym-

metric sense of deservingness. With the same performance, people who got above average

would like to legitimize their payoffs, to persuade themselves and others that they deserve

their payoffs. One way to legitimize is not to punish others who got the same payoff as

them, or reward them in the extreme case. People who got below average have no such

demand. So we see that “in-group bias” for fortunate people, but not for unfortunate
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Fortune and identity Chapter 1

people. This explanation can further illustrate the difference between my results and

results in the literature. Cassar and Klein [2019], Espinosa et al. [2020] both informed

participants of their performance in the task, which might be used as the way to support

deservingness. So fortunate participants in their experiment did not need to provide

additional evidence for legitimization, therefore, they might behave differently.

Another explanation is that all people have in-group bias, but the environment for

unfortunate people is not optimal to exhibit such preference. We can separate these two

mechanisms with future experiments. This explanation is consistent with the claim of

Chen and Li [2009] that the sense of group affiliation from any arbitrary separation is

common and symmetric.

The remainder of the paper is organized as follows. Literature review is discussed

in Section 2. Section 3 describes the experimental design. Section 4 illustrates the

conceptualization. Section 5 provides results. Section 6 concludes with discussion.

1.2 Literature Review

This paper relates to two major strands of literature. First, it contributes to the

fast-growing experimental literature on distributional preferences. Many studies have

found that people have fairness preferences not only for outcomes, but also for how those

outcomes are reached (the source of inequality). With dictator games, Konow [2000]

found that people are more inequality-averse when merit rather than luck is the source

of inequality, and call this “accountability principle”. He provided evidence that people

are more likely to reward individuals based on their efforts, and to compensate them for

back luck. Cappelen et al. [2007, 2013] and Tinghög et al. [2017] found most people favor

ex-post egalitarian fairness with respect to lucky and unlucky risk takers, but not with

respect to risk-takers and participants who chose a safe alternative to avoid risk. Many
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Fortune and identity Chapter 1

studies have provided evidence that these findings are also observed in dictator games

when self-interest concerns have been eliminated.

These studies are typically based on the hidden assumption that individuals have a

fairness view that is fixed among the distributional situations in which they find them-

selves. In contrast, a sub-strand of literature on distributional preferences investigates

whether people’s fairness views are malleable in terms of an individual’s economic ex-

periences. When decision makers take their self-interest into consideration, there are

consistent results that decision makers tried to maximize their ex-post payments regard-

less of economic status, and in terms of redistribution decisions, high-reward subjects

redistribute substantially less than low-reward subjects [Almås et al., 2017, Durante

et al., 2014, Gee et al., 2017, Lefgren et al., 2016].

Some studies tried to further explore if the magnitude of redistribution responds to

income generation process, (i.e. if people redistribute more if the inequality is generated

by luck than if generated by merit), but there are conflicting results. Durante et al. [2014]

found that there was no systematic difference in redistribution rates between merit and

luck income-determination methods. Gee et al. [2017] found that this was only true for

high-reward participants. They found that low-reward and middle-reward participants

redistributed more when the payoff was based on performance, which violates findings

from much of the previous work that people supported for more redistribution when

income is allocated randomly. Lefgren et al. [2016] found that both high-reward and

low-reward participants redistributed more when the payoff was based on luck, which is

consistent with much of the previous work. It may be true that self-interest makes it

difficult to study the asymmetric effect of the fairness perspectives of different outcomes.

To clearly identify the experience effect on distributional preferences net of self inter-

est, some papers consider dictator games where the dictator’s pay is the same regardless

of the choice made. With the manipulation of ambiguity as to whether success or failure
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Fortune and identity Chapter 1

should be attributed to merit or luck factors, Deffains et al. [2016] provided evidence

that the experience of success or failure in a preceding real-effort task caused people’s

distributional preferences to diverge due to self-serving bias, i.e. successful participants

are more likely to attribute their success to their effort rather than luck, and they opted

for less redistribution according to Konow [2000]’s “accountability principle”. Espinosa

et al. [2020] provided further evidence that the belief of deservingness was the key for self-

serving bias, they successfully debiased preferences in Deffains et al. [2016] by stressing

the importance of chance in full separation of outcomes before the task.

In this literature, close to my work is Cassar and Klein [2019], who conducted a

disinterested-dictator design where there was no ambiguity between merit- and luck-

determination protocols. However, there are three main differences between their work

and my experiment. First, in their work, there was some ambiguity in how participants

defined themselves in their experiment. In their identity generation stage, they asked

subjects to do some real effort tasks, and informed them of their absolute performance,

and then told subjects that their final outcomes were actually randomly decided. It

was not clear how people would identify themselves with two pieces of information. For

example, if a person got a low score but a high payoff, would he build a bond with a

low-payoff recipient for the reason that he thought he deserved low payoff, or with a high-

payoff recipient simply for the same payoff? It is hard to identify the in-group bias with

the ambiguous relationship between outcomes and identities. My experiment resolves

this concern. In the identity generation stage, participants do the same task, and have

the same performance. They spend several minutes experiencing the random generation

process, so it is pretty clear that their payoffs are due to random luck only. Second,

their experiment asked subjects to do redistribution decisions, which might weaken the

effect of common experience. Shayo [2020] summarized that distance from the group

attributes is one of the main factors that can influence the in-group bias. With the
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redistribution decision, decision makers change the outcomes of recipients, so that the

common experience is only one element. My design keeps one’s experience unchanged,

and so it is easier to study how the common experience affects future decisions. Third, I

have a control group where decision makers do the same task but are guaranteed a fixed

payment. Unlike the Cassar and Klein [2019]’s design in which they used the subjects

who experienced inequality in a tournament scheme as a control group, my control group

provides a neutral benchmark without any self-serving bias, which might happen when

the failures in the tournament thought results were more likely to be determined by luck

than efforts and gave more to other failures for compensation.

This paper also contributes to the literature on the formation of group identity and

in-group bias in the lab. Several experiments have shown that people would like to

sacrifice their own benefits to increase in-group members’ welfare [Chen and Li, 2009],

cooperate with in-group members [Chen et al., 2014, Eckel and Grossman, 2005, Goette

et al., 2006, McLeish and Oxoby, 2007], punish norm violations much more if the victim

of the violation belongs to their group [Bernhard et al., 2006], and tell less truth to the

out-group members [Rong et al., 2016].

However, there is only limited evidence regarding what generates group identity.

Instead of priming participants’ real identities (like Adnan et al. [2021], Benjamin et al.

[2010], Bernhard et al. [2006], Chen et al. [2014], Goette et al. [2006], Hoff and Pandey

[2006]), using the artificial group identities generated by the experimenter can help study

the factors determines group affiliation. In most of the lab experiments with artificial

groups, group identity was established by the group-solving task [Charness et al., 2014,

Chen and Li, 2009, Eckel and Grossman, 2005, McLeish and Oxoby, 2007, Rong et al.,

2016]. Some papers have also shown that a random assignment without any individual

choices is sufficient to generate group affiliation [Chen and Li, 2009, Currarini and Mengel,

2016, Rong et al., 2016]. However, this finding has been challenged by other papers
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[Charness et al., 2007, Eckel and Grossman, 2005]. Overall, limited methods have been

used to generate group identities in the lab, and it remains under-studied what kind of

activities can generate group affiliation. In my design, I plan to study whether common

experience generates group affiliation, which is captured by distribution decisions. I

show that people develop group affiliation asymmetrically. People who share the fortune

with others perform more in-group favoritism by allocating more money to “in-group”

members.

1.3 Experimental Design

In this section, I describe my experimental design for investigating the effect of com-

mon experience in distributional decisions. I have two treatments. The main treatment

has subjects share common experience, and the control treatment has subjects not share

common experience. In each treatment, I ask subjects to distribute extra money to a

pair after an inequality generation process. I start with the main treatment, and address

the difference between the control treatment and the main treatment next.

1.3.1 Main Treatment

In each treatment, subjects are asked to play two stages. In the original treatment,

Stage 1 is to manipulate the common misfortune. Stage 2 is to elicit subjects’ reparation

preferences. The details of each Stage are demonstrated below.

1. Stage 1 – Common Experience Manipulation

In Stage 1, subjects are asked to count the number of zeros in 10 tables as shown

in Figure 1.1. They need to answer the number correctly to proceed, otherwise

they need to count again for the same table. After finishing the counting task, they
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will learn their payments privately. Subjects’ payments for Part 1 are randomly

determined. 2/3 of them get $3, and 1/3 of them get nothing. The randomization

is implemented with the lottery number. I draw a lottery number for each of them.

Who gets the number that is divisible by 3 gets $0, others get $3. This manipulation

of payments allows me to separate subjects into two groups: the fortunate group,

who gets what they deserve; the unfortunate group, who do the same task, but do

not get what they deserve.

Figure 1.1: The Counting Task

2. Stage 2 – Dis-intereted Allocator Game

In Stage 2, subjects are going to play a dis-interested allocator game. I use the

strategy method [Brandts and Charness, 2011] to elicit allocators’ strategy profiles.

Everyone is going to allocate $5 to the other two recipients, under three scenarios

as shown in Figure 1.2: if both of them earn $3 in Stage 1, if both of them earn

$0, if one of them earns $3, and the other earns $0. Every three subjects will be

randomly grouped together to determine the payment for Stage 2. One of the three

in a group will be assigned as an allocator, and she will get a flat payment $X. In

order to avoid self-comparison in distribution, X will be written on a paper, kept

in view, upside down, and will be revealed at the end of Stage 21. I set X = 2 in

the main treatment. In total, I collect three choices from each subject.

1X has been used in Charness and Rabin [2002], Charness et al. [2008]

9
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Figure 1.2: The Allocation Task

1.3.2 Control Treatment

In order to study the effect of common experience on distributional decisions, my

control treatment needs to provide a benchmark of the decisions without common expe-

rience. Therefore, the difference between the main treatment and the control treatment

measures the effect of interest.

The main feature of the control treatment is that dis-interested allocators share no

common experience with any recipient, while they still allocate $5 to recipients in three

different scenarios as in the main treatment. In order to satisfy this condition, I separate

allocators and recipients in different sessions. In this setting, allocators still play two

stages, while recipients do not make allocation decisions, and only play Stage 1. I collect

distributional decisions from allocators only, and compare them with the decisions in the

main treatment. I will demonstrate the details below.

Subjects as the control recipients only do Stage 1. They do the same counting task

and receive the same random payments as in the main treatment. This part provides

the same recipients for the allocators as the main treatment. They do not participant

in Stage 2 and do not make any choices, so their payments are totally at the mercy of

chance and control allocators.

10
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Subjects as the control allocators do both Stage 1 and Stage 2, but they do them

differently from the main treatment.

1. Stage 1 – Experiencing Inequality Generation Task

In Stage 1 for the control allocators, subjects do the same counting task as in

the main treatment. However, they receive a fixed payment of $Y . I set Y = 2.

This change allows the allocators to fully understand the procedure that generates

inequality, while leaving them net of any common fortune or misfortune experience

with recipients.

2. Stage 2 – Dis-interested Allocator Game

In Stage 2 for control allocators, subjects will do the same allocation decisions as

the main treatment. Subjects need to allocate $5 to two control recipients, who

might both receive $0, or $3 in Stage 1, or one of them receives $0, and the other

receives $3. Subjects will receive $X for allocation completion. I set $X = 3.

1.3.3 Payments

Each subject receives a $5 show-up fee, and the payments earned in the experiment.

In specific, the recipients in both treatments earn either $3 or $0 for Stage 1, and the

money distributed from allocators for Stage 2. Allocators in the main treatment earn

either $3 or $0 for Stage 1, and $2 for Stage 2. Allocators in the control treatment earn

$2 for Stage 1, and $3 for Stage 2.

1.4 Hypotheses

I assume there are two preferences when people make distribution decisions. When

the allocator shares no common experiences with recipients, or the allocator has common
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experiences with both recipients, as discussed in the social preference literature, I assume

people have preferences for inequality aversion in decision making. When people have

preferences for inequality aversion, they dislike differences in payoffs, and try to equalize

recipients’ final payoffs. When the allocator shares common experiences with one recipi-

ent, I assume that common experiences establish a bond among people, and therefore the

sense of group affiliation. As discussed in the group identity literature, when people have

in-group bias, they want in-group members to receive more than out-group members. I

hypothesize that subjects who received $3 in Stage 1 would identify themselves as the

fortunate group, and subjects who received $0 in Stage 1 would identify themselves as

the unfortunate group. The inequality-aversion preference and in-group bias together

result in Hypothesis 1.

Neutral allocators tend to equalize recipients’ final payoffs in all scenarios. Fortunate

allocators and unfortunate allocators tend to equalize final payoffs when recipients are

from the same group, but typically distribute more money to the in-group recipient if two

recipients are from different groups.

In terms of in-group bias, I further assume asymmetry of magnitude participants

distribute to the in-group members among different groups. Psychology literature has

found evidence that negative events have a larger effect on people’s behaviour than posi-

tive events (for example, Ito et al. [1998]), so I further assume that the effect of common

misfortune is larger than common fortune, i.e. unfortunate allocators exhibit larger in-

group bias. Some studies have also found that members of minority groups exhibit greater

inter-group discrimination than members of majority groups (for example, Leonardelli

and Brewer [2001]), I therefore assume that the effect of common misfortune is exag-

gerated in my experiment. The negativity bias and minority bias together result in

Hypothesis 2.

Unfortunate allocators exhibit larger in-group bias than fortunate allocators, and de-
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viate more from equalization than fortunate allocators when recipients are from different

groups.

1.5 Results

The experiment was run at the Experimental and Behavioral Economics Laboratory

at UCSB, from February to April 2022. I collected 93 observations for the main treatment

- 31 as the unfortunate allocator, and 62 as the fortunate allocator, and 25 observations

for the control allocators. I also recruited 50 participants as control receivers, whose

payments was decided by the control allocators. Subjects earned $9.5 on average for

20-minute participation, with minimum $5, and maximum $13.

I present the results in three steps. First, I investigate whether people have preferences

for inequality effect when recipients are from the same group. Second, I study whether

the common experience of misfortune and fortune in the income generation stage affects

distribution decisions. Third, I examine whether the common misfortune and common

fortune have asymmetric effects.

I first look at distributions to recipients from the same group. Figure 1.3 shows the

distributions from different types of allocators. Panels on the left side show distributions

to two unfortunate recipients who received $0 in Stage 1, panels on the right side show

distributions to two fortunate recipients who received $3 in Stage 1. Unlike Hypothesis

1 that there is no difference between distributions to recipients from the same group

from any type of allocators, we find an overall significant difference between a random

recipient 1 and a random recipient 2 (two-tailed paired two samples Wilcoxon test p =

0.023). This is driven by the top right panel, distributions to two fortunate recipients

from the fortunate allocators. I find that fortunate allocators significantly distribute

14% more to one recipient than the other, (two-tailed paired two samples Wilcoxon test
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p=0.085). There is no significant difference in distributions between recipients for other

panels (two-tailed paired two samples Wilcoxon test p>0.2 for each case). Even though

we observe different variance among different allocators, we found the majority (74%) of

the distributions are consistent with Hypothesis 1 that there is no big difference between

distributions to recipients from the same group. I summarize these findings in Result 1.

Result 1. When distribute money to recipients from the same group, almost all allocators

choose to equalize the distributions, except for the fortunate allocators, who on average

distribute slightly more to one recipient than the other when they distribute money to two

fortunate recipients.

I then look at distributions to recipients from different groups. Figure 1.4 depicts

the means of these decisions. The control group provides a benchmark net of common

experience. If Hypothesis 1 is true, we would expect they distribute $4 to the unfortunate

recipient and $1 for the fortunate recipient. Treatment groups capture the effects of

common experiences in addition. The middle panel shows the distribution from neural

allocators. They slightly deviate from equalization distributions, and leave more money

to the fortunate recipients (two-tailed one sample Wilcoxon rank-sum p=0.029). The left

panel shows that the fortunate allocators distribute on average about 40% ($0.6) more

to the fortunate recipient than the neutral allocators (one-tailed unpaired two samples

Wilcoxon rank-sum p=0.054). The right panel shows that the unfortunate allocators

distribute on average about 10% ($0.35) more to the unfortunate recipient than the

neutral allocators (one-tailed unpaired two samples Wilcoxon rank-sum p=0.089). The

direction of the treatment effects are consistent with Hypothesis 1, but the decisions from

neutral allocators are slightly different. However, it is too early to make a conclusion

about the effect of common experiences because it is likely that the results are driven by

some extreme cases. We next look at the distributions of these decisions.
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recipient1 recipient2

2.60 2.40

(a) fortunate allocators,
unfortunate recipients
N=62

recipient1 recipient2

2.66
2.34

(b) fortunate allocators,
fortunate recipients
N=62

recipient1 recipient2

2.62
2.38

(c) neutral allocators,
unfortunate recipients
N=25

recipient1 recipient2

2.52 2.48

(d) neutral allocators,
fortunate recipients
N=25

recipient1 recipient2

2.5 2.5

(e) unfortunate allocators,
unfortunate recipients
N=31

recipient1 recipient2

2.52 2.48

(f) unfortunate allocators,
fortunate recipients
N=31

Figure 1.3: Distributions to recipients from the same group. The heights of the bars and
the values on top of the bars correspond to the means of the amount distributed to the
recipient. Spikes at the top of the bars are equal to the 95% of confidence intervals of
the means. Fortunate participates are those who received $3 in Stage 1, and unfortunate
participants are those who received $0 in Stage 1.
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recipient$0 recipient$3

2.90

2.10

(a) fortunate allocators
N=62

recipient$0, recipient$3

3.5

1.5

(b) neutral allocators
N=25

recipient$0 recipient$3

3.85

1.15

(c) unfortunate allocators
N=31

Figure 1.4: Distributions to recipients from different groups. The heights of the bars and
the values on top of the bars correspond to the means of the amount distributed to the
recipients. Spikes at the top of the bars are equal to the 95% of confidence intervals of
the means.

Figure 1.5 depicts the cumulative distribution functions (CDF) of decisions to the

unfortunate recipients. There is no big difference if we compare the decisions from the

fortunate allocators and neutral allocators, and from the unfortunate allocators and neu-

tral allocators (one-tailed Kolmogorov-Smirnov test p>0.30 for two comparisons). This

might be driven by the fact that the majority of allocators of each type tend to equalize

recipients’ final payments. In specific, 55% of fortunate allocators, 68% of neutral allo-

cators and 74% of unfortunate allocators choose to do so. Even though the difference in

percentage choosing equalization between each treatment group and the control group is

mild, I notice the difference between two treatment groups is larger, which might lead to a

significant difference in CDF. When I compare the decisions from the fortunate allocators

and unfortunate allocators, the difference is significant (one-tailed Kolmogorov-Smirnov

test p=0.045). This is partially in line with Hypothesis 1 that fortunate allocators dis-

tribute more to the fortunate recipients than unfortunate allocators. The CDF further

suggests that the average difference is driven by a subset of fortunate allocators who
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distribute all money in favor of the fortunate recipients (approximately 16%), and the

fact that no unfortunate allocator distributes more than $3 to the fortunate recipients,

which indicate that the in-group bias coming from the effect of common experience is at

play. Hence, I conclude the following result.

Figure 1.5: Cumulative distribution functions of decisions to recipients from different
groups.

Result 2. More than half of allocators choose to equalize recipients’ final payoffs when

they come from the same group in each treatment. Even though there is no big difference

in decisions between each treatment and the control group, unfortunate allocators signifi-

cantly distribute more money to unfortunate recipients than fortunate allocators do, and

vice versa.

Finally, I use the following econometric model to test the magnitude of the effect of

common experiences:

Yi = α + β1(UF )i + β2(F )i + ϵi, (1.1)
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In the model above, Yi is how much the allocator distributes to the unfortunate

recipient when recipients are from different groups; (UF )i equals one if the allocator is

unfortunate; (F )i equals one if the allocator is fortunate; Therefore, αmeasures how much

on average a neutral allocator distributed to an unfortunate recipient, β1 measures how

much more on average an unfortunate allocator distributed to an unfortunate recipient, β2

measures how much less on average an fortunate allocator distributed to an unfortunate

recipient.

Table 1.1 shows the results of regressions. We can see that only common fortune

experience has a significant effect on allocation decisions, and they distribute 21% less

to the unfortunate recipients than others. I then conclude result 3.

Result 3. The effect of common misfortune experiences is mild, while the effect of com-

mon fortune experiences is significant.

This observation strongly violates Hypothesis 2 that negative events have a larger

impact than positive one, which means that pure in-group favoritism might not be the

driving force for these decisions, and the common experience affects people’s decisions

through other ways. I came up with two alternative mechanisms for these results in

Section 6.

1.6 Discussion

The main result is that there is no big difference between decisions from the neutral

allocators and unfortunate allocators, and fortunate allocators significantly favor in-group

members when two recipients are from different groups. This result strongly violates

Hypothesis 2 and partially violates Hypothesis 1. In view of these results, I introduce

two frameworks that might give some insights.
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Dependent variable:
Distribution to the unfortunate recipient ($)

misfortune 0.355
(0.342)

fortune -0.597∗

(0.301)
Constant 3.500∗∗∗

(0.254)

Observations 118
R2 0.098
Adjusted R2 0.083
Residual Std. Error 1.272 (df = 115)
F Statistic 6.261∗∗∗ (df = 2; 115)

Note: stardard error in the parenthesis, ∗p < 0.1; ∗∗p < 0.05; ∗∗∗p < 0.01

Table 1.1: OLS Regression

1.6.1 Alternative 1

People all have preferences for inequality aversion. In addition, people might want

to legitimize their payoffs when they got above average for doing the same task. This

preference echoes with Cherry et al. [2002], Oxoby and Spraggon [2008] who found that

people are more likely to protect their and others’ legitimate assets than illegitimate as-

sets. Their results suggest that when people have a choice, they would like to legitimize

their assets. Not penalizing others who got the same payoff as they did is a good signal

that their payoffs are legitimate. Since neutral allocators did not get paid above average,

and they shared no same payoff with any recipient, they did not need nor could legitimize

their payoffs through distribution decisions. As a result of inequality aversion, they equal-

ized final payoffs for all recipients. This is consistent with the result that equalization

decisions accounts for 68% of all neutral allocators’ decisions. Unfortunate allocators did

not need to legitimize their payoffs since their payoffs were below average, and therefore

they tried to make fair allocations as neutral allocators. This is consistent with the re-
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sult that equalization decisions accounts for 74% of all unfortunate allocators’ decisions.

Fortunate allocators got above average, and they might want to legitimize their payoffs.

The extreme case for not penalizing others who got the same payoff is to reward them.

The highest reward is to allocate all $5 to the fortunate recipient. This is consistent the

second most popular decisions among fortunate allocators, and accounts for 16% of all

fortune allocators’ decisions. Not all people have the preference for legitimization when

they get above average. If this is the case, the inequality aversion would be the driving

force as for other people, and leads the allocators to choose equalization decisions. This

is consistent with the most popular decisions for fortunate allocators, which accounts for

55% of their decisions. In total, this framework explains 71% of all decisions.

1.6.2 Alternative 2

People have preferences for inequality aversion and in-group favoritism. Since neutral

allocators had no sense of group affiliation, their choices would be driven by inequality

aversion. For other allocators, there was a tradeoff between fairness and in-group bias

in their distribution decisions. I assume that deviation from fairness generates a fixed

cost for participants. This echoes with Andreoni and Bernheim [2009], who found that

people have a strong preference for the 50-50 norm. I further assume that all people care

more about in-group members’ payoffs than out-group members’ payoffs, and the more

the in-group member is ahead, the merrier they are. The preference function looks like

below.

U(x) = α(2x− 8)− β1{x ̸= 4} (1.2)

In the function, $x is the final payment distributed to an in-group member. Since the

sum of final payoffs for the two recipients is $8 ($3 in total for Stage 1, and $5 in total for
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Stage 2), $8−x is the final payment for the out-group member, and $2x−8 is how much

the in-group member is ahead. Therefore, α(2x − 8) captures the utility from in-group

bias. If the allocator equalizes final payoffs, he would leave $4 to the in-group member,

otherwise, he would suffer a fixed cost β of deviation from equalization.

Equalization gives the allocators utility of 0. The allocators deviate from equalization

if and only if α(2x − 8) > β. Given α and β, the more the in-group members could be

ahead, the more likely they would deviate from equalization. In my setting, the choice

set of the final payoff to the in-group members is different for different allocators. For

fortunate allocators, choosing between $0 and $5 for in-group members in Stage 2 means

they can leave the in-group members with payoffs between $3 and $8. Therefore, they can

let the in-group members be ahead by at most $8. For unfortunate allocators, choosing

between $0 and $5 for in-group members in Stage 2 means they can leave the in-group

members with payoffs between $0 and $5. Therefore, they can let the in-group members

be ahead by at most $2. It’s likely that the threshold of 2x−8 lies in the interval between

$2 and $8 for people who care about in-group favoritism. Therefore, Fortunate allocators

had choices above the threshold while unfortunate had no such choices, and we only

see in-group bias among fortunate allocators. Among fortunate allocators who did not

equalize recipients’ payoffs, 73% of them chose the inequality level above $2. This might

support this explanation.

1.6.3 Future Experiment to Distinguish Two Frameworks

Alternative 1 assumes people have different preferences, while Alternative 2 assumes

people have the same preference, and it is the environment that blocks the manifesta-

tion. The way to distinguish between Alternative 1 and Alternative 2 is to uniform the

environment for all the participants. For example, I can restrict the choice set to ask
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allocators to distribute $7 and require allocators to distribute at least $3 to the unfor-

tunate recipients. Therefore, the in-group biased inequality choice set for all allocators

is from $0 to $4, and the fortunate allocators still have a chance to reward the in-group

member for distributing more than the half to the in-group members. With the change,

Alternative 1 predicts no difference for the fortunate allocators and unfortunate alloca-

tors’ decisions since fortunate ones still can make signals for legitimacy and unfortunate

still only care about fairness. Alternative 2 predicts that more unfortunate allocators

would choose to favor in-group members rather than fair allocations because deviation

from fairness becomes more profitable for them.
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Chapter 2

The Impact of Response Time on

Deceptive Communication

Joint work with Bohan Ye

2.1 Introduction

Numerous economic interactions encompass a range of indirect choice information

that can profoundly influence the outcomes of interactions. These supplementary ele-

ments may take the form of diverse data, signals, or characteristics that are not directly

tied to the decisions being made but nevertheless offer valuable insights or contextual

understanding. In today’s technologically advanced environment, Response Time (RT)

serves as a highly convenient metric for the decision-making process. The emergence of

modern communication technologies, including Slack, emails, and instant messaging, has

significantly facilitated the tracking of RT, making it more practical and accessible.

RT can potentially be a valuable tool in addressing asymmetric information in a

sender-receiver game where there is a conflict of interest. In scenarios where a car dealer
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is driven by the constant desire to sell the most expensive cars, there is a possibility

that they may affirmatively market the highest-price vehicle in your price range without

adequately verifying if the car is your best match. Similarly, influencers seeking likes

and followers may comment or re-post popular articles without genuinely engaging with

the content or thoroughly reading it, a home inspector who wants to promote a deal

may not meticulously examine each piece of technology before providing a report to a

prospective consumer. In all these examples, senders have incentive to lie only in one

direction, and uncovering the truth is time costly. It is reasonable to assume that RT

may provide private information about the truthfulness of the message when there is

an apparent conflict of interest, i.e., the faster the message, the less likely the sender

uncovers the truth, the less credible it is. Van de Calseyde et al. [2014] have found that

most of people trust the message with longer RT.

This research mainly aims to delve into what private information RT carries when

there is a conflict of interest, and if there is a pattern between RT and truthfulness,

tailored to a situation where truth discovery is time consuming. We’re also intrigued by

the strategic use of RT by both senders and receivers and understand how it contributes

to their overall well-being. By unpacking the private information conveyed by RT and

heuristics employed by receivers, we are able to make implications about how to improve

the welfare of uninformed parties who used to be non-experts and non-authorities.

A cheap talk game models the sender-receiver interaction with a conflict of interest

where a message is costless to transmit and receive. It is in contrast to signaling in which

sending certain messages may be costly for the sender depending on the state of the

world. In such a game, the sender gets private information about the truth and sends a

message to a receiver. The message may disclose full information, partial information,

or nothing at all. The receiver receivers the message, updates her belief of the truth and

takes an action. The conflict of interest lies in that the sender always wants the receiver
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to take a certain action, like buying the most expensive car, while the receiver always

wants to pin down the truth, like figuring out if the recommendation is the best match.

We have modified the cheap-talk game by introducing a discovery process at the

outset of the game for the sender to invest effort in acquiring the truth. The difference

from the conventional game is that now the sender does not exogenously get informed of

the truth for free, instead, whether to become costly informed is an endogenous decision.

In this adjusted setting, we define the RT as encompassing both the truth discovery

process the deliberation process till the message sent.

We also modify the sender’s utility by incorporating a truth telling preference. This

preference is supported by the literature (see a survey conducted by Abeler et al. [2019])

that people forgo about 3/4 of the potential gain from lying in the individual game,

and senders consistently transmit more information than theoretical predictions (see the

summary in Lafky et al. [2022]).

In the modified game, we find that the sender would tell the truth if she discovers

the truth. The intuition is that, if the sender would lie at a disadvantageous state

after becoming informed, she’d better send the high-payoff message without becoming

informed. In this way, she can avoid the cost of discovery while keeping the other expected

payoffs the same.

If the sender behaves as the theory predicts, it is reasonable to assume that RT reveals

if the sender uncovers the truth. The shorter the RT, the less likely the sender uncovers

the truth, the less credible it is. If the receiver presumes this pattern, she would follow the

long message more than the short message when there is an apparent conflict of interest.

Given this obvious pattern, it’s interesting to study if the sender would manipulate her

RT if she knows that her RT will be observed by the receiver, and if the availability of

RT will change sender’s lying behavior.

We design an experiment to study the strategic use of RT. Specifically, we examine

25



The Impact of Response Time on
Deceptive Communication Chapter 2

if the receiver uses RT effectively, and if the sender manipulates her RT when she is

aware that it will be observed by the receiver. To answer the first question, we vary the

availability of sender’s RT in two treatments for the receiver: Receiver is Uninformed

(RU) of sender’s RT and Receiver is Informed (RI) of sender’s RT. To answer the second

question, we vary the awareness of RT in two treatments for the sender: Sender is

Unaware (SU) of availability of RT and Sender is Aware (SA) of availability of RT. We

ask each subject to play as a sender first, and then play as a receiver. In this way,

all receivers have some experience about what RT may reveal before using it to make

decisions.

Each subject plays three stages in an experiment. In Stage 1, subject plays as a sender

and sends messages in 10 rounds. In each round, the sender decides whether to invest

effort in learning the truth and then what message to send. We vary sender’s treatment in

Stage 1. The subjects either plays in the SU condition, or in the SA condition. In Stage

2, subject plays as a receiver receiving sender’s messages only. This stage manipulates the

RU condition. The receiver receives another subject’s 10 messages from Stage 1 at once,

and she takes 10 actions after each message. In Stage 3, subject plays as a receiver again,

receiving the same sender’s messages her RT. This stage manipulates the RI condition.

The receiver receives the same 10 messages as in Stage 2 and corresponding RTs at once,

and she takes 10 new actions after each message.

We recruited 62 subjects, 30 for the SU condition, and 32 for the SA condition. The

most striking result is that senders uncovered the truth an impressive 92% of the time.

More intriguingly, even when senders opted for a selfish approach, they still uncovered

the truth 66% of the time. This results strongly violate our main theoretical prediction,

and it implies that RT does not reveal if the sender uncovers the truth. The underlying

reason might be that people are reluctant to lie, and they only lie if necessary.

Given such strong preference of getting informed of the truth, we have found that
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for the informed messages with a conflict of interest, the longer the RT, the higher

probability of deceit. It suggests that lying is a hard decision for subjects, and requires

more consideration. We also found that receivers were aware that RT might serve as

an effective cue, and around half of them changed their decisions after observing RT at

least once. However, they did not use it effectively. When receives had better trust more

relative short messages, they did trust more long messages. We also found that senders

were able to successfully manipulate their RT to their best interests, and availability of

RT did not change their honesty rate.

These findings suggest that long RT is not an effective cue in detecting lies, which is

also easily to be manipulated. Trusting toward the long RT is not an rational decision

for receivers. Receivers might be better off if they just ignore the RT and trusting the

message more when it’s against the sender’s interest. Speaking to the real life scenarios

where it is hard to identify the discovery process, like when we ask the salesman or the

physician for recommendation, if they spend more time than the time needed to figure

out the truth, do not lean more trust to the recommendation with longer RT when there

is apparent conflict of interest.

This research makes contributions to three areas of the literature. Firstly, it adds

to the existing body of knowledge on the decision-making process by demonstrating

that after the sender becoming informed, lying high-payoff messages take longer than

truth-telling high-payoff messages, therefore providing evidence that serving self-interest

requires a certain extent of deliberation. Secondly, it enriches the deception-detection

literature by providing empirical evidence that receivers cannot effectively use the RT to

detect lies, even though RT serves as a valuable cue. Thirdly, it advances the literature

on the strategic use of RT by involving the information-seeking process with decision-

making processes. Interestingly, in contrast with the moral-hazard predictions, most

senders choose to uncover the truth even though they finally lie to the receivers. This
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result suggests that even for the sender who cares self-interest the most, she still hopes

to not have to lie to get what she wants. So, she would uncover the truth if it is possible,

and lies only if she knows for sure that she has to.

In the remaining sections of the paper, Section 2 provides a comprehensive literature

review. Section 3 models the strategic lying game. Section 4 outlines the experimental

design and hypotheses. Section 5 presents the results. Section 6 portrays a calibrated

model. Finally, in Section 7, the paper concludes.

2.2 Literature Review

This research contributes to three strands of literature. The first strand focuses on the

decision-making process of lying and truth-telling. The main focus of this literature is to

identify the automatic tendency in decision-making, either serving self-interest or telling

the truth. The dual-system approach [Kahneman, 2011, Rubinstein, 2016] would argue

that the automatic tendency is always faster than the deliberate approach. To identify

the genuine tendency without strategic interaction, the literature focuses on a paradigm

introduced by Fischbacher and Föllmi-Heusi [2013]: subjects privately observe the out-

come of a dice, report the outcome, and receive the payoff, either proportionally related

to their report, or depending on the correctness of their guess. The key feature of this

paradigm is that the experimenter does not observe an individual’s truth, and therefore

cannot identify any individual report as truthful or not. They can only identify deci-

sions as high-payoff or low-payoff reports, and they distinguish people according to the

difference between their observed reporting distribution and the statistically-predicted

reporting distribution.

Greene and Paxton [2009] and Jiang [2013] have found that low-payoff reports take

longer time than high-payoff reports. Greene and Paxton [2009] have also observed self-
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control neural activities (in the anterior cingulate cortex and ventrolateral prefrontal

cortex) when dishonest people, whose high-payoff reports are much more frequent than

predicted, forgo the gain. Shalvi et al. [2012] have found more high-payoff reports in the

high-time-pressure condition than in the low-time-pressure condition. All the findings

indicate that truth-telling requires extra self-control to resist the temptation, and is

therefore a more deliberate approach, while serving the self-interest is the automatic

tendency.

However, a limitation of this literature is the inability to distinguish between genuine

high-payoff reports or deceptive high-payoff reports, therefore there is no solid evidence

that self-interest is the automatic tendency. It’s possible that self-interest also requires

deliberation. Our design records the truth for each decision, therefore we are able to

distinguish between the genuine high-payoff reports and deceptive high-payoff reports.

We found that, contingent upon learning the truth, the latter takes longer than the

former. This indicates that self-interest is not the automatic tendency, so there is some

degree of hesitation. Moreover, our results show that when the transparency of RT is

present, the same pattern remains even though senders condense the overall RT; this

indicates that this pattern is difficult to manipulate.

The second strand of literature revolves around the identification of cues for detecting

deception. This strand of literature centers on interactive games involving a minimum of

two players with differing levels of information. This setup allows for the examination of

scenarios where the sender has motivations to deceive and explores whether receivers can

successfully discern veracity. Within this domain, researchers have explored two modes

of deceptive communication: written messages and video clips.

In the case of written messages, receivers are able to detect lies by analyzing the

content and linguistic characteristics. Charness and Dufwenberg [2006] found that writ-

ten chat communication was highly effective in facilitating good social outcomes, with
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promises (and the subsequent changes in beliefs) being a key ingredient. Chen and Houser

[2017] discovered that promises serve as reliable cues, leading receivers to place greater

trust in them. However, other factors such as word usage and monetary references were

found to be ineffective. On the other hand, video clips provide a more comprehensive

set of potential cues, encompassing not only language but also nonverbal elements such

as gender, facial expressions, body movements, and hand gestures. Studies conducted

by Konrad et al. [2014], Dwenger and Lohse [2019], and Serra-Garcia and Gneezy [2021]

revealed that receivers displayed only a slightly better than chance ability in detecting

false reports of taxable income. In contrast, Belot and Van de Ven [2017] observed that

receivers in the role of buyers were able to detect lies of sellers better than chance. Sim-

ilarly, Bonnefon et al. [2013, 2017] demonstrated that trustors in a trust game exhibited

limited ability to detect trustworthiness based on trustees’ facial pictures. Todorov et al.

[2015] also found that trustors easily formed first impressions from faces, although these

impressions were unrelated to stable personality traits.

However, the existing literature on lie detection rarely addresses RT. Considering

that previous studies, such as those conducted by Gneezy [2005] and Cai and Wang

[2006], revealed that receivers tend to place greater trust in senders than what would be

expected based on equilibrium predictions, there may be additional value in analyzing RT

for receivers. Our research contributes to this domain by incorporating RT as a potential

cue for deception detection. Our findings indicate that even when RT conveys private

information, receivers fail to utilize it effectively. Furthermore, when RT is made public,

receivers tend to exhibit an excessive degree of trust in senders, leading to slightly worse

outcomes for the receivers.

The third body of literature focuses on the value of RT in strategic settings. This

emerging literature discusses three main questions: when senders have private informa-

tion, 1) whether their RTcarries private information; 2) whether receivers can extract
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private information from senders’ RTs; 3) whether senders manipulate their RT. Fry-

dman and Krajbich [2022] investigated the value of RT in a laboratory social learning

game, while Konovalov and Krajbich [2023] examined the value of RT in a laboratory

bargaining game. Both studies found that people’s decision-making processes align with

the drift-diffusion model [Fudenberg et al., 2018, Woodford, 2014], which states that the

longer the RT, the smaller the difference between two choices. Cotet and Krajbich [2021]

extended their results to the eBay market with experienced agents. Their findings implies

that senders’ RT carries private information, even in the field. In addition, Frydman and

Krajbich [2022] and Konovalov and Krajbich [2023] demonstrated that receivers can in-

fer private information from senders’ RTs. Furthermore, Konovalov and Krajbich [2023]

discovered that individuals attempted to manipulate their RTs when they were aware

that their times would be revealed, making it less informative to their counterparts. This

current research extends the investigation of the value of RT to the setting where it

involves the information seeking process. The intuition is that given information acquisi-

tion is costly, senders should not uncover the truth when he decides to lie, and therefore

lying should be very quick in such a setting, and very informative. However, our results

show that many senders uncover the truth even if they decide to lie. In addition, when

senders’ RT carries private information, receivers are not able to take advantage of it.

Finally, senders manipulate their RT to make it more informative. These unpredicted

results indicate that there are more behavioral issues involved beyond preference of truth

telling.

2.3 Theoretical Framework

In this section, we present our theoretical framework and discuss its main predictions.

The model achieves two goals. First, it captures the relationship between the sender’s RT
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and the type of the report. Second, it highlights the contrast between the situation when

the sender is not aware of the availability of the RTand when the sender is motivated

to manipulate it. These features generate a rich set of predictions that we then test

experimentally.

2.3.1 Benchmark

In the benchmark, we study the perfect Bayesian equilibria for the cheap talk game

with different preferences. We start from the standard cheap talk setting in which players

only care about the monetary payoffs, and then extend the model to the situations where

the senders have truth telling preference.

Standard Cheap Talk Game

Consider a game played between a sender and a receiver. There is a state of the

world, drawn from a finite-state space. Both players do not care what specific state it

is, instead, they care about if the state passes a certain threshold. In other word, there

are only two payoff-relevant states. We assume that only payoff-relevant states matter

for different strategies, therefore, it’s equivalent to assume that there are only two states,

Ω = {ωL, ωH}. Both players have the common knowledge that the prior probability of

the state ωH is µ0 ∈ (0, 1).

The sender observes ω and sends a message m(ω) ∈ M = {ωL, ωH} to the receiver.

The receiver observes m (but not ω) and then chooses an action a ∈ A = {ωL, ωH}.

For the message space, we lose some generality by limiting the number of message to

two. Without allowing the sender to send nothing may force the sender to tell the truth

more than the rate in some real life scenarios. However, the scope of this paper is not to

estimate the truth telling rate, instead, we want to study if the RTcan help detect lies of
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a high-payoff message. Having more people telling the truth or lying provides us more

useful data.

The receiver’s payoff depends on ω, but the sender’s payoff does not. We take uR :

A× Ω → R to be the receiver’s utility, and uS : A → R to be the sender’s.

A strategy for the sender maps each state of the world to a distribution over messages

sS : Ω → ∆M . A strategy for the receiver specifies a mixed action for her conditional on

every message that she may observe sR : M → ∆A. We are interested in studying the

game’s perfect Bayesian equilibria. The equilibirum consists of three elements, sS, sR,

and a belief system β : M → ∆Ω; such that:

1. the receiver knows the sender’s strategy sS, and, upon receiving the report m,

updates her belief β(ω|m) regarding the state of the world using Bayes’ law;

2. given belief β, sR is optimal for the receiver, i.e., a(m) = argmaxa∈A uR(a, β(ω|m)),

for each m ∈ M ;

3. the sender knows the receiver’s strategy sR, and sS is optimal given sR, i.e., m(ω) =

argmaxm∈M uS(a(m)), for each ω ∈ Ω.

We consider the setting that the receiver wishes to match her action to the state.

That is, her state-dependent payoff is uR(a, ω) = h if a = ω, and uR(a, ω) = l otherwise,

where h > l. A rational receiver would choose a = ωH when her posterior belief of

the high-payoff state β(ωH |·) is larger than 50% and a = ωL otherwise. We assume

µ0 < 50%. That is, with the prior belief, the receiver would choose a = ωL. The sender

earns a higher payoff if the receiver chooses ωH . Specifically, her payoff is us(a) = h if

a = ωH , and us(a) = l otherwise.

In this setting, there are only babbling equilibria, in which the receiver infers no

information at all from any message and sticks to the prior belief µ0, and the sender
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sends random, uninformative message. The intuition is that if there is any message that

the sender can send that will make the receiver choose ωH , then in equilibrium the sender

must send it. Hence the receiver will ignore the message.

Cheap Talk Game with Truth Telling Preference

According to a survey conducted by Abeler et al. [2019], people have a strong aversion

to deception, and they forgo about 3/4 of the potential gain from lying in the individ-

ual game. This tendency persists in the strategic games. For strategic communication

of private information, senders consistently transmit more information than theoretical

predictions (see summary in Lafky et al. [2022]). These evidence suggests that people

have truth telling preference. Theoretically, it’s equivalent to add a cost of lying in the

utility function.

Now, we modify the sender’s utility by adding a fixed cost of lying cθ. Formally, we

assume her utility function

uS(a, c(ω,m; θ)) = −z1a=ωL
− cθ1m ̸=ω, z = h− l

As before, a is receiver’s action, ω is the true state, m is sender’s message. c(ω,m; θ)

denoting the individual cost of lying. θ captures the heterogeneity of subject’s weighting

that applies to the lying cost. When cθ = 0, the game is the standard cheap talk game.

In this section, we focus on analysis with positive lying cost, i.e., cθ > 0.

To study the new equilibrium with the positive lying cost, we study the sender’s

behavior first. If the cost of lying is larger than the potential benefit of lying, i.e., cθ ≥ z,

truth telling is a (weakly when cθ = z) dominant strategy for the sender, so she would

always tell the truth, i.e., m(ω) = ω for each ω ∈ Ω.

If the cost of lying is smaller than the potential benefit of lying, i.e., cθ < z, sender’s
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optimal strategy varies on the degree of the trust p from the receiver when the receiver

follows the message with probability p and ignores the message and chooses a = ωL. It’s

worth noting that no matter how much trust the sender can get, it’s always optimal for

her to tell the truth at an advantageous state ω = ωH . Because she needs to pay the lying

cost and may suffer a monetary reduction if she lies downwards. Then we focus on what’s

optimal for the sender at a disadvantageous state ω = ωL. If there is a great chance to

gain the receiver’s trust (p > cθ
z
), the sender would lie upwards m = ωH because the

expected payoff gain covers the cost of lying. If the chance of trust is slim (p < cθ
z
), the

sender would tell the truth because the expected payoff gain is too small and is not worth

it. If the degree of the receiver’s trust is just enough to cover the cost lying (p = cθ
z
), the

sender may mix her message.

Another potential strategy for the low lying cost sender is to reverse her message, i.e.,

reporting m = ωL for the high payoff h and reports m = ωH for the low payoff l. The

sender would lie downward in this strategy, i.e., report m = ωL at the advantageous state

ω = ωH . This kind of strategy can be optimal only if the sender and the receiver shares

the consensus that they should translate the message in the opposite way against its face

value. We assume that the receiver would not do it, either because the face value of the

message is too salient, or the receiver believes that there are enough honest people in the

society. In our data, there are only 4 out of 620 choices that the sender lied downward.

This result supports our assumption that players would communicate with the messages’

face values.

We then turn to the receiver’s strategy. Since the sender would never lie downward,

the receiver should always follow the low-payoff message m = ωL. The receiver’s optimal

action given a high-payoff message m = ωH depends on the likelihood q that the sender

tells the truth at a disadvantageous state ω = ωL, which is defined as q = P (m = ωL|θ =

ωL). If the truth telling probability is huge enough (q > 1−2µ0

1−µ0
), it’s more likely that the
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high-payoff message m = ωH is true, and the receiver should trust the message a = ωH .

If the likelihood is too small (q < 1−2µ0

1−µ0
), the receiver should ignore the message a = ωL.

If the likelihood is just enough (q = 1−2µ0

1−µ0
) to make the receiver indifferent by taking

different actions, she may mix her actions.

Which strategy profiles that are optimal to each other depends on the predetermined

magnitude of the lying cost cθ. If there is no incentive for the sender to lie at all, i.e.,

cθ ≥ z, the sender would tell the truth and the receiver always follows the message. We

call this equilibrium the truth telling one.

Otherwise, there is no pure strategy equilibrium. Suppose that the receiver always

ignores the message and takes the optimal action a = ωL, the sender will tell the truth

and get the low payoff l. It’s worth noting that the sender will not lie because in that way

she can get an even lower payoff l−cθ. Therefore, ignoring the message is not an optimal

strategy for the receiver. So, there is no equilibrium with such strategy. Suppose that

the receiver trusts the sender, the sender would always send high-payoff message m = ωH

for the high payoff. In this way, always trusting the sender is not an optimal strategy

for the receiver. So, there is no equilibrium with such strategy either. There is a mixed-

strategy equilibrium that the sender lies sometimes (1−q = µ0

1−µ0
) at the disadvantageous

state ω = ωL, and always tells the truth at the advantageous state ω = ωH ; the receiver

always trusts the disadvantageous state message, and sometimes (p = cθ
z
) trusts the

advantageous state message. The intuition is that only if they confuses the other side,

they would not be exploited.

With the positive lying cost, there can be a truth telling equilibrium, a partial lying

equilibrium, and furthermore, there is no babbling equilibrium.
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2.3.2 Cheap Talk with Truth Discovery Process

In the context of the lying cost model, we are introducing an additional step at the

outset of the game. Rather than being automatically informed about the true state

of the world, the sender now has the opportunity to make an informed decision about

whether to invest time in uncovering the truth. This mirrors real-world scenarios where

a salesperson makes a choice about whether to spend time checking which is the best

match for the consumer, a home inspector needs to determine whether to meticulously

examine each piece of technology before providing a report to a prospective second-hand

buyer, or an individual must weigh the choice of approaching a director to inquire about

job openings for a friend.

Let’s begin our analysis by examining the equilibrium outcome, followed by an ex-

ploration of the connections between the sender’s message and her RT. Additionally, we

will investigate whether the sender’s decisions would differ when she is conscious of the

availability of RT.

Without RT

Consider a game that goes beyond the basic cheap talk game by adding an extra step.

Now the sender is not automatically being informed of the truth. Instead, she faces a

private decision d of whether to uncover the truth costly d = 1 by spending some time

or not d = 0. Whether opting to become costly informed or remain uninformed about

the truth, the sender subsequently conveys a message m to the receiver, and the receiver

takes an action conditional on m. The key distinction for the receiver side, compared to

the benchmark scenario, lies in the awareness that any message m could originate from

either an informed state ωL, an informed state ωH , or an uninformed state.

We assume that discovering the truth incurs a cost, which could be associated with
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cognitive effort and time consumption, or keep ignorance can work as a moral wiggle

room [Dana et al., 2007] that allows the sender to act more selfishly and provides extra

utility. The sender’s utility function changes to

uS(f(d), a, c(ω,m; θ)) = −cI1d=1 + z1a=ωL
− cθ1m̸=ω.

Beyond the receiver’s action a cost of lying c(ω,m; θ), the sender’s utility also depends

on her discovering decision f(d). She needs to pay a positive fixed cost cI if she discovers

the truth. Additionally, cθ is predetermined prior to the revealing step.

If there is no lying cost at all, i.e., cθ = 0, the sender would babble if she has uncovered

the truth. As a result, she would avoid the cost of discovering to keep uninformed and

babble. Therefore, babbling is the unique equilibrium, and the sender would not uncover

the truth at any time.

If sender’s truth telling preference outweights the potential monetary gain and the

cost of uncovering, i.e., cθ > z+cI , uncovering the truth and delivering it is the dominant

strategy for her. In this case, truth telling is the unique equilibrium and the sender would

always get informed.

For the other positive lying cost, the receiver’s strategy remains the similar since her

information set does not change. With the no downward lying assumption, the receiver

understands that the m = ωL either from the informed state ωL or uninformed state.

Therefore, she should always trust such message, while the the action for the low-payoff

messagem = ωH depends on the sender’ truth telling rate q. The distinction from Section

3.1.2 lies in that the truth telling rate does not always from the known disadvantageous

state, it might be the probability of discovering the truth.

The sender’s strategy is different from the game with no truth seeking process. In this

setting, the sender needs to consider whether she uncovers the truth first, and then what
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to do after each truth seeking decision. It’s worth noting that the mixed the action after

discovering the truth is a strictly dominated strategy. The sender can be strictly better off

if she randomizes the action in the truth seeking decision than if she randomizes the truth

telling rate after being informed of state ωL. Specifically, instead of getting informed and

lying sometimes (q) at the disadvantageous state, the sender can save some portion of

the discovering cost by mixing the discovering decision: not discovering (d = 0) at the

probability q and sending the high-payoff message m = ωH , and discovering (d = 1) the

telling the truth (m = ω) otherwise.

Proposition 1: The sender would report the truth if she chooses to be informed.

Given the discovering cost cI , there are three strategies she has to consider for each

trust rate p: 1) remaining uninformed and sending the low-payoff message (d = 0,m =

ωL), 2) remaining uninformed and sending the high-payoff message (d = 0,m = ωH), and

3) getting informed and telling the truth (d = 1,m = ω). The comparison between the

first and the second strategies depends on the trust rate p. The comparison between the

uninformed and informed strategies is related to the difference between the lying cost cI

and the cost of lying cθ. When the discovering cost is too huge and the trust rate is too

small (cI > µ0(pz + cθ), p < (1−2µ0)cθ
z

), the sender’s optimal strategy to keep uninformed

and report ωL all the time. When the discovering cost is too huge or cost of lying is

too small, and the trust rate is big enough (cI > (1 − µ0)(cθ − pz), p > (1−2µ0)cθ
z

), the

sender’s optimal strategy is to keep uninformed and report ωH . For the rest of the cases,

it’s optimal for the sender to uncover the truth and report it. The sender would mix

her strategies if there is no difference between one uninformed strategy and one informed

strategy.

With positive lying cost, there is truth telling equilibrium as before when the truth
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telling preference is pretty strong. When the discovering cost is too huge to support

the truth telling preference (cI > µ0 × cθ), there is babbling equilibrium, in the way

that always reporting low-payoff message m = ωL. But there is no babbling equilibrium

where the sender always reporting high-payoff message m = ωH . Because in this way,

the sender cannot gain the receiver’s trust and therefore she’d better report m = ωL

to save a portion of the lying cost. There is no equilibrium when the sender mixes the

uninformed low-payoff message and the informed one. Because, in that way, the receiver

should always trust the sender, therefore the sender is better-off if she remains uninformed

and reports the high-payoff message all the time. There is a mixed strategy between an

informed strategy and the uninformed and high-payoff one. The sender would discover

the truth with probability q = 1−2µ0

1−µ0
and tells the truth, otherwise sends the high-payoff

message m = ωH . The receiver would always trusts the disadvantageous state message,

and trust the advantageous state message with probability p =
cθ−

cI
1−µ0

z
.

In summary, there are three different types of babbling with positive discovering

cost: getting uninformed and babbling, getting informed and truth telling, and partial

discovering. The key distinction from the previous model is that the sender would always

tell the truth if she gets informed of the truth, and in equilibrium, the suspicious behavior

is always pertaining to keeping uninformed.

With RT

Now consider the game that the receiver possesses an additional piece of information

about the sender’s decision – her RT. This RT indicates the duration between when

the sender initiates the process of making informed decision and when she eventually

transmits her message.

Let’s initially delve into the sender’s behavior. In SU condition, the sender is unaware

of the availability of RT, and there is no motivation for her to manipulate RT, and as
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a result, RT accurately reflects the genuine mechanical and decision-making process. If

the sender does not consistently opt for being uninformed and babbling or consistently

opt for being informed and telling the truth, RT contains private information about her

type of message. Given Proposition 1, a very short RT suggests that the sender does

not uncover the truth. Furthermore, if the RT carries private information, it’s beneficial

for the sender to manipulate the disadvantageous RT to be as long as the advantageous

RT. The findings in Konovalov and Krajbich [2023] support this RT manipulation idea.

We hypothesize that this relationship is weaker (but does not vanish) in the SA condition.

Hypothesis 1: In both SU and SA, the faster the y report, the less credible it is.

We then consider how the sender manipulates RTs in the SA condition, focusing on

the sender who takes the mixed strategy. If the sender thinks the receiver uses the RT

to detect lies, she may deliberately prolong her RT for an uninformed decision, feigning

an extended process of uncovering the truth. This is a great opportunity for the sender

to persuade the receiver that she tells the truth all the time and deserves the trust. In

this way, the sender manipulates the RT gap between two types of high-payoff messages

to be smaller in the SA condition than in the SU condition.

Hypothesis 2: In the SA condition, the sender will prolong her RT on average.

In the SA condition, we further assume that the method employed by the sender to

extend her RT to a reasonable duration involves following the steps necessary to gen-

uinely uncover the truth. If this is true, even the sender decides to serve the self-interest,

she may uncover the truth in this scenario. Because the cost associated with lying af-

ter discovering the truth, at state ωL, is greater than the expected value of the lying
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cost when remaining uninformed and sends the high-payoff message ωH , represented as

cθ > Ecθ = (1 − µ0)cθ, the sender may be inclined to shift from their initial strategy of

remaining uninformed to becoming informed and truthfully reporting. Consequently, in

a situation where the sender is aware of the availability of RT, there is a general tendency

for her to communicate more truth.

Hypothesis 3: In the SA condition, the sender is more likely to get informed, and are

more likely to tell the truth than in the SU condition.

We then make hypotheses for the receiver’s actions. If Hypothesis 1 is correct, the re-

ceiver can leverage RT to make more informed decisions instead of randomizing whether

trust or not given the disadvantageous state message. When the sender’s RT is ex-

ceedingly short, that is, when RT is significantly smaller than a certain minimum time

threshold denoted as t, it indicates that the sender did not invest enough time to uncover

the truth. In this case, the receiver should make decisions based on the prior distribution

and opt for ωL. Conversely, when RT exceeds this minimum threshold, it implies that the

sender may have taken the necessary time to discover the truth and is likely to report

honestly. Consequently, the receiver should place more trust in the sender’s message and

act accordingly. Hypothesis 4a is based on the assumption that the receiver correctly

presumes the pattern in Hypothesis 1. If it is true, the receiver is better-off by knowing

RT, and is more better-off in the SU condition than in the SA condition.

Hypothesis 4a: The receiver is less likely to follow the short y report in the RI con-

dition than in the RU condition. The difference between the two conditions is smaller in

the SA condition than in the SU condition.
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Another possibility is that the receiver may think that truth telling is automatic, and

views the long RT as more suspicious, as the drift-diffusion model predicts, and therefore

trusts the shorter y report more. If it is true, the receiver is worse-off by knowing RT,

and is more worse-off in the SU condition than in the SA condition.

Hypothesis 4b: The receiver is less likely to follow the long y report in the RI condition

than in the RU condition. The difference between two conditions is smaller in the SA

condition than in the SU condition.

Last but not least, we’re interested in the demographic characteristics in this setting.

Gender is a salient demographic feature. The meta-analysis over 380 experiments con-

ducted by Gerlach et al. [2019] suggests that men behaved slightly more dishonestly than

women did. Hypothesis 5a extends the gender differences into truth uncovering, lying

detection and manipulation of RT.

Hypothesis 5a: Females and males are different in uncovering the true states, truth

telling, manipulating the RT, and detecting lies.

Creativity is considered one of the most important skills nowadays. A meta-analysis

over 36 studies conducted by Storme et al. [2021] have revealed a weak positive cor-

relation between creativity (measured via the self-report Gough scale), and dishonesty.

Given that creative people are more likely to lie, we further conjecture that they are

better at detecting lies. Hypothesis 5b posits such heterogeneity.

Hypothesis 5b: The subject who is creative is more likely to lie as a sender and is

better at detecting lies as a receiver.
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2.4 Experimental Design

In this section, we describe the laboratory implementation of our model, the main

treatments that we conducted.

We begin by describing the implementation of the base game. Six dice are available

to be rolled. For each die, there are six possible outcomes, 1, 2, 3, 4, 5 or 6. We define 4,

5, 6 as “large numbers”, and 1, 2, 3 as “small numbers”. The true states related to the

outcome of six dice about whether there are 4 or more large numbers, yes (where there

are 4 or more “large numbers” on 6 six-sided dice) or no (where there are 3 or fewer

“large numbers”). The sender has a chance to uncover the outcome of each die. Her

message can be yes or no.

The receiver’s decision, along with the true state, determined the payoffs for both

the sender and the receiver as listed in Table 2.1. The receiver earns $8 if she correctly

guesses the answer of the question. She earns $4 otherwise. The sender earns $8 if the

receiver guesses that the answer is yes, irrespective of truth. She earns $4 otherwise.

Given this, the prior is µ0 = 34.37%. To present our results, we adopt the following

notation to distinguish between states, messages, and actions: ω = {yes, no},m = {y, n},

a = {Y ES,NO}.

Truth/Receiver’s guess YES NO
yes ($8, $8) ($4, $4)
no ($8, $4) ($4, $8)

Table 2.1: Monetary Payoff: the first item denotes the sender’s payoff, the the second
item denotes the receiver’s payoff.

We vary treatments in two dimensions as in Table 2.2. The first dimension revolves

around the SU and SA conditions. We do not mention anything about RT to senders

in the SU condition, and tell senders that their RT corresponding to each message will

be recorded and provided to receivers in the SA condition. Each sender would only
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participant in one treatment, either SU or SA. So, we are able to make between-subject

comparison for senders’ behavior. The second dimension pertains to the RU and RI

conditions. Receivers only receiver the information about senders’ messages in the RU

condition, and they receive additional information about senders’ RT corresponding to

each message in the RI condition. Each receiver would take part in two conditions, both

RU and RI. So, we are able to make within-subject comparison for receivers’ behavior.

Sender Unaware (SU) Sender Aware (SA)
Receiver uninformed (RU)
Receiver informed (RI)

Table 2.2: Treatments

We asked each subject to play as a sender first, and then play as a receiver. This

will aid the receiver in acquiring insights into the expected RT of each round and the

probability associated with the occurrence of advantageous states. There are three stages

in the experiment as described in Figure 2.1. In stage 1, subject played the role of a

sender, and they were randomly assigned to either the SU or SA condition. In the SU

condition, senders were unaware if their RT would be provided to the receiver in the

later stage. In the SA condition, senders were aware that their RT would be reported to

the receivers.The sender faced an independent series of true states for 10 rounds. At the

beginning of each round, 6 computer-generated dice was initially covered, and the sender

decided if she would uncover each of them by clicking on the corresponding button. To

find out the true state, senders would have to click on buttons to uncover at least three

dice, which takes time. In fact, for all informed messages, senders clicked all 6 buttons

more than 90% of times. The minimum of the time use for the informed message was

5 seconds in the SU condition, and 4 seconds in the SA condition. Senders have the

freedom to uncover any number of the dice, including none, before sending a message.

At the end of each round, the sender need to select a message, y (There ARE 4 or more
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large numbers of the 6 dice) or n (There ARE NOT 4 or more large numbers of the 6

dice), sending to the receiver. In total, each sender sent 10 independent messages at the

end of stage 1.

In stage 2, subject played the role of a receiver. Each receiver would receive 10

messages from a non-self sender and had to guess the true state for each round, YES or

NO. All 10 rounds of messages were provided at once to the receiver. This allows for the

comparison of RTs across rounds in the RI condition, aiding in the assessment of whether

a specific RT is fast or slow. In stage 3, subject played the role of a receiver again. In

this stage, the receiver not only got the messages from the sender, also the sender’s RT

for each round. As in stage 2, all 10 messages and the corresponding RTs were provided

at once.

Figure 2.1: Experiment Timeline

Comprehensive questions were included in each stage to ensure that subjects under-

stood the instructions. After completing the three stages, a survey was conducted to

collect gender and personality information from each subject.

Each subject participated in 10 matches in RU condition, and 10 matches in RI

condition as a sender and as a receiver. We paid them for two roles. To determine

the payment, we rolled a 10-sided die twice. The first roll determined which condition

would count: an odd number indicated that the RU condition would count, while an
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even number indicated that the RI condition would count. The second roll determined

which of the 10 rounds for each role would count. For example, 2 and 9 mean that the

subject would be paid for the 9th match as a sender in the RI condition, and for the

9th match as a receiver in the RI condition. Subjects were also paid an additional $1 for

completing the survey.

The experiment was conducted at the Experimental and Behavioral Economics Lab-

oratory at University of California, Santa Barbara, from May 11 to May 16, 2023. We

recruited 62 subjects, 30 for the SU condition, and 32 for the SA condition. The subject

earned an average of $13 for about 1 hour in the lab.

We collected 10 observations from each subject as a sender, and 20 observations

as a receiver. In total, for the sender side, we collected 300 observations in the SU

condition and 320 observations in the SA conditions. For the receiver side, we collected

620 observations in both the RU and the RI condition.

2.5 Results

We begin by examining hypotheses related to the behavior of senders. We then

investigate hypotheses related to the behavior of receivers. We include heterogeneity

tests of our hypotheses in the last part. The main finding is that while the longer

response time indicates less credible report, we do find that receivers over-trust the

delayed report. Overall, we conclude that the response time could be used as a cue in the

deceptive communication when senders lack an incentive to manipulate, but receivers do

not effectively leverage this cue.

47



The Impact of Response Time on
Deceptive Communication Chapter 2

2.5.1 Senders’ Behavior

First, we test if senders’ behavior is consistent with the theoretical prediction. Pre-

dicted by Proposition 1, when there is a cost of truth discovering, a rational sender would

be truthful if she uncovers the truth, and all selfish decisions are made without being

informed. We calculate the honesty rate of the informed message to test Proposition 1.

Second, we examine if the relationship between RT and veracity of the report is con-

sistent with Hypothesis 1, the longer the RT, the less credible of the informed report.

Specifically, we investigate whether long y is more credible than the short y. Last, we

test Hypothesis 2 and Hypothesis 3, the difference between the SU and SA conditions.

To get an over view of the relationship between the RT and the type of the message,

we calculated the average RT for each type of the report. We define the genuine message

as the one that the sender uncovered enough buttons to get informed of the true state

and reported truthfully, the deceptive report as the one that the sender got informed

of the state and lied, the uninformed report as the one that the sender sent without

uncovering enough buttons to get informed of the truth. Table 2.3 presents the number

of each type of the report, and the corresponding average and standard error of RT.

SU (obs.) Mean (s.e.) SA (obs.) Mean (s.e.)
genuine y (86) 12.10s (1.06s) genuine y (87) 10.85s (0.74s)
genuine n (138) 13.48s (0.87s) genuine n (160) 12.62s (0.66s)
deceptive y (51) 13.10s (0.95s) deceptive y (45) 12.67s (0.83s)
deceptive n (1) 9s (0s) deceptive n (3) 13.33s (1.33s)
uninformed y (24) 8.83s (2.34s) uninformed y (25) 6.84s (1.27s)

Table 2.3: Mean and standard error of RT for difference messages

The ratio of genuine messages among all informed communications, representing the

honesty rates of informed messages, are 81% and 84% under the SU and SA conditions,

respectively. Specifically, the honesty rates for y reports are 63% and 66%, while for

n reports, they are 99% and 98%. These findings indicate a significant deviation from
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Proposition 1, which expects 100% honesty rates among informed reports. This suggests

that either the cost of discovering the truth is not substantial enough, or other preferences

are influencing senders’ decisions, challenging of using the clear-cut RT to detect lies.

The low cost of discovering the truth typically predicts a low rate of discovery. Dana

et al. [2007] and Grossman [2014] demonstrate that individuals tend to not actively seek

out the truth, instead exploiting moral wiggle room to act in self-interest in the dictator

game. Contrary to these findings, our study reveals that senders uncover the truth 92% of

the time in both the SU and SA conditions, significantly higher than the 55% reported in

previous research. Among the senders who uncover the truth at least once, 90% always

do so (93% in the SU condition, 81% in the SA condition). This strong tendency to

uncover the truth suggests that other preferences are at play in the cheap talk game,

distinguishing it from the dynamics observed in the dictator game.

The key difference between the cheap talk game and the dictator game lies in the

sender’s role. In the cheap talk game, the sender influences the final decision by shaping

the receiver’s perception of the truth, whereas in the dictator game, the solo decision-

maker directly chooses the outcome without affecting others. People’s demand for infor-

mation may vary across different contexts. While they may be reluctant to learn about

potential harms to others, they exhibit a willingness to be informed in situations where

lying is necessary.

One plausible explanation for the heightened demand for truth in our experiment is

the preference for honesty in achieving objectives. Unlike the truth-telling preference,

which pertains to an individual’s inclination to be truthful once aware of the facts, this

preference signifies a proactive pursuit of honesty when it serves one’s goals. Senders opt

for honesty unless lying becomes essential—only if they believe honesty cannot achieve

their objectives. In our experiment, fabricating report y while remaining uninformed is

unnecessary; achieving the same payoff through honesty is feasible. Lying becomes im-
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perative only when the sender discerns the disadvantageous state ωL = no and endeavors

to exploit the receiver’s trust for a higher payoff. This necessity arises only after the

sender becomes informed of the truth. Thus, senders persist in uncovering the truth

irrespective of incentives.

Given the violation of Proposition 1, RT seldom reveals whether the sender uncovered

the truth. Here comes our first main result.

Result 1: RT in the cheap talk game with truth discovery process does not reveal if

the sender uncovers the truth.

In addition to the time taken to discover the truth, RT also includes the deliberation

process regarding which message to report in each round. Given that senders uncover the

truth 92% of the time, RT primarily reflects the time spent in deliberation. Investigating

whether RT correlates with the veracity of the report essentially examines whether there

is a difference in the deliberation process based on varying incentives. According to

existing literature, selfish decisions tend to be automatic [Greene and Paxton, 2009,

Jiang, 2013, Shalvi et al., 2012]. Therefore, we would expect the RT for the n report to

be longer than for the y report, as senders rarely lie from y to n,1 and the y report often

involves deception when senders lie from n to y as stated in Table 2.3. This expectation

is confirmed: the average RT for the n report is 13 seconds, 2 seconds longer than the

mean RT for the y report. This pattern holds true in both the SU and SA conditions2.

However, the difference in RT between the different reports does not provide additional

value beyond the face value of the report. RT can be value added if it is correlated with

1There is no uninformed n in both conditions. The honesty rates of the informed n are 99% in the
SU condition and 98% in the SA condition.

2According to Ordinary Least Squares regression, the difference is not significant in SU condition,
while it is significant in SA condition.
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the veracity among y reports.

Given the overall 46% dishonesty rate (including deceptive and uninformed messages)

for y reports, RT may work as an effective cue for detecting deceptive and uninformed

y reports. This potential has been understudied in the literature. To address this, we

investigate the relationship between RT and the veracity of y report in the SU condition,

where the senders had no incentive to manipulate RT.We then examine if this relationship

is apparent to the receivers. Finally, we study the relationship in the SA condition to

understand if senders manipulate RT when they are aware of its availability.

Table 2.3 reveals that, on average, the RT of uninformed y is shorter than that of

genuine y, while the RT of the deceptive y is longer than genuine y. This observation

implies that lying to achieve a higher payoff entails a cost, manifesting in the longer time

required compared to being honest to attain the same outcome. It also suggests that RT

can be used to detect lies if the variance in RT for different types of y reports is not too

large.

Figure 2.2a illustrates the distribution of RT for each type of y reports. Given that

the vast majority of the RTs are within 35 seconds, we exclude two rare and extreme

points with RTs of 47 and 90 seconds for simplicity.3 The green bar represent the RT

distribution for the uninformed y, the red bars for genuine y, and the blue bars for

deceptive y. The presence of only green bars on the left end of the RT scale indicates

that all immediate reports are uninformed. The predominance of blue bars over red bars

in the right half of the RT scale suggests that reports with longer RTs are more likely

to be deceptive than genuine. These results suggest that RT can be used to detect the

genuine y reports effectively.

However, as not every sender engages in both deceptive and honest behavior across

3The message with RT=47 represents an uninformed y, while the report with RT=90 represents a
genuine y.
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Figure 2.2: RT Distribution for Three Types of y Reports.
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all 10 rounds, the mean and the distribution of the overall RT may lack consideration of

individual differences. Indeed, in the SU condition, 11 out of 30 subjects tell the truth

all the time, while 17 of them report both genuine and deceptive y, and the remaining

2 subjects always babble without being informed. As each receiver exclusively engage

with a single sender, it becomes imperative to explore potential differentials in RT at the

individual level.

Figure 2.3a illustrates the relationship between the RT for genuine y and deceptive

y for senders who engage in both truthful and deceptive reporting over 10 rounds in the

SU condition. Each data point represents the mean RTs of an individual sender. The

x-axis denotes the average RT for deceptive y reports, and the y-axis denotes her average

RT for genuine y reports. Point falling on the 45-degree line indicate no difference in RT

between these two types of reports. The figure represents data from 17 subjects in the

SU condition. The majority of data points are located in the lower triangle, implying

that, for the same sender, deceptive y reports take longer time than genuine y reports.
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Figure 2.3: Relationships between RT for genuine and deceptive y. Each data point
represents an individual sender. The x-axis denotes the average RT for deceptive y
report(s), and y-axis denotes the average RT for genuine y report(s). The red dashed
line is the 45-degree line.

To test significance of the difference, we employ a fixed effect model as equation 2.1.
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This analytical approach effectively controls for unobserved sender-specific factors that

may drive the differences in means, thereby allowing us to robustly assess the nuanced

disparities in RT across various report types. In addition to addressing the concerns, we

also account for the number of rounds in our analysis. This adjustment is necessary as

decision-making speed tends to increase over time due to the heightened familiarity with

the context.

RTir = ai + b×Reportir + d× r + ϵir. (2.1)

Within our analytical framework, RTir is sender i’s RT at round r. Reportir assumes

a crucial role by effectively categorizing sender i’s report at round r into five distinct

classifications: genuine y, deceptive y, genuine n, deceptive n, or uninformed y. We

take the genuine y as the benchmark, and b capture the differences between any other

report and the genuine y. We also control the time trend (see Appendix B.1) through

incorporating the round number and control individual idiosyncrasies through ai. ϵir

captures the random noise.

Table 2.4 describes the ordinary least squares regression results. Column 2 presents

the outcomes conducted under the SU condition. Notably, within the realm of y reports,

deceptive ones take significantly longer—by 4 seconds—compared to genuine ones (p <

0.03). In contrast, uninformed y reports take approximately 5 seconds less, though

this difference lacks statistical significance (p = 0.35) due to the relatively infrequent

occurrence of such behavior among senders. These results remain robust when excluding

round 1, where subjects need time to familiarize themselves with the task, or when

analyzing only the last 5 rounds, by which time subjects are well-acquainted with the

task. These findings imply that, aside from extremely short RTs, a longer RT for a y

report is associated with a higher probability of deception in the SU condition, and RT
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might serve as a cue to detect lies if the probability of a long y report being deceptive is

sufficiently high.

Dependent variable: RT

SU SA

Genuine n 1.733 2.028∗∗

(1.197) (0.874)

Deceptive y 3.561∗∗ 1.167
(1.632) (1.275)

Deceptive n -5.615 0.109
(8.788) (3.858)

Uninformed y -4.623 −4.093∗∗

(4.909) (2.074)

Round r −1.176∗∗∗ −1.145∗∗∗

(0.167) (0.117)

Constant 17.680∗∗∗ 15.665∗∗∗

(2.931) (2.085)

Individual Fixed Effect ✓ ✓

Observations 300 320
R2 0.358 0.445
Adjusted R2 0.276 0.374

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 2.4: Fixed Effects Regression Results: standard error in the parenthesis.

We also conducted robustness checks to further test the relationship between RT and

the veracity of y reports in the SU condition. Among the 17 subjects in the SU condition

who report both genuine and deceptive y, 14 display a positive relationship between RT

and deception (with 3 significant at the 10% level), while 3 show a negative relationship

(none significant). Additionally, we find that deceptive y reports are significantly more
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likely to have an RT above the sender’s median RT (61%) compared to genuine ”y” re-

ports (43%), with a 20% difference significant at the 5% level. This result remains robust

when controlling for the round and using clustered standard errors at the individual level.

However, the fact that RT for deceptive y messages is longer than for genuine y

messages does not guarantee that RT can be used as an effective cue for lie detection.

RT can only serve this purpose if the probability of a longer y message being deceptive

is sufficiently high. Figure 2.4a illustrates the genuine rate of y reports for each RT.

To enhance the readability of the figure, we exclude two rare and extreme RT values

(RT=47, and RT=90) from the analysis. A probability of 1 indicates that all y reports

with that RT are genuine, whereas a probability of 0 indicates that all y reports with

that RT are deceptive or uninformed. Receivers should follow the report if the honesty

rate is above 50%; otherwise, they should disregard it.

The figure indicates that when the RT is within 3 seconds, no genuine y reports

are observed. This finding aligns with the understanding that immediate responses are

typically uninformed and self-interested. For non-immediate responses, if the RT is

shorter than 20 seconds, it is more likely that the y report is genuine. Conversely, if the RT

exceeds 20 seconds, it is more likely that the y report is deceptive or uninformed. These

results demonstrate that RT can serve as an effective cue for detecting lies. Receivers

should heed messages with non-immediate short RTs and disregard those with immediate

or long RTs.

The empirical evidence contradicts the linear relationship posited in Hypothesis 1.

Rather than a faster y report being less credible, our findings show that a y report is more

likely to be genuine if the RT is non-immediate and short. Conversely, a longer RT makes

the y report less credible. This result underscores the importance of understanding what

RT reveals. Instead of indicating a straightforward truth-telling process, RT primarily

reflects the deliberative process regarding whether to engage in deception. The finding
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Figure 2.4: Probability of Genuine y for Each RT
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that longer RTs for informed messages are more likely to be associated with deception

suggests that lying is not a hasty act and often involves considerable contemplation.

One potential explanation for the differences in RT among various messages is the

variation in the number of button clicks. Our analysis revealed that for the informed

reports, over 90% of participants clicked all six buttons. There were no significant differ-

ences between genuine and deceptive reports, nor between the yes and no states. Detailed

statistics on the number of buttons clicked are provided in Appendix B.2. To ensure the

robustness of our findings, we incorporate the number of button clicks into our analysis.

The main result, indicating a relationship between RT and the type of messages, remain

consistent. Here comes our second key finding.

Result 2: Immediate y reports are uninformed. For non-immediate reports, the longer

the RT for a y report, the higher the probability of deceit.

Should Proposition 1 and Hypothesis 1 fail to hold, it naturally results in the failure

of Hypothesis 2 regarding how senders should manipulate RT in the SA condition. Given

that longer RT implies a deceptive report, senders would not prolong their RT. Ideally,

the sender would strategically truncate the internal struggle when lying for y, making

their RT indistinguishable from genuine reports. The behavioral patterns of senders align

conspicuously with this conjecture. According to Table 2.3, the average RT in the SA

condition is 11.70 seconds, which is shorter than the average RT of 12.63 seconds in the

SU condition. Column 5 demonstrates that almost all types of reports have shorter RTs

under the SA condition compared to the SU condition. This evidence supports the notion

that senders deliberately curtail hesitation to manipulate their RT.

We then examine whether senders successfully render the RT less informative, partic-

ularly for y reports. Figure 2.2b shows that the distribution of RT is more condensed in
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the SA condition compared to the SU condition, and there is no range of RT with more

blue bars than red bars. This result implies that senders manipulate the RT of deceptive

y reports to be less distinguishable from genuine y reports. Figure 2.3b supports this

conclusion at the individual level, illustrating that the RTs for genuine and deceptive

y reports align closely along the 45-degree line. Additionally, Column 3 in Table 2.4

presents the results of a fixed-effects regression in the SA condition, indicating that de-

ceptive y reports are not statistically distinguishable from genuine y reports. Figure 2.4b

further suggests that RT is not an effective cue for lie detection in the SA condition,

with no clear criterion for when receivers should trust or disregard a message. These

pieces of evidence show that senders successfully shortened deceptive hesitation and ma-

nipulated RT to be uninformative in the SA condition. Thus, we present our third result.

Result 3: In the SA condition, senders manipulated RT to carry less information than

in the SU condition. This was achieved through the compression of all RTs.

Given that senders manipulate RT in the SA condition, we then study whether senders

make different decisions in the two conditions, i.e., whether senders in the SA condition

tell more truth as stated in Hypothesis 3. Table 2.3 shows that the uninformed rates

among all reports and the honest rates of informed reports under the two conditions

remain roughly the same. This suggests that awareness of RT does not change senders’

decisions. We furhter test cumulative distribution function of the number of genuine

reports among senders. Notably, the p-value derived from the Kolmogorov-Smirnov test

exceeds 0.75 for both one-sided and two-sided tests. This outcome strongly illustrates a

near absence of disparity in terms of reporting behavior. We present our fourth result.

Result 4: The awareness of RT availability does not alter senders’ reporting decisions.
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In summary, regarding the behavior of the senders, we observe a high rate of truth

discovering. This scenario may be related to senders’ reluctance to lie when it is unnec-

essary. We also observe a pattern between RT and types of reports in the SU condition.

Immediate reports pertain to the uninformed selfish report, which receivers should disre-

gard. Non-immediate short reports are associated with genuine reports, which receivers

should heed, while long reports with extended RTs are associated with deceptive reports,

which receivers should disregard. Lastly, when senders are aware of the availability of

RT, they can successfully manipulate it to be less informative.

2.5.2 Receivers’ Behavior

In this section, we examine receivers’ behavior regarding the use of RT information.

Firstly, we assess whether there’s added value to receivers’ guessing considering RT. We

analyze receivers’ accuracy rates in Stage 2 (RU), determining if their initial guesses are

sufficiently accurate to render the RT provided in Stage 3 redundant. Alternatively, if

their Stage 2 accuracy is suboptimal, it suggests potential for improvement through RT

utilization. Secondly, we investigate whether receivers’ RT usage aligns with rationality

in response to Result 2, which highlights the tendency to disregard immediate y reports

and those with prolonged RT.

Table 2.5 illustrates the receivers’ accuracy rates across different reports. In the SU-

RU condition, without RT information, receivers demonstrated a high accuracy rate of

87.8% when responding to n reports, but this dropped notably to 69.6% when countering

y reports. Moving to the SA-RU condition, accuracy rates of 90.2% for n reports and

65.0% for y reports were observed, comparable to those in the SU-RU condition. The

consistently modest accuracy rates for y reports highlight receivers’ need for additional
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assistance in discerning the truthfulness of such reports across conditions. Leveraging

RT could optimize decision-making by aiding receivers in distinguishing deceptive reports

from genuine ones, thus enhancing overall welfare.

Sender’s Report SU-RU SU-RI SA-RU SA-RI
n 88% 90% 90% 86%
y 70% 66% 65% 63%

Table 2.5: Receiver’s Accuracy Rate at RU and RI

If receivers respond rationally to the information conveyed by RT, they should dis-

count all immediate y reports with RT of less than 3 seconds across both RI conditions,

according to Result 2. Additionally, in the SU-RI condition, receivers are advised to

prioritize non-immediate y reports with RTs under 20 seconds, while disregarding those

exceeding this threshold. Conversely, in the SA-RI condition, all non-immediate y reports

are to be attended to, irrespective of RT. Furthermore, it is recommended that receivers

consistently heed n reports, as senders’ infrequent instances of downward deception. In

this manner, receivers’ accuracy in processing n reports within every condition should

approach 99%. For y reports, the accuracy rate is anticipated to be 64% in the SU-RI

condition and 62% in the SA-RI condition4. Table 2.5 shows that the accuracy rates in

the RU conditions have surpassed the rational response thresholds of y reports. This

phenomenon can be attributed primarily to receivers’ astute recognition of the hetero-

geneity among senders, leveraging such variability to optimize outcomes. We leave the

heterogeneity analysis to the next section, and we focus on the general reaction in this

4The anticipated accuracy rate is calculated as the weighted average of the accuracy rate for guessing
Y ES when the RT of the y report falls between 4 and 20 seconds in the SU condition, and responding
all other reports by NO, weighted by the frequency of each type of report. We simplify by assuming
a 100% correct rate for guessing immediate reports as NO, and that the accuracy rate for guessing
non-immediate reports aligns with the genuine rate. However, it’s essential to acknowledge that this
calculation deviates slightly from the precise accuracy rate due to inherent uncertainties in guessing.
For instance, there is a 34% chance that the immediate y report is associated with the state yes, thus
rendering guessing NO inaccurate. Furthermore, the possibility exists that the non-immediate y report
is the uninformed report, where guessing NO and Y ES can be either right or wrong.
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section.

The accuracy rates observed between RU and RI conditions point to receivers’ utiliza-

tion of RT as a pivotal determinant in their decision-making framework. Subsequently,

our inquiry focuses on the intricate mechanisms through which receivers harness RT for

decision-making. To ensure methodological robustness, we classify responses into four

discrete strata: immediate reports (RT=0), reports with RT falling below the individ-

ual non-immediate median, reports with RT at the median, and reports with the RT

surpassing the median threshold.

Figure 2.5 illustrates receivers’ change rates for y reports. Panel (a) and (b) show the

change rates for different initial guess in Stage 2 (RU) in the SU condition. Contrary to

the rational shift, receivers shifted from NT to T for reports with Above RT significantly

more than ones with Below RT (p=0.061), while there is no significant difference in change

rates between Above and Below RT when they changed from T to NT. This suggests a

tendency for individuals to place more trust in reports with longer RT compared to those

with shorter RT. Panel (c) and (d) portray the change rates in the SA condition. While

there is no significant difference for reports with Below and Above RT when receivers

changed from NT to T, they shifted from T to NT for reports with Below RT significantly

more than ones with Above RT. Similarly as the behavior in the SU condition, receivers

trust the long RT in the SA condition as well.

Given that receivers changed their guesses for n reports after knowing RT, as opposed

to always trusting them, we’d love to explore the mechanisms receivers use for n reports.

Given that receivers trust n reports at around 90% in both conditions, we have less than

20 data points for each categories when receivers initially chose NT. Considering that

there are not enough data to study the change from NT to N, we focus on the change from

T to NT for n reports. Figure 2.6 illustrates receiver’s change rates for n reports when

they initially chose T in Stage 2 (RU). Panel (a) shows that receivers are significantly
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(d) SA, Trust in RU

Figure 2.5: Receiver’s Change Probability given Sender’s RT for y Reports. The differ-
ence between the Above and Below is significant in (a) and (d) at 10% level; the number
on the bar denotes the mean of honesty rate, the two smaller bars represents the 95%
confidence interval.
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(b) SA, Trust in RU

Figure 2.6: Receiver’s Change Probability given Sender’s RT for n Reports. The differ-
ence between Above and Below is significant in (a) at 1% level; the number on the bar
denotes the mean of honesty rate, the two smaller bars represents the 95% confidence
interval.

more likely to turn to distrust reports with Above RT than with Below RT (p=0.007) in

the SU condition. Panel (b) portrays that there is no such difference in the SA condition.

In general, different from attitudes for y reports, receivers distrust n reports in the SU

condition.

Overall, contrary to the discernible pattern between the RT and credibility, receivers

tend to trust long non-immediate y reports and short non-immediate n reports in the

SU condition. They rely on RT less in the SA condition. For the robustness check, we

ran the OLS regression by controlling the individual and round fixed effect, the results

remain the same (see results in Appendix C.2). We now draw our conclusion for receiver’s

behavior.

Result 5: In the SU condition, receivers trust the short y than the long y, and they

distrust the long n than the short n. Receivers rely less on RT in the SA condition.

Given the insufficient use of RT in the SU condition, receivers’ welfare do not increase

after knowing RT in the SU condition (p=0.84 in two-tailed test). There was no signif-
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icant change in receivers’ welfare between the SU and the SA condition (p=0.35). As

a result of receivers’ behavior, there ware no significant differences in senders’ expected

payoffs after revealing their RT in both conditions (p=0.61 in SU, p=0.52 in SA). See

more details of payoff comparisons in Appendix C.1.

2.5.3 Heterogeneity

The relatively high accuracy rates among receivers suggest that they use other in-

formation beyond mere RT for guessing. Our initial focus centers on the frequency of

y reports over 10 rounds. As depicted in Panel (a) in Figure 2.7, the genuity rate of

y reports varies concerning different non-immediate RT intervals and the quantity of y

reports in the SU condition. Notably, there is added value by RT particularly when the

tally of y reports falls within the 5 to 9 range over the 10 rounds. Within this span,

reports characterized by Below Median hold superior credibility compared to their coun-

terparts with Above Median. Therefore, receivers are supposed to accord greater weight

to reports with shorter RTs while discounting those with elongated RTs. Subsequently,

Panel (b) of the figure illustrates that RT loses its informative capacity within the SA

condition across various senders, thus highlighting its limited utility in such contexts.

Given the multifaceted nature of sender heterogeneity, our investigation proceeds to

examine how receivers navigate and respond to such diversity. Figure 2.8 offers insights

into receivers’ trust dynamics within the RU condition, operating under the absence

of sender RT information. Panel (a) illuminates that receivers, while not discerning

among RTs, exhibit a nuanced response to the quantity of y reports. Notably, they

display a propensity to place greater trust in y reports when the count remains below

6, while exhibiting diminished trust as the number of y reports surpasses this threshold,

particularly in conjunction with prolonged RTs. Transitioning to Panel (b), a similar
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Figure 2.7: Heterogeneous Honesty Rate of Non-immediate y Reports Given Different
Number of y Reports.

trend emerges within the SA condition, albeit with heightened variability in receivers’

responses to RT. This heightened variability suggests a more intricate interplay between

RT and trust within the SA context. Overall, these findings underscore that receivers

respond rationally to the number of y reports.
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Figure 2.8: Trust Rate of Different RT Scales for y Reports in RU conditions

Figure 2.9 sheds light on receivers’ trust rates within the RI conditions subsequent

to acquiring sender RT information. Panel (a) reveals a noteworthy divergence from

expected rational behavior in the SU condition: receivers exhibit a higher degree of trust
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in y reports characterized by longer RTs compared to those with shorter RTs, when

the tally of y reports falls within the range of 7 to 9. This departure from rational

expectations stands in stark contrast to the behavior observed in Panel (a) in Figure

2.7. Conversely, in the SA condition, receivers display a propensity to rarely factor

RT into their decision-making process. These findings highlight a notable irrationality

among receivers in the SU condition, wherein there is a tendency to over-trust reports

with extended RTs. One plausible explanation for this phenomenon could be rooted

in receivers’ perceptions regarding the informational value of RT. It’s conceivable that

receivers associate prolonged RTs with a higher likelihood of senders uncovering the truth,

thus attributing greater accuracy to such reports. However, the underlying rationale

driving this bias warrants deeper investigation.
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Figure 2.9: Trust Rate of Different RT Scales for y Reports in RI conditions

We then delves into an exploration of the potential impact of gender and creativ-

ity traits on subjects’ behavior as stated in Hypothesis 5. These attributes are assessed

through self-report methodologies in the post-experiment survey. Specifically, our atten-

tion centers on the veracity of disclosures, the inclination towards trust, and the resultant

payoffs. The descriptive statistics are synthesized in Table 2.6, detailing the results con-

cerning gender and creativity across two conditions. A meticulous examination of the
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data reveals a lack of significant disparities in gender, but subjects under SU condition

have higher creativity score than those under the SA condition (p = 0.03). Given the

small observations under each treatment, we pool the data together for analysis.

SU SA
Gender M 11, F 18, O 1 M 11, F 20, O 1

Creativity: mean(s.e.) 3.83(0.59) 2.09(0.51)

Table 2.6: Gender and Creativity Statistics. M for male, F for female, O for other. The
creativity score is measures by the Gough personality scale, ranging from -12 to 18. A
higher score indicates greater creativity.

Commencing with an analysis of gender-based heterogeneity in behavior, we observe

notable distinctions. Specifically, in terms of the honesty rate, male subjects exhibited a

truth-telling rate of 64.5%, whereas their female counterparts demonstrated a heightened

rate of 82.1%. This significant discrepancy (p = 0.04) underscores a gender-related

variance in truthfulness, elucidating the propensity of female subjects to lean towards

honesty within the experimental framework.

Turning to the assessment of trust rates, our examination reveals small and insignifi-

cant gender-related patterns. For male subjects, the trust rate registered at 74.1% in the

absence of RT (RU) and remained fairly consistent at 73.6% when RT is informed (RI).

Female subjects manifested trust rates of 81.1% without RT (RU) and 80.8% with RT

(RI). The overall disparity magnitude is around 7%, which is about one choice difference.

However, the observed inter-gender differences within each condition do not attain sta-

tistical significance (p > 0.40 for both RU and RI conditions). In light of these findings,

it becomes evident that females leaned slightly more, though not significant, towards an

overarching inclination for trust.

Examining expected payoffs from the sender’s perspective, male subjects achieved an

anticipated payoff of $5.50 under both the RU and RI condition, whereas female sub-

jects secured an expected payoff of $5.70 under both the RU and RI conditions. Female
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senders’ slightly higher expected payoff, though not significant (p > 0.3 for each condi-

tion) suggests that females benefited from telling more truth. Shifting to the expected

payoffs in the role of receivers, male subjects realized $7.30 under the RU condition and

$7.20 under the RI condition, whereas their female counterparts received $7.00 and $6.90,

separately. Remarkably, the disparity by gender proves significant (p = 0.10) under the

RU condition, while it loses significance (p > 0.2) under the RI condition. This finding

suggests that males gained advantage from suspicion, particularly when they are devoid

of the opportunity to use RT. We now wrap up the overall gender heterogeneity.

Result 6: Females tend to tell more truth and trust others more. Males gain advan-

tage from suspicion as a receiver, when they are devoid of the opportunity to exploit RT.

We subsequently investigate the impact of creativity on various outcomes. Creativity

is quantified using the Gough Scale [Gough, 1979]. According to the protocol, 1 point is

given each time one of the 18 positive items is checked, and 1 point is subtracted each

time one of the 12 negative items is checked. The theoretical range of scores is therefore

from –12 to +18. A higher score indicates greater creativity. To empirically examine this

relationship, we apply a regression framework 2.2:

Yi = a+ b× creativityi + ϵi (2.2)

The dependent variable Yi comprises metrics including sender i’s honesty rate, trust

rate under both RU and RI conditions, and payoffs across four distinct role categories

((Sender, RU), (Sender RI), (Receiver, RU), (Receiver, RI)).

Table 2.7 presents the outcomes of the regression analysis. The presence of statis-

tically insignificant coefficients across all outcomes implies that creativity, particularly
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when measured through self-report assessments, does not demonstrate a notable impact

on the rates of truth-telling, trust, or the resulting payoffs within the experimental frame-

work.

Result 7: There is no observed influence of self-reported creativity on the rates of

truth-telling, trust, or the subsequent payoffs.

2.6 A Calibrated Utility Function

We calibrate the senders’ utility function to better understand their behavior. We

formulate the senders’ utility function by incorporating their reluctance to lie:

uS(f(d), a, c(ω,m; θ)) = (nI − cI)1d=1 + h1a=ωH
− l1a=ωL

− cθ1m̸=ω

.

The monetary payoff and the cost of lying remain the same as before. But now,

beyond the discovering cost cθ, there is a fixed benefit of knowing whether it is necessary

to lie nI by getting informed of the truth. The fact that the vast majority of the senders

uncover the truth suggests that the net value from discovering the truth is positive, i.e.,

nI −cI ≥ 0 for the majority of people. In that case, there are babbling equilibrium, truth

telling, and partial lying equilibrium.

This utility function could also explain the fast and slow patterns based on the drift

diffusion model. The drift diffusion model claims that the larger the difference of the

choices, the faster the decision. From now on, we assume that the sender chooses to

discover the truth, and the receiver trusts any message from the sender with a positive
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probability p > 0, which explains 83% of the data5.

Let’s first compare the genuine y and the genuine n reports. Given a yes state, the

difference between reporting y and n is D1 = pz + cθ > 0. For any realization of cθ, the

sender would always report y. Given a no state, the difference between reporting y and

n is D2 = pz − cθ. The sender would report y if pz > cθ, and otherwise n. No matter

what the sender decides to do, the absolute value of D2 is smaller than D1. Therefore,

both the deceptive y and the genuine n are slower than the genuine y.

2.7 Conclusion

We study what private information RT carries and its strategic use in a sender-receiver

game with conflict of interest and with a truth discovery process. We found that the vast

majority of people discovers the truth before deciding to lie or to tell the truth. It implies

that RT does not reveal if the sender uncovers the truth. Given such strong preference

of getting informed of the truth, we have found that for the informed messages with a

conflict of interest, the longer the message, the higher probability of deceit. However,

receivers did not use it effectively. When receives had better trust more relative short

messages, they did trust more long messages. We also found that senders were able to

successfully manipulate their RT to their best interests, and availability of RT did not

change their honesty rate.

These findings suggest that long RT is not an effective cue in detecting lies, which is

also easily to be manipulated. Trusting toward the long RT is not an rational decision

for receivers. Receivers might be better off if they just ignore the RT and trusting the

message more when it’s against the sender’s interest.

One limitation of our research is that the scale of lying benefit and cost of discovering

5Senders uncovered the truth 92% of the time, and receivers trusted each message with positive
probability 90% of the time.
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might be too small to make an big influence in senders’ decision. In real life, the benefit of

recommending an expensive car might be worth a month’s salary and cost of meticulously

examining each corner of a house might be equivalent to several hours’ pay. Future

research could study senders’ lying and discovering behavior with a high lying benefit

and a high discovery cost. There are also environment when lying is supposed to be

costly, and future research could investigate the strategic use of RT in such environment.
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Chapter 3

Dynamic Binary Elicitation Method

Joint work with Jing Zhou

3.1 Introduction

Information on individual beliefs is central for researchers to better understand eco-

nomic behavior [Manski, 2004]. Without data on what people think and expect, it is

challenging to differentiate between alternative choice models, understand the bound-

aries of rationality, or examine new equilibrium concepts. However, eliciting individual

beliefs poses its own set of challenges. Existing methods primarily rely on individuals

selecting a number from 0% to 100% to represent their probabilistic beliefs [Charness

et al., 2021], which introduces numerous issues. For instance, individuals may possess

imprecise rather than precise probabilistic beliefs about a particular event [Giustinelli

et al., 2022]. They might have a general notion but struggle to provide the best point

estimate. When asked to state a point belief, cognitive difficulties may arise, leading

to conservative responses and systematic deviations from truthful reporting [Charness

et al., 2021].
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In this paper, we introduce a new elicitation method called the Dynamic Binary

Method (DBM). Unlike Classical Methods (CM), which directly ask respondents to select

a number from 0 to 100 (%) as their probabilistic beliefs, and use proper scoring rules

such as the Binary Scoring Rule (BSR) to incentivize truthful reporting, DBM differs

in how beliefs are stated and whether they must be a single value. Inspired by the

bisection process – the iterated partition of a choice set into two equally large subsets,

with perceptions elicited through a series of binary choices [Baillon, 2008] – DBM allows

respondents to exit at any step and state interval beliefs if they prefer. This method is

designed to achieve two primary goals: (1) alleviate the challenge of forming a precise

point estimate of beliefs or perceptions, and (2) quantify the self-perceived precision of

those beliefs.

To elaborate further, starting with the full belief space, in each step s, DBM divides

the belief space [Isl , I
s
u] into two equally sized intervals: [Isl ,

Isl +Isu
2

] and (
Isl +Isu

2
, Isu], where

Isl and Isu denote the lower and upper bounds of the presented interval, respectively. The

decision maker (DM) must then select either [Isl ,
Isl +Isu

2
] or (

Isl +Isu
2

, Isu], or they can opt to

exit with the interval [Isl , I
s
u]. If the DM chooses to exit, the computer randomly selects

a number aR from the stated belief range a = [al, au], following a uniform distribution.

The selected number aR is then applied in a proper scoring rule, such as the BSR, to

determine the DM’s payoff.

For an expected utility maximizer, choosing the mean of their true belief, no matter

whether their true belief is precise or distributed, is optimal in both DBM and CM.

However, an expected utility maximizer who does not perfectly foresee the optimal choice

but instead considers randomization over [Isl ,
Isl +Isu

2
], (

Isl +Isu
2

, Isu], or [I
s
l , I

s
u], may opt to exit

early with an interval whose midpoint equals the mean of their true belief. Thus, the

decision to exit early indicates whether the DM is myopic or not. DBM also facilitates

relative judgment by asking which range is more likely, thereby sidestepping the challenge
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of finding the best point estimate. If it is main driving force behind biases in perception,

for example, the compressed relationship between respondents’ probabilistic estimates

and “true” probabilities, it would have the potential to mitigate the difficulty of forming

precise point estimates.

To assess the empirical validity of DBM, we conduct both within-subject and between-

subject experiments using a diverse range of perception tasks from previous literature.

Specifically, for the between-subject design, we utilize four task categories from controlled

laboratory experiments: simple prior tasks [Danz et al., 2022], compound prior tasks

[Liang, 2022], belief updating tasks [Danz et al., 2022], and estimation tasks [Dewan

and Neligh, 2020, Falk and Zimmermann, 2018] with artificial settings such as balls and

urns, counting peas in a bowl, or dots in a graph. Additionally, we incorporate four task

categories from field or lab-in-the-field experiments: perception on economic or financial

variables [Enke and Graeber, 2023], the labor market [Wiswall and Zafar, 2015b], and

education [Wiswall and Zafar, 2015a], all of which have real-life settings.

To address the challenge of not knowing participants’ true beliefs, we carefully design

the questions to ensure that each task has an objective truth. Furthermore, we inten-

tionally select parameters for each question to ensure that the objective truths span the

entire belief space, including centered, extreme, and intermediate values. For the within-

subject design, we allow each participant to complete a set of perception tasks using both

DBM and CM in a randomly determined order. This approach aims to assess the extent

to which the elicited beliefs in tasks using DBM can predict stated point beliefs in tasks

using CM at the subject level.

First of all, we find that DBM does not perform significantly differently from CM at

the aggregate level, regardless of whether the perception questions use artificial/laboratory

settings or real-life settings. This finding is robust across different measures, including

the absolute deviation of the midpoint of elicited beliefs from the objective truth or the
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expected absolute deviation of elicited beliefs from the objective truth. This suggests

that the challenge of forming a point estimate of beliefs/perceptions may not be the

primary driver of biased perception elicited using CM. But DBM outperforms CM when

the task has extreme values as the objective truth. This implies that some perception

biases, such as central tendency, could result from the narrowed consideration set that

respondents use to choose beliefs or perceptions from.

Furthermore, we find, from both between-subject and within-subject perspectives,

that the length of stated beliefs in tasks using DBM is negatively correlated with their

accuracy and can predict how well respondents perform in tasks using CM at the aggre-

gate level: the longer the interval, the less accurate the stated belief in DBM and the

less accurate the stated belief in CM. Moreover, within-subject results highlight partic-

ipants’ sophistication regarding the precision of their beliefs/perceptions: participants

who stated point beliefs in DBM in more tasks demonstrate less deviation from the ob-

jective truth in their stated beliefs in CM. This pattern is particularly significant among

participants who completed tasks with DBM first and subsequently used CM.1

Note that this relationship is not strictly monotonic: stated beliefs reaching the point

are not the most accurate and do not predict the most accurate beliefs stated in CM.

Participants who always choose until reaching the point in all tasks using DBM are not

the most accurate in tasks using CM. Moreover, our findings reject the hypothesis that

participants have precise beliefs/perceptions but do not bother to choose until reaching

the points for reasons such as complexity. If this were the case, we would expect no cor-

relation between the length of their stated beliefs in DBM and the absolute deviation of

their stated point beliefs from the objective truth in CM. This finding suggests that par-

ticipants possess some level of awareness regarding how accurate their beliefs/perceptions

1We interpret this difference as a fatigue effect as in our Experiment 1, subjects are underpaid given
the time they took to finish the experiment and the standard payment suggested by Prolific.
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would be when using DBM.

Lastly, we compare three methods of using the stated beliefs elicited with DBM to

predict point beliefs elicited with CM. We find that predictions using a weighted average

between subjective truth (the midpoint of stated beliefs in DBM) and the cognitive de-

fault (e.g., midpoint of the slider bar), with the relative weight on the default determined

by the length of stated beliefs in DBM, are closest to the average stated beliefs in CM.

This approach outperforms both using the midpoint of stated beliefs in DBM alone and

using objective truth instead of subjective truth in the weighted average method. Our

findings underscore the significance of incorporating the precision of stated beliefs and

perceived truth to enhance predictions of economic behavior.

Relations to the existing literature. This paper makes several contributions to the

existing literature. Firstly, our study aligns closely with previous research on percep-

tion/evaluation imprecision and the notion of cognitive uncertainty introduced by Enke

and Graeber [2023]. Most studies in this domain focus on capturing preference incom-

pleteness, cognitive noise, or cognitive uncertainty using non-incentivized techniques. For

instance, Enke and Graeber [2023] measure “cognitive uncertainty” by having partici-

pants first choose from a slider bar to state their beliefs/perceptions and then report

a probabilistic value indicating the extent to which they are “certain” about their pre-

vious choice is the best on a second screen without incentivizing truth-telling. Similar

technique is used in Giustinelli et al. [2022], Nielsen and Rigotti [2023] for the identi-

fication of belief imprecision by asking participants to report probability intervals after

the question using a precise percent-chance format, with the question about belief range

being unincentivized. Recently, Agranov and Ortoleva [2020] proposes an incentivized

method to measure the extent to which people choose to randomize between two risky

options,focusing on eliciting the ranges of preference for randomization in the domain of
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choice under risk.

Our study contributes to the literature by proposing a new incentivized method for

eliciting participants’ imprecise beliefs in the domains of perception and inference.

Secondly, our study is situated within the growing empirical literature on preferences

from randomization. Existing studies have documented randomization in various con-

texts, including objective lotteries [Agranov and Ortoleva, 2017, Dwenger et al., 2018,

Feldman and Rehbeck, 2022], ambiguity preferences [Cettolin and Riedl, 2019], time pref-

erences [Agranov and Ortoleva, 2017], social preferences [Agranov and Ortoleva, 2017,

Miao and Zhong, 2018], and even choices involving dominated options [Agranov et al.,

2023, Rubinstein, 2002]. The survey paper by Agranov and Ortoleva [2022] demonstrates

high rates of preferences for randomization across these domains and shows their persis-

tence even after explicit training.

Similar to these studies, we capture the prevalence of randomization using incentivized

measures. Moreover, we extend this line of inquiry into the domain of belief formation

and inference and document the prevalence of randomization over beliefs, thereby com-

plementing existing literature in this area.

The rest of this paper is organized as follows. Section 3.2 delves into the theoretical

benchmark of DBM and CM with BSR. Section 3.3 outlines the experimental design.

Section 3.4 presents the results, and Section 3.5 concludes.

3.2 Theoretical Framework

Consider a decision maker (DM) with a probabilistic belief over a verifiable binary

outcome s ∈ {A, B}, assuming they possess a true belief p = Pr{s = A}. Binarized

scoring rule (BSR) uses two monetary prizes Mh and Ml for payment (where Mh > Ml ≥

0), and two i.i.d. draws X1, X2 ∼ U [0, 1] to determine the outcome [Hossain and Okui,
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2013, Wilson and Vespa, 2018]. Specifically, if s = A is true, the DM gets the prize Mh

so long as their stated belief a is greater than at least one of the two uniform draws X1

and X2. If s = B is true, the DM gets the prize Mh so long as their stated belief a is

less than at least one of the two uniform draws X1 and X2. Otherwise, the DM gets the

prize Ml. Given the true belief p, the probability of winning the better prize Mh with

the stated belief a is

π(p, a) = p ∗ (1− (1− a)2) + (1− p) ∗ (1− a2) (3.1)

Thus, BSR generates a reduced lottery L(a|p) that getting the prize Mh with the prob-

ability π(p, a) and Ml with the probability (1− π(p, a)), such as:

L(a|p) = π(p, a) ◦Mh ⊕ (1− π(p, a)) ◦Ml (3.2)

Without loss of generality, assume Ml = 0. Given the true belief p, finding the optimal

stated belief a ∈ [0, 1] that maximizes the expected utility in the BSR is equivalent to

maximizing the likelihood of receiving the prize Mh.

Classical Methods (CM) refer to implementation methods that elicit the DM’s stated

point belief a by directly asking the DM to report any value within the full choice space,

such as any real number between 0 and 1. As this approach is widely used in existing

literature, we refer to them as Classical Methods (CM). The stated belief a is then used

in Equation (3.1) to determine the lottery for their rewards, i.e., Equation (3.2), and the

outcome is realized accordingly.

Dynamic Binary Method (DBM) is based on the bisection method. The choice
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interval is repeatedly partitioned into two equally lengthy sub-intervals, for which the

DM’s beliefs are elicited through a series of binary choices. Starting with the full choice

space, for example, [0, 1], at each step, the method divides the choice interval [Il, Iu],

where Il and Iu denote the lower and upper bounds separately, in two halves at the

midpoint Il+Iu
2

: [Il,
Il+Iu

2
] and ( Il+Iu

2
, Iu]. Unlike the standard bisection method, which

requires the DM to continue until a specific point is reached, DBM allows the DM to

exit at any step and choose the current interval [Il, Iu] as their belief. Upon exiting the

process, aR is randomly selected by the computer within the last range [Il, Iu], following a

uniform distribution. This aR is then used as the stated belief in the BSR to determine the

lottery for their rewards, i.e., Equation (3.2), and the outcome is realized accordingly.

Therefore, the DM can either choose until the point where a = Il = Iu, or select an

interval [Il, Iu] as their stated belief, with aR uniformly distributed within this interval.

3.2.1 Incentive Compatibility with CM for EU Maximizer

When the true belief p is precise, i.e., a singleton, and the CM is employed to elicit the

stated belief, with BSR, the best response is to choose the point where a∗(p) = p because

L(a∗(p)|p) stochastically dominates any other available lottery L(a|p) [Wilson and Vespa,

2018]. Conversely, when the true belief p follows a non-degenerate distribution f(p) with

the mean µp = E(p) and variance σ2
p = V ar(p) > 0, and the CM is used to elicit the

stated belief, the objective becomes maximizing the expected likelihood of receiving the

prize Mh:

max
a

Ep[p ∗ (1− (1− a)2) + (1− p) ∗ (1− a2)] (3.3)

The distribution over p reflects the idea that the perception of Pr{s = A} can be noisy,

uncertain, or imprecise [Enke and Graeber, 2023, Frydman and Jin, 2022, Giustinelli
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et al., 2022]. The best response in this situation is to select the point a∗(p) where

a∗(p) = E(p).

Proposition 1. Given the true belief p, regardless of whether the true belief is a singleton

or a distribution, when the CM is used to elicit belief as a singleton and BSR is used to

determine payoff, an expected utility maximizer will choose the point a∗(p) where a∗(p) =

E(p).

3.2.2 Incentive Compatibility with DBM for EU Maximizer

Since the DBM allows the DM to either continue until reaching a single point or exit

early with a random variable uniformly distributed over the last range they chose, i.e.,

a ∼ Uniform[al, au], the optimization problem becomes:

max
a

Ep{p ∗ Ea[(1− (1− a)2)|p] + (1− p) ∗ Ea[(1− a2)|p]} (3.4)

where a can either be an interval a ∼ Uniform[al, au](al ̸= au) or an point a = al = au.

The maximization problem is equivalent to

max
a

{−V ar(a)− [E(a)− E(p)]2 + E(1− p) + [E(p)]2} (3.5)

where V ar(a) and E(a) denote the variance and the mean of stated belief a, respectively.

To maximize the expected utility, it is optimal to choose until the point a∗ where a∗ =

E(p) and V ar(a) = 0.

In sum, given the true belief p, to maximize expected utility, it is optimal to continue

until reaching the point a∗(p) = E(p). This holds true regardless of whether the true

belief follows a non-degenerate distribution or whether the DM is forced to choose a

single point as their belief.
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Proposition 2. Given the true belief p, when the DBM is used to elicit belief without

forcing the DM to choose a single point as their belief and BSR is used to determine

payoff, an expected utility maximizer will choose until reaching the point a∗(p) = E(p).

3.2.3 Incentive Compatibility with DBM for Myopic EU Max-

imizer

If the DM is myopic, instead of perfectly foreseeing that the optimal choice is to

choose until the point a∗ where a∗ = E(p) and V ar(a) = 0 in the DBM, they may

compare among the three options, followed by an immediate exit in each step: choosing

Uniform(Il,
Il+Iu

2
), choosing Uniform( Il+Iu

2
, Iu), or choosing Uniform(Il, Iu). When-

ever E(p) < Iu+Il
2

, choosing Uniform[Il,
Il+Iu

2
] yields a higher likelihood of receiving Mh

than choosing Uniform( Il+Iu
2

, Iu] or exiting with Uniform[Il, Iu]. Similarly, whenever

E(p) > Iu+Il
2

, choosing Uniform( Il+Iu
2

, Iu] yields a higher likelihood of receiving Mh

than the other two options. Whenever E(p) = Iu+Il
2

, all three options yield the same

likelihood of receiving Mh. Thus, the DM would be indifferent in choosing any of the

three options.2 Detailed proof can be found in Appendix D.2. In other words, when-

ever E(p) is strictly within one of the two narrowed intervals, it is optimal to choose

the one that contains E(p). Otherwise, the myopic DM is indifferent between choosing

Uniform[Il,
Il+Iu

2
], choosing Uniform( Il+Iu

2
, Iu], or exiting with Uniform[Il, Iu].

Proposition 3. If the DM is myopic – fails to perfectly foresee that choosing until a∗ =

E(p) is optimal in the DBM, then, in each step, they will be indifferent among [Il,
Il+Iu

2
],

( Il+Iu
2

, Iu], or exiting with [Il, Iu], whenever E(p) = Il+Iu
2

. Otherwise, it is optimal to

always choose the interval which strictly contains E(p).

2For continuous uniform distribution, whether E(p) = Il+Iu
2 is contained in the left interval or right

interval does not matter. For discrete uniform distribution, the myopic DM will be indifferent among
[Il,

Il+Iu
2 ], [ Il+Iu

2 + 1, Iu], or exiting with [Il, Iu], whenever E(p) = Il+Iu
2 + 1

2 .
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In sum, in each step, DM will choose the interval contains the mean of their true

belief. They exit whenever the midpoint of the interval (point) is equal to the mean

of DM’s true belief. Additionally, without further behavioral assumptions, early exit in

the DBM indicates whether the expected utility maximizer is myopic – fails to perfectly

foresee that choosing until a∗ = E(p) is optimal. This is orthogonal to whether their true

belief is a precise singleton or an imprecise interval.

3.3 Experimental Design

In order to explore the empirical validity of DBM, we design the experiment with a

collection of perception tasks that are used in the existing literature, and use the slider

bar version of the CM as the benchmark, which allows both within-subject and between-

subject investigations.

3.3.1 DBM and CM

We employ DBM to probe subjects’ beliefs in a step-by-step manner. Initially, partic-

ipants are queried about their assessment of probability relative to 50%. Subsequently,

based on their response, they are prompted to determine whether the likelihood is below

or above 25%, and this process continues iteratively. At each step, subjects are presented

with two exclusive interval choices and the option to “Exit.” Upon reaching the final step,

participants must provide a point belief. Figure 3.1 shows the experimental interface of

the DBM.
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Figure 3.1: DBM: Experimental Interface

In instances where a subject provides a point belief, compensation is awarded based

on the Binary Scoring Rule (BSR). Conversely, if an interval belief is reported, a random

number within the specified interval is drawn from a uniform distribution. Subsequently,

compensation is determined according to the BSR using the generated number.

We use the slider bar version of the CM to elicit subjects’ probabilistic beliefs or

perceptions, as it is widely used in many experimental studies.3 To ensure accuracy and

relevance to the task’s objective truth, we offer three distinct scales: the 100 scale, 4000

scale, and 250 scale. Notably, we deliberately avoid providing a default position on the

3In the rest of the paper, we always refer CM as to the slider bar version of CM.
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slider bar to mitigate any potential anchoring effects. Additionally, above the slider bar,

we include a ruler for subjects’ reference, aiding in their precise assessment. Figure 3.2

shows the experimental interface of the CM.

Figure 3.2: CM: Experimental Interface

3.3.2 Experiment 1: Within-subject Design

In Experiment 1, we use a within-subject design, allowing each subject to experi-

ence both the CM and DBM in a random order. To be more specific, the experiment

consists of two blocks, with each block employing either CM or DBM to elicit subjects’

beliefs or perceptions. Within each block, we use five different task categories regarding

probabilistic beliefs or perceptions that are commonly used in existing literature. This

design choice allows us to assess the generalizability of aggregate performances in the

DBM compared to those in the CM.

Within each block, four of the five task categories use artificial settings such as balls

and urns, peas, or dots, which are common in the laboratory experiments. These task

categories include reporting prior belief [Danz et al., 2022], belief updating [Danz et al.,

2022], forming compound prior belief [Liang, 2022], and estimating number of peas in

a bowl [Falk and Zimmermann, 2018] or dots in a graph [Dewan and Neligh, 2020].

The fifth task category involves subjects’ perceptions or probabilistic beliefs about real

economic variables, specifically the inflation rate and the S&P500 [Enke and Graeber,

2023]. That is, there are two tasks within each task category: one from each block.
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Each task has one objective truth, allowing us to measure the accuracy of subjects’

beliefs or perceptions objectively. Detailed questions used in the experiment can be

found in Appendix A.2. To prevent anchoring, we carefully choose parameters so that the

objective truths in all tasks are spread across the entire range between 0 and 1.4 To ensure

comparability within the same task category, we deliberately choose parameters for tasks

under the same category in the two blocks so that their objective truths are symmetric

around 50%.5 Table 3.1 demonstrates the five task categories and the corresponding

objective truths used in the two blocks.

Table 3.1: Task Categories and Objective Truths in Experiment 1

Task Category Block 1 Block 2

4*Laboratory/Artificial Settings Prior Belief 20% 80%
Belief Updating 33% 67%
Compound Prior 60% 40%

Estimation (peas) 3000/4000 (dots) 120/250
Real-life Settings Econ Variable (inflation rate) 92% (S&P 500) 8%

Note: Within each block, the tasks and parameters are fixed, but the order of tasks is randomly deter-

mined.

Within each block, the tasks and parameters are fixed, but the order of tasks is ran-

domly determined. We implement two treatments, Treatment DBM-CM and Treatment

CN-DBM, by alternating the order of CM and DBM used to elicit beliefs or percep-

tions in the tasks of each block. That is, in Treatment DBM-CM, DBM is used to elicit

subjects’ beliefs or perceptions in Block 1, followed by CM in Block 2. Conversely, in

Treatment CM-DBM, CM is used in Block 1, followed by DBM in Block 2. This design

choice allows us to investigate the interaction between DBM, learning, and experience.

4For the estimation tasks involving counting peas in a bowl or dots in a graph, where the scales are
0− 4000 and 0− 250 respectively, we transform these into a 0− 100 scale to avoid duplicated objective
truths with other probabilistic tasks.

5The objective truths in the estimation tasks involving counting peas in a bowl or dots in a graph do
not have this property as the scales are different.

87



Dynamic Binary Elicitation Method Chapter 3

3.3.3 Experiment 2: Between-subject Design

The design of Experiment 1 could make differences across task categories difficult

to interpret, as both the tasks and their objective truths vary. Subjects might differ

in their expertise across task categories, and the measured accuracy may be influenced

by different objective truths used. Empirical evidence demonstrates that individuals’

subjective beliefs tend to be center-biased [Danz et al., 2022] or compressed towards an

“intermediate” value, such as midpoint of a slider bar [Enke and Graeber, 2023]. Thus,

even with the same subjective beliefs, performance may appear better when tasks have

more centered objective truths (40% - 60%) compared to those with more extreme values

(0% - 10%, or 90% - 100%) and those with intermediate values (10% - 40%, or 60% -

90%).

To address this concern, we design Experiment 2 with two main features: (1) within

the same task category, we employ more objective truths that span the entire range

between 0 and 1; and (2) we include three additional task categories with real-life settings

alongside the existing belief updating tasks and perception tasks on inflation rate.

To be more specific, in Experiment 2, each subject needs to finish five tasks: two

replicated from Experiment 1 (belief updating tasks and perception tasks about inflation

rates) and three new perception tasks about real economic variables (income [Wiswall

and Zafar, 2015a], unemployment rate, and education level).6 By replicating tasks from

Experiment 1, we can test the robustness of the results. Combining Block 1 of Experiment

1 and Experiment 2 provides a balanced set of tasks between laboratory/artificial settings

and real-life settings and mitigates the learning effects. Each subject see the five tasks

in a random order.

Within each task category, every subject randomly receives one of three parameters

6We generate questions about the unemployment rate and education level with objective truths using
a method similar to the tasks on inflation rates in Enke and Graeber [2023].
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corresponding to one of three types of objective truths: centered truths (40% - 60%),

extreme truths (0% - 10% or 90% - 100%), and intermediate truths (10% - 40% or 60% -

90%), each of which is equally likely to occur. Table 3.2 depicts the task categories and

objective truths used in Experiment 2. This design choice allows us to to distinguish the

role of truth types from the impact of varied expertise across different task categories.

We implement two treatments, Treatment CM and Treatment DBM, by using different

methods to elicit beliefs or perceptions.

Table 3.2: Task Categories and Objective Truths in Experiment 2

Task Category Centered Truth Intermediate Truth Extreme Truth

4*Real-life Settings Inflation Rate 56% 77% 92%
Income 45% 30% 7%

Unemployment Rate 56% 84% 98%
Education Level 49 12 3

Laboratory/Artificial Settings Belief Updating 47% 33% 6%

Note: The order of tasks is randomly determined.

3.3.4 Implementation and Recruitment Details

We recruited all subjects on Prolific, an online platform frequently used for research

studies. To qualify for our study, subjects were required to have a minimum of 100 prior

submissions on Prolific, with an approval rate of at least 98%. We implemented the

experiment using the oTree platform [Chen et al., 2016]. For Experiment 1, we recruited

102 subjects, with 51 subjects assigned to each order of methods. For Experiment 2,

we recruited 149 subjects, with 72 subjects using CM and 77 subjects using DBM to

elicit beliefs in the five tasks. Each participant also received a $3 completion payment

and took around 20 minutes to complete the study. In each experiment, subjects receive

detailed instructions and are required to correctly answer comprehension questions before

proceeding to the main parts of our study.
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3.4 Results

We start by comparing the aggregate performance between DBM and CM using

pooled data from Block 1 of Experiment 1 and Experiment 2, as shown in in Section 3.4.1.

We find that DBM does not perform significantly different from CM at the aggregate

level. Next, we investigate circumstances where DBM might outperform CM in Sec-

tion 3.4.2. This includes examining whether the objective truth has extreme, centered

or intermediate values, and whether the task context involves laboratory/artificial or

real-life settings. We use pooled data from Block 1 of Experiment 1 and Experiment 2

to study these factors. We find that DBM outperforms CM when the objective truth

is extreme, while CM outperforms DBM with intermediate objective truths. However,

with centered truths and across task types, DBM does not perform differently from CM.

Then we analyze to what extent the length of stated beliefs in DBM informs the accu-

racy of subjects’ beliefs in Section 3.4.3. Using pooled data from Block 1 of Experiment

1 and Experiment 2, we document that for stated interval beliefs in DBM (al ̸= au),

the shorter the interval, the more accurate the stated belief. However, stated point be-

liefs in DBM, which constitute a significant fraction of all stated beliefs, are not the

most accurate. We find similar results using data from both blocks of Experiment 1 for

within-subject analysis. Finally, we compare multiple methods for using stated beliefs in

DBM to predict stated point beliefs in CM in Section 3.4.4 and discuss how to effectively

utilize the data collected with DBM.

3.4.1 DBM vs. CM: Aggregate Performance

To test the empirical performance of DBM, we compare the accuracy of beliefs or

perceptions elicited in DBM with those in CM. This requires a measure of accuracy. We

mainly focus on two measures, given their stated belief a = [al, au] and the objective
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truth q:

1. Absolute difference between the midpoint of their stated beliefs and the objective

truth (ADM): |al+au
2

− q|: ;

2. Expected absolute difference between their stated beliefs and the objective truth

(EAD): Ea[|a− q|].

Note that the use of midpoint in the first measure is justified by the theoretical framework

that, for an expected utility maximizer, whether myopic or not, the midpoint of their

stated belief reveals the mean of their true belief. Moreover, if the stated belief is a

singleton, that is, al = au, the two measures are equivalent to |a − q| – the absolute

difference between stated belief and the objective truth.

Figure 3.3 demonstrates the median and mean accuracy of stated beliefs elicited

with DBM versus CM using the two measures mentioned above. The median accuracy

of stated beliefs elicited with DBM is not significantly different from those with CM,

and this finding is robust across the measures used. Specifically, we conduct quantile

regression of the measured accuracy on the dummy variable indicating which elicitation

method is used (DBM or CM), controlling for gender and self-reported familiarity with

statistics. The estimated coefficient on the elicitation method dummy variable is not

significantly different from zero even at the 90% level (p = 0.240 for ADM and p = 0.148

for EAD).
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Figure 3.3: Aggregate Accuracy of Stated Beliefs in DBM vs. CM

Note: Each graph uses pooled data from Block 1 of Experiment 1 and Experiment 2. For the bottom

two graphs of average accuracy, we plot the 95% confidence intervals.

The mean accuracy of stated beliefs elicited using DBM is slightly lower than those

using CM. We use OLS regression of the measured accuracy on the dummy variable

indicating which elicitation method is used (DBM or CM), controlling for gender and

self-reported familiarity with statistics.7 The estimated coefficient on the elicitation

method dummy variable is significantly different from zero at the 90% level: the average

ADM using DBM is 2.88 larger than that using CM (p = 0.098), and the average EAD

7All the regression models have gender and self-reported familiarity with statistics controlled.
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with DBM is 3.27 larger than that with CM (p = 0.061). This finding indicates that the

aggregate performance of DBM is not significantly different from CM, although DBM

exhibits slightly larger variance.8

Result 4. At the aggregate level, DBM does not perform significantly different from CM:

the accuracy of stated beliefs elicited by the two methods are not significantly different.

3.4.2 When does DBM Outperform CM?

Objective Truth Type. The null result at the aggregate level could be because DBM

draws subjects’ attention to non-centered values, thereby reducing subjects’ tendency to

choose numbers centered at the midpoint of the slider bar as their stated beliefs in each

task. Figure 3.4 presents the median accuracy of beliefs elicited with DBM and CM using

two measures, separated by the three types of objective truth: centered truths (40% -

60%), extreme truths (0% - 10% or 90% - 100%), and intermediate truths (10% - 40%

or 60% - 90%).

8Similar to Enke and Graeber [2023]’s study and given that the directional results using average
accuracy as the outcome variable are consistent with those using median accuracy but exhibit much
larger variance, we primarily focus on median accuracy in the rest of the analysis to demonstrate the
aggregate results of interest in the main draft.
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Figure 3.4: Median Accuracy of Stated Beliefs in DBM vs. CM by Objective Truth Type

Note: Each graph uses pooled data from Block 1 of Experiment 1 and Experiment 2. Centered truths

denote tasks with objective truths between 40% and 60%, extreme truths denote tasks with objective

truths between 0% and 10% or between 90% and 100%, and intermediate truths denote tasks with

objective truths between 10% and 40% or between 60% and 90%.

Consistent with Figure 3.4, the median accuracy of stated beliefs in DBM is signif-

icantly higher than in CM at the 95% confidence level when the objective truths are

extreme (quantile regression, p = 0.033 for ADM and p = 0.032 for EAD). However, the

median accuracy of stated beliefs in DBM is significantly lower than that in CM when the

objective truths are intermediate (quantile regression, p = 0.032 for ADM and p = 0.023

for EAD). There are no significant differences for centered objective truths (quantile re-

gression, p = 0.134 for ADM and EAD). This finding suggests that some deviations from

the objective truths in CM could be attributed to the narrowed consideration set that

subjects use to state beliefs or perceptions. Our new method, DBM, aids subjects by

expanding the range of available numbers they consider.

Result 5. DBM outperforms CM when the objective truth is extreme, while CM outper-

forms DBM with intermediate objective truths. However, there is no significant perfor-

mance difference between DBM and CM when the objective truth is centered.
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Task Type. In addition to that, DBM may guide subjects to think through each task in

a step-by-step manner, which could help retrieve information and past experiences from

memory, especially for tasks with real-life settings that do not provide all the information

needed for answering the task question correctly. Figure 3.5 demonstrates the median

accuracy of beliefs elicited with DBM and CM using two measures, separated by the

two types of tasks: tasks with real-life settings which involves subjects’ perceptions of

inflation rates, unemployment rates, income distribution, and education levels by state;

and tasks with laboratory/artificial settings which includes those on prior beliefs, belief

updating, counting, and compound priors.

Figure 3.5: Median Accuracy of Stated Beliefs in DBM vs. CM by Task Type

Note: Each graph uses pooled data from Block 1 of Experiment 1 and Experiment 2. Tasks with

laboratory/artificial settings include those on prior beliefs, belief updating, counting, and compound

priors. Tasks with real-life settings involve subjects’ perceptions of inflation rates, unemployment rates,

income distribution, and education levels by state.

As shown in Figure 3.5, the median accuracy of beliefs elicited using DBM is not

significantly different from CM in tasks with real-life settings (quantile regression, p =

0.489 for ADM and p = 0.484 for EAD).9 In tasks with laboratory/artificial settings,

9As the results with ADM are similar to those with EAD, we primarily use EAD as the measure of
accuracy in the remainder of the analysis.
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the median accuracy using DBM is slightly lower than CM, but the significance of this

result depends on the measure of accuracy (quantile regression, p = 0.126 for ADM and

p = 0.038 for EAD). This indicates that DBM does not perform differently from CM

across task types.

Result 6. DBM does not perform differently from CM regardless of whether the task

utilizes a laboratory/artificial setting or a real-life setting.

3.4.3 Is the Interval Length Informative About Accuracy?

This section explores the relationship between the length and the accuracy of stated

beliefs in the tasks using DBM. To ensure the lengths of stated beliefs are comparable

across tasks, for all the analysis in this subsection, we use only tasks with a choice scale

of 100, which rules out tasks with counting peas in a bowl and counting dots in a graph in

Experiment 1. To achieve this goal, we start with pooled data from Block 1 of Experiment

1 and Experiment 2 to conduct a between-subject analysis, investigating how the median

accuracy of stated beliefs in tasks using DBM varies with the number of steps taken.

Additionally, we use the data from Blocks 1 and 2 in Experiment 1 to explore, from a

within-subject perspective, to what extent the length of a subject’s stated belief in tasks

using DBM can predict how well they perform in tasks using CM.

Our theoretical framework shows that an exit early before reaching the point indicates

that the expected utility maximizer is myopic — failing to perfectly foresee that choosing

until a∗ = E(p) is optimal, regardless of the precision of their true beliefs. Conversely,

choosing until the end suggests that the expected utility maximizer is not. If this is the

case, we would expect no correlation between the length of stated beliefs (number of

steps taken) and their accuracy.

Figure 3.6 plots the median EAD of stated beliefs using DBM against the number
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of steps taken. Generally, the median EAD of stated beliefs decreases as the number of

steps increases, with the correlation being significantly different from zero at the 95%

confidence level (quantile regression, p = 0.018). However, for the stated point beliefs in

DBM, which constitute 51% of all the stated beliefs, the median EAD is slightly higher

than those exiting right before the last step (i.e., Step 5). Similar patterns are observed

when separated by task types and by objective truth types, as shown in Figure 3.7. This

finding could result from overconfidence – where individuals overestimate the precision

of their perceptions – or from risk aversion – where individuals dislike uncertainty in

their reported beliefs. Distinguishing between potential mechanisms could be a fruitful

direction for future research.

Result 7. The length of stated beliefs in DBM is negatively correlated with their own

accuracy at the aggregate level: the longer the interval, the less accurate the stated belief.

However, this relationship is not strictly monotonic: stated beliefs reaching the point are

not the most accurate ones.

Moreover, we use data from Blocks 1 and 2 in Experiment 1 to study this question

from a within-subject perspective. Specifically, since tasks from the same category be-

tween blocks have symmetric objective truths, we pair tasks from the same task category

– one using DBM to elicit beliefs and the other using CM. Within each pair, we investi-

gate the extent to which the length of stated belief in the task using DBM can predict

the accuracy of stated belief in the the task using CM.

Figure 3.8 plot the median absolute deviation in tasks using CM against the number of

steps taken in the paired tasks using DBM. When pooling Treatments DBM-CM and CM-

DBM, there is no significant correlation between the median absolute deviation of stated

beliefs with CM and the number of steps taken in their paired tasks with DBM. This
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Figure 3.6: DBM: Median Accuracy of Stated Beliefs and Number of Steps Taken
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Note: The number labeled inside each bar is the number of stated beliefs that exit in each step. The

black horizontal line is located at the median expected absolute deviation with all the stated beliefs

using CM pooled.

mainly results from the null effect in Treatment CM-DBM.10 When separating the data

by treatment, we find that in Treatment DBM-CM – using DBM in Block 1 and CM in

Block 2 – the median absolute deviation of stated beliefs with CM significantly decreases

as the length of stated beliefs increases (quantile regression, p > 0.001). Similar to

the between-subject analysis discussed earlier, the relationship is not strictly monotonic:

point or close-to-point beliefs in tasks using DBM do not predict the lowest median

absolute deviation in paired tasks using CM.

10One reason the data in Treatment DBM-CM are much noisier is that subjects took longer than
expected to complete Experiment 1, resulting in a base payment that was considered as lower than the
recommended hourly rate by Prolific. Since DBM requires more time for subjects to think through and
submit their beliefs, the quality of choices decreases due to fatigue when DBM is used in Block 2.
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Figure 3.7: DBM: Accuracy and Number of Steps Taken by Objective Truth Type and
Task Type
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Note: The number at the bottom of the bar is the number of observations. The black horizontal line is

the median absolute deviation in CM.

99



Dynamic Binary Elicitation Method Chapter 3

Figure 3.8: Median Accuracy of Stated Beliefs in CM and Number of Steps Taken in

DBM

Note: X-axis denotes the number of steps taken by the stated beliefs in DBM. Each graph uses pooled

data from Experiment 1. The left panel pooled data from Treatments DBM-CM and CM-DBM together,

while the right panel separates results by treatment.

A similar pattern is observed in Figure 3.9, where we calculate, for each subject, the

median accuracy of stated beliefs among the four paired tasks using CM, separated by the

number of point beliefs they stated among the four tasks using DBM. Using pooled data,

among those who state interval beliefs in at least one of the four tasks using DBM, the

median subject who is more likely to state point beliefs in tasks using DBM is also more

accurate in tasks using CM (quantile regression, p = 0.015). However, for subjects who

state point beliefs in all the four tasks using DBM, the median subject is not the most

accurate one in tasks using CM. This pattern is even stronger in Treatment DBM-CM

(quantile regression, p = 0.03).

Result 8. The length of stated beliefs in tasks using DBM is negatively correlated with

the accuracy of stated beliefs in tasks using CM: the longer the interval in DBM, the less

accurate the stated belief in CM. However, this relationship is not strictly monotonic, as

stated beliefs reaching the point in DBM do not predict the most accurate beliefs stated
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in CM.

Figure 3.9: Within Subject: Median Accuracy in CM and Fraction of Point Beliefs in

DBM

Note: X-axis denotes the fraction of point beliefs in DBM. Each graph uses pooled data from Experiment

1. The left panel pooled data from Treatments DBM-CM and CM-DBM together, while the right panel

separates results by treatment.

3.4.4 Predicting Point Beliefs Elicited with CM

In this section, we explore multiple methods for using the stated beliefs elicited with

DBM to predict point beliefs elicited with CM. To achieve this, we primarily focus on

data from Experiment 1 with a scale of 100. We use the paired stated beliefs in tasks

using DBM to predict the corresponding beliefs in tasks using CM. To ensure compa-

rability, we symmetrize the stated belief and objective truth for one task in each pair.

There are several methods to utilize the data elicited with DBM:

1. Midpoint Prediction: according to our theoretical framework, the midpoint of

stated beliefs using DBM serves as a natural predictor for stated point beliefs in CM:
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â1 =
al + au

2

where al and au denote the lower and upper bound of stated beliefs in DBM. For an

expected utility maximizer, they will select the mean of their true belief as stated belief

in CM and will choose the belief whose midpoint is equal to the mean of their true belief

in DBM.

2. Cognitive Default, Cognitive Noise, and Objective Truth: Existing studies

indicate that individuals’ stated beliefs in CM often compress towards a cognitive default

(e.g., the center of the slider bar) [Danz et al., 2022, Enke and Graeber, 2023]. This phe-

nomenon can be modeled as a weighted average between the utility-maximizing decision

a∗(p) and the cognitive default d. The relative weight on d is determined by the cognitive

noise or uncertainty λ [Enke and Graeber, 2023]:

â2 = (1− λ) ∗ a∗(p) + λ ∗ d

The greater the cognitive noise, the stronger the tendency to state the default d (e.g.,

center of the slider bar) in CM. To construct the predicted beliefs in CM, we use a

straightforward method to determine λ: λ = au−al
100

, where λ is the length of stated beliefs

in the paired tasks using DBM relative to the scale. Using the objective truth p = a∗(p)

and the default d = 50%, we can generate the predicted point beliefs in CM.

3. Cognitive Default, Cognitive Noise, and Subjective Truth: We propose a

revised version of Method 2 by replacing the objective truth, which could be equally

difficult for subjects with bounded rationality to perceive, with the subjective truth –

the midpoint of stated beliefs in DBM:
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â3 = (1− λ) ∗ al + au
2

+ λ ∗ d

where λ = au−al
100

and the default d = 50%.

Table 3.3 show the average predicted point beliefs using stated beliefs in DBM via the

three methods mentioned above, separated by task category. Using t-tests to contrast

with the average stated beliefs in CM, we find that the predicted beliefs using Method

3 – weighted average between cognitive default and subjective truth – are closest to the

stated beliefs in CM. Specifically, using Method 3, the predicted beliefs in tasks with

economic variables are not significantly different from the average stated beliefs in CM.

Additionally, using Method 3, the predicted beliefs in tasks about Simple Prior and

Compound Prior differ from those in CM at a 95% confidence level, which is a much

smaller difference compared to the other two methods.

Table 3.3: Predicted Point Beliefs using Data in DBM and Stated Point Beliefs in CM

Task Category Stated Beliefs in CM Method 1 Method 2 Method 3

Simple Prior 30.3% ** 35.1% *** 22.2% ** 36.1%
Compound Prior 54.9% *** 61.9% *** 59.3% ** 61%

Posterior 43.1% *** 51.1% *** 35.2% *** 51%
Econ Variables 67.3% 70.8% *** 87.1% 69.9%

Note: Reported significance stars are based on a two-way t-test to determine whether the difference between the average

stated beliefs in CM and the average predicted beliefs using each of the three methods is significantly different from zero.

* p < 0.10, ** p < 0.05, *** p < 0.01

Conversely, the predicted point beliefs using Method 2 – weighted average between

cognitive default and subjective truth – are significantly different from those in CM

at the 99% confidence level in each of the task categories. Method 1, which uses the

midpoint, performs somewhere in between the other two methods. One plausible reason

for the worst performance of Method 2 is that its predictions are constrained between the
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objective truth and the default, failing to capture stated beliefs in CM that fall outside

this range.

3.5 Conclusion

In this paper, we propose a novel method, the Dynamic Binary Method (DBM), to

elicit people’s beliefs or perceptions. Beliefs and perceptions are central to studying eco-

nomic behavior, yet accurately eliciting them presents significant challenges. Existing

elicitation methods that involve soliciting respondents’ best point estimates are suscep-

tible to various biases, such as the cognitive difficulty of pinpointing imprecise beliefs.

Unlike Classical Methods (CM), which require absolute judgments on the best point es-

timates of beliefs, DBM, inspired by the bisection method, prompts respondents to make

a series of binary relative judgments. This approach allows respondents to state interval

beliefs by exiting the process at any step before reaching a final point estimate.

To assess the empirical validity of DBM, we use a collection of perception tasks from

existing literature, construct both between-subject and within-subject experiments, and

use the slider bar version of CM to benchmark how well respondents would perform in

each task.

The main finding is that, at the aggregate level, DBM does not perform signifi-

cantly differently from CM, regardless of whether the perception question uses artifi-

cial/laboratory settings or real-life settings. This finding is robust to different measures

we use, including the absolute deviation of the midpoint of elicited beliefs from the objec-

tive truth or the expected absolute deviation of elicited beliefs from the objective truth.

However, DBM outperforms CM when the task has extreme values as the objective truth.

This suggests that some biases in perception questions could result from the narrowed

consideration set that respondents use to choose beliefs or perceptions from.
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Furthermore, we find, from both between-subject and within-subject perspectives,

that the length of stated beliefs in tasks using DBM is negatively correlated with their

own accuracy and can predict how well respondents perform in tasks using CM at the

aggregate level: the longer the interval, the less accurate the stated belief in DBM and the

less accurate the stated belief in CM. However, this relationship is not strictly monotonic:

stated beliefs reaching the point are not the most accurate ones and do not predict the

most accurate beliefs stated in CM.

Lastly, we compare three methods of using the stated beliefs elicited with DBM to

predict point beliefs elicited with CM. We find that predictions using a weighted average

between subjective truth (the midpoint of stated beliefs in DBM) and the cognitive de-

fault (e.g., midpoint of the slider bar), with the relative weight on the default determined

by the length of stated beliefs in DBM, are closest to the average stated beliefs in CM.

This approach outperforms both using the midpoint of stated beliefs in DBM alone and

using objective truth instead of subjective truth in the weighted average method. Our

findings underscore the significance of incorporating the precision of stated beliefs and

perceived truth to enhance predictions of economic behavior.

Our results also raise several intriguing questions for future research. As explored

in the literature review, there are non-incentivized methods for identifying preference

incompleteness, taste imprecision, or the distribution of beliefs. It would be valuable

to compare these methodologies to understand the degree to which they capture the

same uncertainty in beliefs or perceptions and how this may differ between preference

incompleteness and belief imprecision.

Additionally, it would be beneficial to gain a deeper understanding of the circum-

stances under which individuals possess precise versus imprecise beliefs. Such insights

could aid in interpreting standard belief data and potentially enable the identification of

imprecision even when individuals are unable to directly report it. Furthermore, it would

105



Dynamic Binary Elicitation Method Chapter 3

be fascinating to explore any neurological or biological indicators of imprecision, which

could provide a new dimension to understanding how individuals form and report their

beliefs or perceptions.
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Interfaces

A.1 Interfaces for RT Project
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A.2 Questions used in Experiments 1 and 2

A.2.1 Experiment 1 Question Examples

1. Inflation Rate The computer randomly picked a year X between 1980 and 2018.

What do you think is the chance that the U.S. inflation rate in year X was lower

than 7.4%?

In other words, imagine that, at the beginning of Year X, the set of products that

is used to compute the inflation rate cost $100. What do you think is the chance

that, at the end of that same year, the same set of products cost less than $107.4?

2. S&P 500 The S&P 500 is an American stock market index that includes 500 of

the largest companies based in the United States.

The computer randomly picked a year X between 1980 and 2018.

What do you think is the chance that the annual change rate of S&P 500 in Year

X is less than -13%, i.e., the S&P 500 lost more than 13% of its value?

In other words, imagine that someone invested $100 into the S&P 500 at the be-

ginning of Year X. What do you think is the chance that, at the end of that same

year, the value of the investment was less than $87?

3. Prior Probability What do you think is the likelihood (percent chance) that the

selected box is the Red box, the one with more red balls? (round to the nearest

integer)

4. Posterior Probability To give you a hint of which box was selected, the computer

drew a ball from the selected box.

The drawn ball is red. What do you think is the likelihood (percent chance) that
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the selected box is the Red box, the one with more red balls? (round to the nearest

integer)

5. Compound Lottery This is either a 30-70 race or a 90-10 race.

There is a 50% chance that this is a 30-70 race, otherwise this is a 90-10 race.

What do you think is the chance that the Red horse won?(round to the nearest

integer)

6. Count Peas How many peas are there in the bowl in the picture on the left?

(round to the nearest integer)

7. Count Dots How many dots are there in the picture on the left? (round to the

nearest integer)

A.2.2 Experiment 2 Question Examples

1. Income In 2022, among all individuals aged 30, what is the percentage of those

that are working full time that earn $125,000 and above per year?

2. Inflation Rate Randomly pick a year from 1980 - 2018, what is the chance that

the inflation rate in that year is lower than 2.6%?.

In other words, imagine that, at the beginning of Year X, the set of products that

is used to compute the inflation rate cost $100. What do you think is the chance

that, at the end of that same year, the same set of products cost less than $102.6?

3. Education How many states in 2019 have less than 29% of state-level population

that have Bachelor’s degree or higher?

4. Unemployment Rate Randomly pick a year from 1980 - 2022, what is the chance

that the unemployment rate in that year is lower than 5.5%?

114



Interfaces Chapter A

5. Posterior Probability 50%, 50% priors, 15:1 red/blue balls in the Left urn, 1:17

red/blue in the Right urn, random draw one that is red, What’s the probability it

comes from the Left urn?
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Graphs

B.1 Time trend of RT

In both conditions, round 1 took much more RT than the following ones, suggesting

that subjects used it as a practice. In round 2-10, the latter rounds took less time than

the former rounds.
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Figure B.1: Mean of RT in each round.
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B.2 Fraction of number of buttons clicked for differ-

ent messages
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Figure B.2: Fraction of Different Numbers of Button Clicks. Different color represent
different number of button clicks for each report.
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Statistics

C.1 Payoff Comparisons

Table C.1 and C.2 shows that there are no significant differences in senders’ and

receivers’ payoffs between RU and RI conditions. The difference between the genuine

y and deceptive y suggests that receivers could somehow identify the deceptive y. No

difference between the RU and the RI conditions suggests that receivers did not use the

RT to identify the deceptive y. We find that the difference disappears when the count of

y reports falls below than 7. It suggests that receivers use the total number of y reports

from the sender to identify the deceptive y, and they did not trust the y from a sender

if she sent too many y reports.

118



Statistics Chapter C

Message (obs.) RU RI t test
genuine y (86) $7.35 $7.16 p=0.43
deceptive y (51) $6.27 $6.35 p=0.84
genuine n (138) $4.46 $4.38 p=0.56
deceptive n (1) $4 $4 not applicable
uninformed y (24) $4.17 $4.17 p=1

(a) In the SU condition

Message (obs.) RU RI t test
genuine y (87) $7.31 $7.45 p=0.53
deceptive y (160) $6.58 $6.84 p=0.50
genuine n (45) $4.35 $4.50 p=0.28
deceptive n (3) $5.33 $4 p=0.42
uninformed y (25) $6.72 $6.24 p=0.39

(b) in the SA condition

Table C.1: Senders’ Payoff Comparison

Message (obs.) RU RI t test
y (161) $6.78 $6.67 p=0.55
n (139) $7.51 $7.60 p=0.57

(a) In the SU condition

Message (obs.) RU RI t test
y (157) $6.60 $6.52 p=0.73
n (163) $7.61 $7.44 p=0.23

(b) In the SA condition

Table C.2: Receivers’ Payoff Comparison
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C.2 Regression

For the robustness check of Result 5, we employ an fixed effect OLS regression model

as framework C.1 for 4 subsets, including m = n and trusted without RT, m = n and

distrusted without RT, m = y and trusted without RT, m = y and distrusted without

RT:

changeir = ai + b×RTscaleir + cr + ϵir (C.1)

The variable of interest is changeir, which takes a value of 1 if the receiver i changed

her guess at round r , and 0 if receiver did not change her guess. RTscaleir assumes

a crucial role by effectively categorizing receiver i’s observed RT at round r into three

distinct classifications: Median of 10 observed RT, Below Median, or Above Median. We

take the Below median as the benchmark, and b capture the effect difference between

Median, Above and Below. We also control individual fixed effect and round fixed effect

by ai and cr. ϵir captures the random error. Table C.3 presents the outcomes of the

fixed-effect OLS regression.

In result Column (1)-(4), we present the findings pertaining to the situation under the

SU condition. Column (1) states that when receivers change from trust some high-payoff

message y to not trust, they did not rely on RT. Column (2) states that receivers were

28% more likely to trust a longer y message than a short one. Column (3) states that

receivers were 9% more likely to distrust a long n message than a short message. There

are only 16 observations in Column (4), we prefer not to infer too much information from

it. Overall, when receives had better trust relative short y message, they did trust long y

message; when receivers’ should always trust n message, their trust did rely somehow on

RT, and they trust the shorter one more than the long one. This finding suggests that

receivers are not clear about the relationship between RT and veracity of the message in

the SU condition. They did not show consistent suspicion toward long or short messages.

120



Statistics Chapter C

D
ep
en

de
n
t
va
ri
ab
le
:
ch
an

ge

S
U

S
A

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

y
,T

y
,N

T
n
,T

n
,N

T
y
,T

y
,N

T
n
,T

n
,N

T

M
ed
ia
n

-0
.0
02

0.
28
1∗

0.
08
0

−
2.
00
0∗

∗∗
−
0.
19
1∗

0.
19
2

0.
04
0

1.
27
3

(0
.1
36
)

(0
.1
49
)

(0
.0
86
)

(0
.0
00
)

(0
.1
04
)

(0
.3
29
)

(0
.0
73
)

(0
.9
97
)

A
b
ov
e

-0
.0
45

0.
28
8∗

∗∗
0.
08
9∗

0.
00
0

-0
.1
32

0.
11
5

-0
.0
28

0.
45
5

(0
.0
70
)

(0
.1
02
)

(0
.0
49
)

(0
.0
00
)

(0
.0
83
)

(0
.1
57
)

(0
.0
51
)

(0
.7
45
)

In
d
iv
id
u
al

F
E

✓
✓

✓
✓

✓
✓

✓
✓

R
ou

n
d
F
E

✓
✓

✓
✓

✓
✓

✓
✓

C
on

st
an

t
0.
21
5

-0
.1
37

-0
.0
35

0.
00
0

0.
33
6

-0
.1
88

-0
.0
52

0.
36
4

(0
.1
76
)

(0
.1
72
)

(0
.1
19
)

(0
.0
00
)

(0
.2
28
)

(0
.2
70
)

(0
.1
26
)

(0
.8
73
)

O
b
se
rv
at
io
n
s

10
2

59
12
3

16
11
8

39
14
8

15
R

2
0.
48
5

0.
58
6

0.
51
8

1.
00
0

0.
39
9

0.
78
8

0.
45
4

0.
70
8

A
d
ju
st
ed

R
2

0.
20
0

0.
38
5

0.
33
1

1.
00
0

0.
11
0

0.
57
5

0.
26
4

-0
.3
64

N
ot
e:

∗ p
<
0.
1;

∗∗
p
<
0.
05
;
∗∗

∗ p
<
0.
01

T
ab

le
C
.3
:
T
h
e
E
ff
ec
t
of

R
T

on
R
ec
ei
ve
r’
s
C
h
an

ge
D
ec
is
io
n

121



Statistics Chapter C

They sometimes suspected the short one, sometimes suspected the long one. As a result,

even though they tried to use it, they used it ineffectively.

Column (5)-(8) present the findings in the SA condition. The overall result says that

receivers seldom used RT to make decisions in this condition, which was pretty rational

given that senders successfully manipulated their RT. We present our result of receivers’

behavior.

122



Appendix D

Proofs

D.1 Binarized Scoring Rule and Incentive Compati-

bility

Consider a decision maker (DM) with a probabilistic belief over a verifiable binary

outcome s ∈ {A, B}, assuming they possess a true belief p = Pr{s = A}. Binarized

scoring rule (BSR) uses two monetary prizes Mh and Ml for payment (where Mh > Ml ≥

0), and two i.i.d. draws X1, X2 ∼ U [0, 1] to determine the outcome [Hossain and Okui,

2013, Wilson and Vespa, 2018]. Specifically, if s = A is true, the DM gets the prize Mh

so long as their stated belief a is greater than at least one of the two uniform draws X1

and X2. If s = B is true, the DM gets the prize Mh so long as their stated belief a is

less than at least one of the two uniform draws X1 and X2. Otherwise, the DM gets the

prize Ml.

Given the true belief p, the probability of winning the better prize Mh is given by

π(p, a) = p ∗ (1− (1− a)2) + (1− p) ∗ (1− a2) (D.1)
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Thus, BSR generates a reduced lottery L(a|p) = π(p, a) ◦Mh ⊕ (1− π(p, a)) ◦Ml. When

the true belief p is a singleton and the choice space of a is continuous on [0, 1] (as in the

classical method, for example, slider bar), the best response is a∗(p) = p as L(a∗(p)|p)

stochastically dominates any other available lottery L(a|p).

Consider the situation where the true belief p follows a non-degenerate distribution

f(p), with µp = E(p) and σ2
p = V ar(p) > 0. The DM can directly select any number

between 0 and 1 as in classical methods. The distribution over p captures the idea that

the perception of Pr{s = A} can be noisy, uncertain, or imprecise [Enke and Graeber,

2023, Frydman and Jin, 2022, Giustinelli et al., 2022]. Without loss of generality, assume

Ml = 0. Given the true belief p, finding the optimal stated belief a ∈ [0, 1] that maximizes

the expected utility in the BSR is equivalent to maximizing the likelihood of receiving

the prize Mh. Unlike the case where the true belief p is a singleton, the optimization

problem now involves maximizing the expected likelihood of receiving the prize Mh:

max
a

Ep[p ∗ (1− (1− a)2) + (1− p) ∗ (1− a2)] (D.2)

where a has a continuous choice space between 0 and 1, i.e., a ∈ [0, 1]. The best response

in this situation is to select the point a∗(p) where a∗(p) = E(p) = µp.

As the DBM allows the DM not only to choose until a single point but also to

choose a random variable with a uniform distribution over a range [al, au], i.e., a ∼

Uniform[al, au], the optimization problem becomes:

max
a

Ep{p ∗ Ea[(1− (1− a)2)|p] + (1− p) ∗ Ea[(1− a2)|p]} (D.3)

which is equivalent to

max
a

{−V ar(a)− [E(a)− E(p)]2 + E(1− p) + [E(p)]2} (D.4)
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where V ar(a) and E(a) denote the variance and the mean of stated belief a, respectively.

To maximize the expected utility, it is optimal to choose until the point a∗ where a∗ =

E(p) and V ar(a) = 0.

In sum, given the true belief p, to maximize expected utility, it is optimal to select

the point a∗(p) = E(p). This holds true whether the true belief follows a non-degenerate

distribution or if the DM is allowed to select a range or a mass point as their belief.

D.2 BDM with Myopic DM

If the DM is myopic, instead of perfectly foreseeing that the optimal choice is to choose

until the point a∗ where a∗ = E(p) and V ar(a) = 0 in the DBM, they may compare

among the three options, followed by an immediate exit in each step: Uniform[Il,
Il+Iu

2
],

Uniform( Il+Iu
2

, Iu], or exiting with Uniform[Il, Iu], where Il and Iu denote the upper and

lower bounds of the interval in each step, respectively. Thus, the likelihood of receiving

the prize Mh of choosing each option is:

• when a = Uniform[Il,
Il+Iu

2
]:

− V ar(a)− [E(a)− E(p)]2 + E(1− p) + [E(p)]2

= −
( Il+Iu

2
− Il)

2

12
− [

( Il+Iu
2

+ Il)

2
− E(p)]2 + E(1− p) + [E(p)]2

= −(Iu − Il)
2

12 ∗ 4
− [

3Il + Iu
4

− E(p)]2 + E(1− p) + [E(p)]2

= −(Iu − Il)
2

12 ∗ 4
− (

3Il + Iu
4

)2 + E(p) ∗ 3Il + Iu
2

+ E(1− p)

(D.5)
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• when a = Uniform( Il+Iu
2

, Iu]:

− V ar(a)− [E(a)− E(p)]2 + E(1− p) + [E(p)]2

= −
(Iu − Il+Iu

2
)2

12
− [

( Il+Iu
2

+ Iu)

2
− E(p)]2 + E(1− p) + [E(p)]2

= −(Iu − Il)
2

12 ∗ 4
− [

Il + 3Iu
4

− E(p)]2 + E(1− p) + [E(p)]2

= −(Iu − Il)
2

12 ∗ 4
− (

Il + 3Iu
4

)2 + E(p) ∗ Il + 3Iu
2

+ E(1− p)

(D.6)

• when exiting with a = Uniform[Il, Iu]:

− V ar(a)− [E(a)− E(p)]2 + E(1− p) + [E(p)]2

= −(Iu − Il)
2

12
− [

Il + Iu
2

− E(p)]2 + E(1− p) + [E(p)]2

= −(Iu − Il)
2

12
− (

Il + Iu
2

)2 + E(p) ∗ (Il + Iu) + E(1− p)

(D.7)

Whenever E(p) < Iu+Il
2

, choosing Uniform[Il,
Il+Iu

2
] yields a higher likelihood of re-

ceiving Mh than choosing Uniform( Il+Iu
2

, Iu] or exiting with Uniform[Il, Iu]. Similarly,

whenever E(p) > Iu+Il
2

, choosing Uniform( Il+Iu
2

, Iu] yields a higher likelihood of re-

ceiving Mh than choosing Uniform[Il,
Il+Iu

2
] or exiting with Uniform[Il, Iu]. Whenever

E(p) = Iu+Il
2

, all three options yield the same likelihood of receiving Mh. Thus, the DM

would be indifferent in choosing any of the three options.

To sum up, whenever E(p) is strictly within one of the two narrowed intervals, it

is optimal to choose the one that contains E(p). Otherwise, the myopic DM is indif-

ferent between choosing Uniform[Il,
Il+Iu

2
], choosing Uniform( Il+Iu

2
, Iu], or exiting with

Uniform[Il, Iu].

126



Bibliography

Johannes Abeler, Daniele Nosenzo, and Collin Raymond. Preferences for truth-telling.
Econometrica, 87(4):1115–1153, 2019.

Wifag Adnan, K Peren Arin, Gary Charness, Juan A Lacomba, and Francisco Lagos.
Which social categories matter to people: An experiment. working paper, 2021.

Marina Agranov and Pietro Ortoleva. Stochastic choice and preferences for randomiza-
tion. Journal of Political Economy, 125(1):40–68, 2017.

Marina Agranov and Pietro Ortoleva. Ranges of preferences and randomization. Report,
Princeton Univ.[659], 2020.

Marina Agranov and Pietro Ortoleva. Revealed preferences for randomization: An
overview. In AEA Papers and Proceedings, volume 112, pages 426–430. American
Economic Association 2014 Broadway, Suite 305, Nashville, TN 37203, 2022.

Marina Agranov, Paul J Healy, and Kirby Nielsen. Stable randomisation. The Economic
Journal, 133(655):2553–2579, 2023.
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