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Abstract

Surprisal values from large language models (LLMs) have
been used to model the amplitude of the N400. This ERP com-
ponent is sensitive not only to contextual word expectancy but
also to semantic association, such that unexpected but asso-
ciated words do not always induce an N400 increase. While
LLMs are also sensitive to association, it remains unclear how
they behave in these cases. Moreover, another ERP compo-
nent, the P600, has shown graded sensitivity to plausibility-
driven expectancy, while remaining insensitive to association;
however, its relationship to LLM surprisal is not well re-
searched yet. In an rERP analysis, we evaluate surprisal val-
ues of two unidirectional transformers on their ability to model
N400 and P600 effects observed in three German ERP stud-
ies isolating the effects of association, plausibility, and ex-
pectancy. We find that surprisal predicts an N400 increase
for associated but implausible words, even when no such in-
crease was observed in humans. Furthermore, LLM surprisal
accounts for P600 effects elicited by violations of selectional
restrictions, but captures neither P600 effects from more sub-
tle script knowledge violations nor graded P600 modulations.
The results of our investigation call into question the extent to
which LLM surprisal offers an accurate characterisation of the
functional generators of either the N400 or P600.
Keywords: large language models; N400; P600; event-related
potentials; human language comprehension; psycholinguistics

Introduction
Human utterance comprehension is driven by incremental ex-
pectations about upcoming words. In order to formalize this
notion, the concept of surprisal (1), originating from informa-
tion theory (Shannon, 1948), has been introduced. Surprisal
theory (Hale, 2001; Levy, 2008) posits that the cognitive ef-
fort required to process a word in an utterance is proportional
to its surprisal, defined as the negative log-probability of this
word, given the context:

Surprisal(wt+1) =−log2P(wt+1|w1...t) (1)

Indeed, language models, trained on the task of next-word
prediction, generate probability estimates for words in con-
text. In recent years, transformer-based models (Vaswani et
al., 2017) have become prevalent and their increased scale
in terms of model complexity and training data size has led
to the term large language models (LLMs). Although not
designed for this purpose, surprisal values computed from
LLMs have been found to be predictive of not only behav-
ioral indices of human language processing effort, such as
reading times and eye movements, but also neural indices,

such as event-related potentials, which offer a direct, mul-
tidimensional window into language comprehension in the
brain (Frank, Otten, Galli, & Vigliocco, 2015; Michaelov,
Bardolph, Van Petten, Bergen, & Coulson, 2023).

In particular, previous research has established a strong
link between LLM derived estimations of expectancy and
the N400, a negative going ERP component peaking 400 ms
post-stimulus onset. Importantly however, the N400 compo-
nent is sensitive not only to expectancy but also to semantic
association, defined as the extent to which the meaning of a
word is primed by its prior context (see Kutas & Federmeier,
2011). While LLMs have been also been shown to be
sensitive to association (Michaelov & Bergen, 2022), the
influence of expectancy on the N400 can be overridden en-
tirely when target word meaning is contextually primed, such
that semantically unexpected words do not elicit increases
in N400 amplitude (e.g., Aurnhammer, Delogu, Brouwer, &
Crocker, 2023; Nieuwland & Van Berkum, 2005; Delogu,
Brouwer, & Crocker, 2019). While these words were clearly
surprising to humans, as reflected in increased amplitude
of the P600 – a later, positive going ERP component – it
is unclear how LLMs perform in these cases. Indeed, the
P600 has recently been found to be graded for plausibility
while remaining insensitive to association (Aurnhammer,
Delogu, Schulz, Brouwer, & Crocker, 2021; Aurnhammer
et al., 2023), thereby supporting its role as a potential index
of a comprehension-centric notion of surprisal (Brouwer,
Delogu, Venhuizen, & Crocker, 2021), which is sensitive to
both the unfolding utterance meaning and our knowledge
about the world. However, as of yet, the P600 has received
little attention in studies investigating the relation between
LLM-derived surprisal and human language comprehension.

ERPs elicited by surprisal To elucidate the interplay of ex-
pectancy and association in surprisal values computed from
LLMs, we examine three German ERP studies. Importantly,
while experiments often operationalize expectancy as cloze
probability, this measure is poor at distinguishing possible vs.
implausible words, which may both have zero cloze but dif-
fering surprisal. Therefore, we focus on studies that specif-
ically sought to disentangle the influence of association, ex-
pectancy, and plausibility on both the N400 and the P600.
These three ERP studies revealed: (1) additive influences of
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association and expectancy on the N400 (Aurnhammer et al.,
2021); (2) that the influence of expectancy on the N400 can
be overridden by strong semantic association (Aurnhammer
et al., 2021; Delogu et al., 2019); (3) that P600 increases were
elicited not only by strong violations of selectional restriction
(Aurnhammer et al., 2021), but also by violations of script
knowledge (Delogu et al., 2019), and (4) a graded sensitivity
of the P600 to plausibility (Aurnhammer et al., 2023).

The predictive power of LLMs for ERPs Although LLM
surprisal values are generally interpreted as reflecting ex-
pectancy, it has been demonstrated that these surprisal values
are also sensitive to the semantic association of an implau-
sible word with the context (Michaelov & Bergen, 2022 in
the stimuli of Metusalem et al., 2012; see also Michaelov et
al., 2023). Importantly, it remains unclear how well LLM
surprisal can explain cases where association to the context
entirely overrides the influence of expectancy on the N400
(e.g. Aurnhammer et al., 2023; Delogu et al., 2019). Further-
more, although the P600 was shown to reflect expectancy and
to index plausibility in a graded manner while remaining in-
sensitive to association, to our knowledge only one study has
explored the link between the P600 and LLM surprisal values
(De Varda, Marelli, & Amenta, 2023), which found that only
surprisal from larger models may capture P600 effects.1

The aforementioned ERP studies thus provide an ideal
test to examine the extent to which LLM-derived surprisal
values account for the differential sensitivities of the N400
and the P600, thereby evaluating whether LLMs accurately
reflect comprehension-centric surprisal (Brouwer, Delogu,
Venhuizen, & Crocker, 2021).

Method
LLM surprisal
Transformer-based models with more parameters provided
a better model-fit to both N400 and P600 amplitude in
De Varda et al. (2023). However, when evaluated on reading
time measures, models that were architecturally more com-
plex or trained on more data were shown to provide a poorer
fit (Oh & Schuler, 2022). Since a clear relationship between
model complexity, traning data size and ERP components is
not established yet, we therefore focused on the evaluation
of two pre-trained transformer models that vary in terms of
model complexity and number of parameters: a smaller GPT-
2 model2 with 124 million parameters and a larger model
with 13 billion parameters based on the Llama-2 architec-
ture, LeoLM.3 Both models implement a decoder-only trans-
former architecture, featuring a masked self-attention mech-
anism that allows them to selectively weigh the influence of
all preceding tokens in generating a probability distribution
over the vocabulary to predict the next token. Importantly,

1See also (Frank et al., 2015; Michaelov & Bergen, 2020) for
RNN-based investigations.

2https://huggingface.co/stefan-it/secret-gpt2/tree/main
3https://huggingface.co/LeoLM/leo-hessianai-13b

the models differ also with respect to their German train-
ing data: The GPT-2 model was trained on a 16 GB cor-
pus, comprising several smaller sub-corpora, including texts
from Wikipedia, NewsCrawl, ParaCrawl, EU bookshop cor-
pus, and Open Subtitles. In contrast, LeoLM was trained on
the 595 GB OSCAR 23.01 corpus, as well as on approxi-
mately 10 GB of Wikipedia texts and a small 65 MB set of
German news articles. Lastly, the two models used different
tokenization techniques: While the GPT-2 model uses Byte-
Pair-Encoding (BPE; Sennrich, Haddow, & Birch, 2016), Le-
oLM uses a Llama-tokenizer that is based on SentencePiece
(Kudo & Richardson, 2018; see Nair & Resnik, 2023, for a
discussion of potential problems of these methods for psy-
cholinguistic research).

To obtain surprisal values we presented the LLMs with the
items of the evaluated studies up to, but not including the tar-
get word. Probability estimates for the target words were then
converted to surprisal by computing their negative logarithm
(see Equation 1). When target words were tokenized into sub-
words, surprisal values of their sub-words were added (see
also Oh & Schuler, 2022; De Varda et al., 2023).

ERP Analysis
To assess the capabilities of surprisal values to account for the
ERPs, we apply the rERP method (Smith & Kutas, 2015), a
technique in which a separate linear model is fitted for each
subject, electrode, and time sample. The individual linear
regressions optimally combine the specified predictors to ex-
plain the variability in the observed signal and in sum allow
us to analyse ERPs at full temporal and spatial resolution.
In our approach, we aim to re-estimate the N400 and P600
effects observed between conditions in the aforementioned
studies by using the surprisal values from the two language
models as a single predictor (apart from the intercept), thus
leading to the following regression model specification.

Y = β0 +β1surprisal+ ε (2)

Using the fitted regression models, forward estimates for
the entire ERP datasets were computed and averaged across
subjects and conditions, analogous to the traditional ERP-
averaging procedure. Importantly, the estimates of the mod-
els were only informed by the surprisal values for the tar-
get words. That is, the linear models did not have access to
condition-coded predictors and the estimates were only av-
eraged per condition retrospectively (see Aurnhammer et al.,
2021, 2023; Brouwer, Delogu, & Crocker, 2021 for the same
approach applied to the three studies at hand).

Due to space limitations, we refrain from reporting the full
results of the rERP analysis, consisting of coefficients, resid-
uals, as well as t- and p-values and instead focus on the re-
gression estimates only. To evaluate whether the re-estimated
ERPs match the observed ERPs, we thus inspect the esti-
mated ERPs in the N400 and the P600 time window. Cru-
cially, this approach goes beyond assessing the significance
of the surprisal predictor and examines whether surprisal can
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adequately re-estimate the observed N400 and P600 effects.

Experiments & Results
We present our results per study, respectively introducing the
original design and findings first. Example items, along-
side cloze probabilities as well as association and plausibility
judgements are shown in Table 1. The experimentally elicited
ERP profile is presented in the top row of Figure 2.

In order to assess the extent to which the surprisal values
pattern with association and plausibility ratings as well as
cloze probabilities – and therefore which effect patterns they
may be able to capture – we present the distribution of the sur-
prisal values obtained from the two LLMs for the three ERP
studies, grouped by condition (Figure 1; note differences in
axis scales). While we report on the statistical significance of
surprisal (see Aurnhammer et al., 2023, for inferential statis-
tics from rERPs), we focus on the forward estimates gener-
ated by the linear models using surprisal from the two LLMs.
We restrict our report to electrode Pz where the N400 and
P600 effects were peaking in the studies examined here.

Aurnhammer et al. (2021)
The study conducted by Aurnhammer et al. (2021) differen-
tially manipulated target word expectancy through the selec-
tional restrictions of the main verb (“sharpened ... the axe” vs.
“ate ... the axe”) and lexical association to an intervening ad-
verbial clause (“before he the wood stacked, the axe” vs. “be-
fore he the movie watched, the axe”; cf. Table 1, for translit-
erations of the stimuli, mean noun-target association ratings,
and cloze probabilities). The stimuli elicited additive N400
modulations (300-500 ms) from both expectancy and associ-
ation, whereas the P600 (600-1000 ms) was increased only
for unexpected relative to expected targets, while remaining
insensitive to association (Figure 2.1).

Both LLMs produce the lowest surprisal values for con-
dition A (strong association and high cloze) and the highest
surprisal for condition D (weak association and low cloze).
Moreover, less expected and less associated conditions result
in higher mean surprisal, when keeping the other factor con-
stant, respectively (Figure 1, first column). In the rERP anal-
ysis, LLM surprisal values allow us to approximate the influ-
ence of both expectancy and association on the N400 com-
ponent (Figure 2.2 & 2.3, 300-500 ms): Both LLMs predict
an N400 difference in the unexpected relative to the expected
conditions (Conditions C/D vs. A/B). While GPT-2 surprisal
values estimate an N400 difference of both associated condi-
tions relative to the unassociated conditions (B/D vs. A/C),
LeoLM surprisal values appear to predict an N400 differ-
ence from association only between the unexpected condi-
tions. Turning to the P600, we find that the LeoLM regres-
sion estimates exhibit a clear P600 increase for selectional re-
striction violations (Conditions C/D vs. A/B; Figure 2.2, 600-
1000ms). The forward estimates computed from GPT-2 sur-
prisal appear to exhibit the same trend, albeit with a smaller
magnitude (Figure 2.3). For both LLMs, the surprisal val-
ues that are sensitive to association also lead to an erroneous

prediction of small association effects in the P600. LLM sur-
prisal was significant in both time windows for both LLMs.

Delogu et al. (2019)
The influence of association was also examined by Delogu et
al. (2019) who observed that for two conditions in which se-
mantic association was equally strong (between “restaurant”
and “menu”), a difference in plausibility – induced by a vi-
olation of script knowledge (opening the menu after enter-
ing/leaving the restaurant) – did not lead to an N400 effect
(see the event-related violation, condition B, compared to the
baseline, A, in Figure 2.4). Rather, the difference in plausibil-
ity led to a P600 effect (800 - 1000 ms). While no P600 effect
was observed between the event-unrelated violation (C) con-
dition relative to baseline, subsequent studies revealed that a
large N400 increase elicited by the target words – which were
not only implausible but also unassociated to the context – ob-
scured the spatio-temporally overlapping P600 (Brouwer, De-
logu, & Crocker, 2021; Delogu, Brouwer, & Crocker, 2021).

Here, where implausible words did not lead to an increase
in N400 amplitude due to strong association, we observe a
different pattern of surprisal values from the two LLMs (Fig-
ure 1). While LeoLM yields noticeably higher mean surprisal
values for condition B relative to A, in line with mean plausi-
bility and cloze, GPT-2 appears to produce very similar sur-
prisal values for both conditions, in line with mean associa-
tion. Hence, although no N400 effect was observed between
condition B relative to baseline in the original study, LeoLM
surprisal predicts an N400 difference between these condi-
tions in the rERP analysis (Figure 2.5). In contrast, entering
GPT-2 surprisal into the rERP analysis does not predict any
difference between the conditions – in line with the observed
ERPs (Figure 2.6). In the rERP analysis of the P600 window,
neither LLM captures the originally observed effect of con-
dition B relative to A (800-1000 ms). Note that even though
LeoLM is sensitive to the script-violation, its sensitivity to
association would prevent it to explain the data even when
taking spatiotemporal component overlap into account; see
Brouwer, Delogu, & Crocker, 2021).4 LLM surprisal was
significant only in the N400 time window for both LLMs.

Aurnhammer et al. (2023)
Aurnhammer et al. (2023) demonstrated a graded link of
plausibility to the P600 across a plausible, less plausible and
implausible condition – a relation that was modelled statis-
tically by continuous plausibility ratings (cf. Table 1c, Fig-
ure 2.7). Further, repetition priming of the target word in a
preceding context paragraph led to the absence of any N400
effects between conditions.5

The surprisal values generated by both LLMs are higher

4Results qualitatively similar to those for Delogu et al. (2019)
were also obtained for the data by Delogu et al. (2021) and are omit-
ted here.

5See Aurnhammer et al. (2023), for discussion of a mismatch
negativity elicited by the less plausible condition, which additionally
created semantic attraction towards a distractor word (250-400 ms).
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Table 1: Example items from the evaluated studies.

Condition Assoc. Plaus. Cloze Stimulus
A Assoc+Exp+ 6.29 - 0.67 Yesterday sharpened the lumberjack, before he the wood stacked, the axe ...
B Assoc-Exp+ 2.09 - 0.64 Yesterday sharpened the lumberjack, before he the movie watched, the axe ...
C Assoc+Exp- 6.29 - 0.008 Yesterday ate the lumberjack, before he the wood stacked, the axe ...
D Assoc-Exp- 2.09 - 0.008 Yesterday ate the lumberjack, before he the movie watched, the axe ...

Aurnhammer et al. (2021)

A Baseline 6.32 6.28 0.38 John entered the restaurant. Before long, he opened the menu ...
B Event-related 6.32 2.42 0.13 John left the restaurant. Before long, he opened the menu ...
C Event-unrelated 1.56 1.93 0.008 John entered the apartment. Before long, he opened the menu ...

Delogu et al. (2019)

[Context:] A tourist wanted to take his huge suitcase onto the airplane. The suitcase was however so heavy that the woman at the check-in
decided to charge the tourist an extra fee. After that, the tourist opened his suitcase and threw several things out. Now, the suitcase of the
ingenious tourist weighed less than the maximum of 30 kilograms.

A Baseline - 5.84 0.8 Then dismissed the lady the tourist ...
B Less plausible - 3.69 0.09 Then weighed the lady the tourist ...
C Implausible - 1.42 0.02 Then signed the lady the tourist ...

Aurnhammer et al. (2023)

Aurnhammer et al. (2021)
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Figure 1: Densities of LLM surprisal values for target words, split by condition. Dashed lines indicate average values.

and exhibit a wider spread in the less plausible and implau-
sible condition (B and C) compared to the plausible base-
line (A), with LeoLM producing the highest surprisal for B.
rERPs reveal that both sets of LLM surprisal values predict
a small negativity for both the less plausible condition B and
the implausible condition C relative to baseline (Figure 2.8,
2.9, 300-500 ms). In the P600 window, the linear models
for both LLMs predict the less plausible condition B and the
implausible condition C to be more positive than the plau-
sible baseline. Crucially however, neither model predicts the
graded P600 response to plausibility, i.e., the observed graded

pattern between A, B and C (Figure 2.8 & 2.9, 600-1000 ms).
LLM surprisal was significant in both time windows for Le-
oLM, but only significant in the P600 window for GPT-2.

Discussion

Large language models have demonstrated impressive perfor-
mance in approximating brain activity during language com-
prehension, leading researchers to explore the hypothesis that
both humans and LLMs might share similar processing mech-
anisms (Goldstein et al., 2022; Schrimpf et al., 2021). Build-
ing on recent studies showing that LLM-derived surprisal
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Figure 2: Observed ERPs (row 1), rERP estimates using LeoLM (row 2) and GPT-2 (row 3) surprisal values.

provides a good fit on a range of N400 findings, we evalu-
ated their performance on a set of German studies demon-
strating that the P600 may provide a more direct index of hu-
man comprehension-centric surprisal, as association can at-
tenuate or eliminate expectation effects in the N400.

Examining Aurnhammer et al. (2021), we observe that
both LLMs produce surprisal values that capture the ob-
served N400 pattern in the rERP analysis. That is, the un-

expected and/or unassociated conditions yield successively
higher mean surprisal relative to the baseline condition.
Therefore, both LLMs’ surprisal values can successfully pre-
dict the additive effects of association and expectancy in the
N400 window and the effect of expectancy in the P600 win-
dow. However, the sensitivity to association in both LLMs’
surprisal values leads to an erroneous prediction of a (numer-
ical) P600 difference induced by association in the rERPs.
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For Delogu et al. (2019), the two LLMs produce different
average surprisal values: LeoLM additively produces higher
mean surprisal for stimuli with decreasing plausibility and as-
sociation. This pattern leads to the estimation of an N400
increase in an associated but implausible condition that ex-
hibited only an increase in P600 amplitude, but not N400
amplitude. GPT-2, in turn, produces an increase in surprisal
only for the unassociated condition, whereas the surprisal of
an associated but implausible condition is close to baseline.
Thus, in the rERP procedure, GPT-2 correctly predicts only
an N400 effect for the unassociated but implausible condi-
tion. Interestingly, it is precisely the inability of GPT-2 to
account for the script-knowledge violation that allows it to
correctly model the N400 modulation pattern and prohibits it
from accurately modeling the P600 pattern. While LeoLM
produces higher surprisal for script-knowledge violations, its
additional sensitivity to association means surprisal values do
not accurately capture the P600 modulations.

Finally, for Aurnhammer et al. (2023), both LLMs generate
increased surprisal values for less plausible and implausible
conditions; however surprisal from neither LLM accurately
reflects the differences between these two conditions. Con-
sequently, both LLMs failed to account for the gradedness of
the P600 in the rERP analysis of this study.

These observations are enabled by rERP analyses that fo-
cus on examining whether surprisal values can reproduce the
observed ERP effects, which requires going beyond assess-
ing only significance and raw model fit (as measured by, e.g.,
AIC). When evaluated against studies that isolated the dif-
ferential effects of association, expectancy and plausibility,
LLM surprisal does not offer a complete characterisation of
the underlying functional generators of either the N400 or
P600. Although the differential N400 and P600 effect pattern
observed in the evaluated studies is impossible to capture with
a single predictor, a viable model of human surprisal should
be expected to account for plausibility and expectancy-driven
effects to a greater extent than for association-driven effects.
While our results do suggest that larger language models may
move to such a notion of surprisal, as LeoLM fares better in
accounting for the implausible stimuli of Delogu et al. (2019),
even this larger model remains sensitive to association (with
highest surprisal for the unassociated event-unrelated viola-
tion). Thus, the question remains to what extent pure associa-
tion impacts the probability distributions generated by LLMs
with regard to how accurately those distributions model hu-
man expectancy.

While future LLMs may offer a better account of either the
N400 or the P600, the extent to which LLMs approximate the
mechanisms of human comprehension depends on their abil-
ity to account for both components. Hence, we argue such
data points are crucial going forward, and motivate exploring
alternative LLM-derived linking hypotheses to the N400 and
P600 informed by mechanistic accounts of the processes as-
sociated with these components (e.g., Brouwer, Crocker, Ven-
huizen, & Hoeks, 2017; Fitz & Chang, 2019; Li & Ettinger,

2023; Li & Futrell, 2023).
For instance, on the Retrieval-Integration account, the

N400 indexes the retrieval of word meaning from long-term
memory, while the P600 reflects the integration of this mean-
ing into an unfolding utterance representation (Brouwer et
al., 2017; Brouwer, Fitz, & Hoeks, 2012). In a neurocom-
putational instantiation of this account, processing a sentence
word-by-word proceeds in repeated steps of retrieval and inte-
gration. Estimates for both N400 and P600 amplitude emerge
as the degree of change in layer activation in the respec-
tive retrieval and integration modules from wt to wt+1. In
contrast, LLMs remain opaque regarding the functional in-
terpretation of their internal mechanisms. Recent research
has, however, begun to elucidate these mechanisms (Geva,
Caciularu, Wang, & Goldberg, 2022; Oh & Schuler, 2023),
which may allow us to assess whether LLMs instantiate sub-
processes functionally similar to those of retrieval and inte-
gration within human comprehenders.

Conclusion
In this work we examined to what extent LLM surprisal can
model experimentally observed N400 and P600 effects, ap-
plying the rERP framework to re-estimate the ERPs elicited
in three German studies that independently manipulated the
influences of contextual association, plausibility, and ex-
pectancy on both ERP components.

The nature of the carefully controlled stimulus materials
– as opposed to more naturalistic language – led to the ob-
servation of surprisal values that appear to reflect different
sensitivities of the two LLMs towards association and plausi-
bility, leading to inconsistent estimations of N400 and P600
differences in the rERPs. Although it is impossible for LLM
surprisal as a single predictor to account for all observed ERP
differences due to the orthogonality of the underlying manip-
ulations, surprisal theory (Hale, 2001; Levy, 2008) predicts
that the surprisal of a word should be unaffected by its con-
textual association and only be driven by its syntactic and
semantic expectedness. Such a tendency could be observed
more clearly in the larger model’s surprisal values. Impor-
tantly however, surprisal values from both models underesti-
mated the observed differences in all three studies and were
also unable to fully capture the influence of script knowledge
violations and graded plausibility on the P600.

Therefore, the question remains how strongly the probabil-
ity distributions of LLMs derived from next-word prediction
match the (plausibility-driven) expectations of human com-
prehenders and thus to what extent LLMs can be viewed as
models of online human sentence comprehension. Our re-
sults motivate exploring alternative LLM-derived linking hy-
potheses – informed by mechanistic accounts of the underly-
ing processes of the N400 and P600 – and we argue that until
LLMs are shown to account for critical data points through
such precise linking hypotheses, strong conclusions about
their validity as models of the human comprehension system
(e.g. Goldstein et al., 2022) are too premature.
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