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Adaptive Control of Distributed Energy Resources
for Distribution Grid Voltage Stability

Daniel Arnold, Member, IEEE, Shammya Saha, Member, IEEE, Sy-Toan Ngo, Member, IEEE, Ciaran
Roberts, Member, IEEE, Anna Scaglione, Fellow, IEEE, Nathan Johnson, Member, IEEE, Sean

Peisert, Member, IEEE, David Pinney, Member, IEEE

Abstract—Volt-VAR and Volt-Watt functionality in photo-
voltaic (PV) smart inverters provide mechanisms to ensure system
voltage magnitudes and power factors remain within acceptable
limits. However, these control functions can become unstable, in-
troducing oscillations in system voltages when not appropriately
configured or maliciously altered during a cyberattack. In the
event that Volt-VAR and Volt-Watt control functions in a portion
of PV smart inverters in a distribution grid are unstable, the
proposed adaptation scheme utilizes the remaining and stably-
behaving PV smart inverters and other Distributed Energy
Resources to mitigate the effect of the instability. The adaptation
mechanism is entirely decentralized, model-free, communication-
free, and requires virtually no external configuration. We provide
a derivation of the adaptive control approach and validate the
algorithm in experiments on the IEEE 37 and 8500 node test
feeders.

Index Terms—Adaptive Control, Cyber Security, Distributed
Energy Resources, Smart Inverter, Voltage Stability

NOMENCLATURE

vi Voltage magnitude at node i
Z Matrix collection of network resistance and reactance

matrices, ∈ Rn×2n
fp,i Volt-Watt curve for node i smart inverter
fq,i Volt-VAR curve for node i smart inverter
Cp,i Lipschitz constant for node i Volt-Watt curve
Cq,i Lipschitz constant for node i Volt-VAR curve
Cs Matrix collection of Lipschitz constants for Volt-Watt

and Volt-VAR functions, ∈ R2n×n

s Vector collection of nodal active and reactive powers,
respectively, generated by DER, ∈ R2n×1

ξi Low pass filtered node i voltage magnitude
up,i Active power injected by node i DER capable of

adaptive power injection
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uq,i Reactive power injected by node i DER capable of
adaptive power injection

wi Adaptive voltage bias applied to node i smart inverter
Volt-VAR and Volt-Watt functions

I. INTRODUCTION

Increasing adoption of Distributed Energy Resources
(DER), specifically rooftop photovoltaic (PV) generation sys-
tems, is challenging many conventionally-held models and
practices regarding the operation of the electric power system.
While the presence of DER gives individuals and communities
the ability to self-generate at least a portion of their load,
they also make proper management of the power system more
difficult as many DER are not utility-owned/operated.

Emerging standards [1]–[3] are encouraging the use of
device-level modulation of active and reactive power injection
in response to local grid conditions. These autonomous control
functions allow DER to quickly correct undesirable voltages
and power factors at the point of injection and (in theory)
alleviate the need for a response from the grid managing entity.

Although these autonomous control functions, specifically
smart inverter Volt-VAR (VV) and Volt-Watt (VW) controllers,
are well-intentioned, numerous works have emerged showing
that proper configuration of individual devices is crucial for
the stable operation of the DER population. Jahangiri et al. [4]
discussed the phenomenon of “hunting” in voltages in systems
with VV control. Farivar et al. [5] modeled the interaction
between system voltage magnitudes and PV inverter VV
functions as a feedback control loop which explicitly tied
the slopes of VV controllers of inverters to unstable (highly
oscillatory) reactive power injections. Although the instability
threshold depends on the network’s specifics, instability is
reached when the slopes of the VV control curves become
too steep. Numerous other works have also modeled the
inverter/grid interaction as a first-order feedback controller
and arrived at similar stability conditions [6]–[10]. Moreover,
adaptive control approaches have been previously applied to
improve the interaction of PV systems and the electric grid.
For instance, Ghasemi et al. [11] considered a control law to
adapt PV reactive power injection for loss minimization and
over-voltage prevention. Furthermore, the standards for smart
inverter functionality have changed and expanded rapidly in
the past few years (e.g., IEEE 1547-2018 [1]), which has
led to a variety of different control interfaces and debate in
the industry over best practices for managing smart inverter
functionality.
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Fig. 1: Block diagram of controllable devices.

While instabilities may arise naturally in a system (due
to system reconfiguration, poor parameterizations of VV/VW
functions, or intermittency in PV penetration), the remote
update capability of many smart inverter devices presents
a vulnerability that a malicious entity could purposefully
exploit to destabilize the smart inverter/grid interaction [12].
Security researchers have identified exploitable vulnerabilities
in deployed inverter firmware [13], foreign nations are actively
targeting the US bulk power system [14], and in at least one
instance, a US inverter control system has been successfully
attacked [15]. An excellent example of the extent to which
aggregations of smart inverters can be remotely updated was
illustrated in Hawaii, where local utilities worked with a smart
inverter vendor to remotely update the autonomous control
functions of 800,000 inverters in a single day [16].

A. Contributions

In this work, we propose an adaptive control approach to
adjust the VV/VW control functions of stable PV systems
(which we will henceforth refer to as non-compromised) and
active/reactive power injections of other DER (e.g., battery
storage systems) to mitigate voltage instabilities in the system.
We utilize a Model Reference Adaptive Controller (MRAC)
approach [17] to derive a stabilizing control law. As MRACs
utilize a stable reference model to compare to the unstable
plant, our work employs the low pass filtered AC grid voltage
magnitude measured by the PV system/DER as a proxy for
the stable reference model. This particular choice of reference
model makes the algorithm decentralized, (system) model-free,
and communications-free. The proposed adaptation mecha-
nism is designed via Lyapunov analysis to drive the error
between the plant and the reference asymptotically to zero.

The proposed adaptation law complies with existing smart
inverter standards [1]–[3], allowing for a decentralized im-
plementation directly within the smart inverter or DER with
minimum additional investment. The control law generalizes

to both controllable PV smart inverter systems and devices ca-
pable of direct power injection (the adaptation law is identical
for both device classes). Fig. 1 shows a high-level diagram
of the role of the adaptive control approach, illustrating three
categories of devices in feedback with the electric grid. All
devices can inject active (p) and reactive (q) power into
the grid and can measure the voltage (v) at their point of
interconnection. While a portion of smart inverters in the
system with VV/VW capabilities are unstable, another portion
of smart inverters and other DER capable of directly injecting
power into the grid are adjusted by the proposed adaptive
control signal u. For the purposes of this work, direct power
injection devices are systems that do not determine their
power injection setpoints indirectly through another control
mechanism such as VV/VW control. An example of a direct
power injection device is a battery storage system capable of
supporting direct charge/discharge requests [3]. For devices
such as these, u is the additional amount of active/reactive
power injected (or consumed, if u changes sign) into the
grid. However, for PV smart inverter VV/VW controllers (or
both), u is a voltage bias added to the measured grid voltage
magnitude.

In a related work by Singhal et al. [18], the authors
adopted a similar strategy of translating the smart inverter
VV curves for steady-state error reduction and flattened VV
curves to mitigate instabilities. While stretching/flattening VV
curves proved effective in reducing oscillations in situations
considered in their analysis, the strategy has two drawbacks:
1) it does not account for the scenario where a subset of the PV
devices in a given system are solely responsible for creating
instabilities and are not controllable, and 2) the algorithm
requires the use of “correction factors” which are estimated
offline based on sensitivity analysis and engineering judgment.
These correction factors would need to be estimated by an
entity with complete grid knowledge and relayed to individual
smart inverters, requiring substantial communications over-
head that creates a cyber-security vulnerability. Additionally,
correction factor computation would need to be carried out
periodically as new PV systems are installed, or the grid is
reconfigured. Note that we explicitly assume that unstable PV
smart inverter systems are not controllable as they may have
been, in the worst case, compromised via a cyber-attack and
should be considered unreliable for control.

To summarize, the contribution of this paper is the develop-
ment of an adaptive control scheme to mitigate inverter-driven
oscillations caused by a portion of DER smart inverters with
unstable VV/VW settings. The adaptive control scheme has
the following properties:

1) The approach is model-free and requires no knowledge
of the topology of the system.

2) The approach utilizes non-compromised DER to mitigate
oscillations introduced by other smart inverters.

3) The adaptation law complies with existing smart inverter
standards (IEEE 1547 [1]).

4) The scheme is capable of mitigating unstable inverter-
driven oscillations in the seconds after the oscillations
first manifest in the network.
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The paper is organized as follows. In Section II we briefly
derive a linear balanced power flow model for subsequent
control design and discuss smart inverter dynamic modeling
assumptions. Derivation of the adaptive control scheme is
presented in Section III. Simulation results showing the con-
troller’s effectiveness through time series simulations of three-
phase unbalanced distribution systems are discussed in Section
IV. Finally, concluding remarks are presented in Section V.

II. PRELIMINARIES

Unless otherwise stated, upper case (lower case) boldface
letters will be used to denote matrices (column vectors). |x|
denotes the element-wise absolute value of the vector x. The
operation diag(x), where x ∈ Rn×1, returns an n× n matrix
with the elements of x along the main diagonal.

A. Linear Power Flow Model Derivation

Let the graph G = (N ∪{0},L) represent a balanced radial
distribution feeder, where N is the set of nodes (excluding the
substation) and L is the set of line segments, where |N | =
|L| = n. For a given bus i ∈ N , let Li (where Li ⊆ L)
denote the collection of line segments from node 0 (e.g. the
substation) to node i. The DistFlow equations [19] capture the
relationship between power flowing in line segment (i, j) ∈ L
and the voltage magnitude drop between nodes i and j:

Pij = pcj − pgj + rijcij +
∑

k:(j,k)∈L

Pjk (1a)

Qij = qcj − qgj + xijcij +
∑

k:(j,k)∈L

Qjk (1b)

v2j − v2i = −2
(
rijPij + xijQij

)
+
(
r2ij + x2ij

)
c2ij , (1c)

where v2i is node i squared voltage magnitude, Pij and Qij
denote the active/reactive power flowing in line segment (i, j),
rij and xij are line segment (i, j) resistance and reactance, and
cij are losses. For node i, active (reactive) power consumption
is denoted by pci (qci ) and active (reactive) power generation,
due to DER, is denoted by pgi (qgi ).

Consistent with [5], [20], we neglect losses in (1a) - (1c)
which is achieved via setting cij = 0 for all (i, j) ∈ L.
Furthermore, as vi ≈ 1 we approximate v2j − v2i ≈ 2(vj − vi).
Let β(j) denote the set of all nodes descended from j
(including j itself). With these changes, the DistFlow model
becomes:

Pij =
∑
k∈β(j)

(
pck − pgk

)
(2a)

Qij =
∑
k∈β(j)

(
qck − qgk

)
(2b)

vi − vj = rijPij + xijQij . (2c)

The now linearized system of (2a) - (2c) can be more
compactly represented via substituting (2a) and (2b) into (2c)
and making successive substitutions of voltages from upstream
nodes yielding node i voltage as a function of feeder head
voltage v0. If one defines the following vectors:

v = [v1, . . . , vn]>, v0 = v01 (3a)

pc = [pc1, . . . , p
c
n]>, pg = [pg1, . . . , p

g
n]> (3b)

qc = [qc1, . . . , q
c
n]>, qg = [qg1 , . . . , q

g
n]>, (3c)

then the system of (2a) - (2c) can be recast in vector form:

v = v0 + R
(
pg − pc

)
+ X

(
qg − qc

)
, (4)

where R and X are completely positive matrices [5] and

Rij =
∑

(h,k)∈Li
⋂
Lj

rhk (5a)

Xij =
∑

(h,k)∈Li
⋂
Lj

xhk. (5b)

Defining Z = [R,X], sc = [pc,qc]>, and sg = [pg,qg]>,
(4) can expressed compactly as:

v = v0 + Z
(
sg − sc

)
, (6)

B. Smart Inverter Models

Smart inverter VV and VW functions compute reactive and
active power set-points, respectively, as functions of deviations
of locally sensed voltages from a nominal value (typically
1 p.u.). Let fp,i(vi) and fq,i(vi) denote the VV and VW
control functions for a smart inverter at node i. These control
laws are depicted in Figs. 2 - 3, respectively, and consist of
continuous piece-wise linear functions of the voltage deviation
vi − vnom. The functions are parameterized by the vector
η = [η1, . . . , η5], which can be used to alter the location
and slopes of non-zero segments of the controllers. We make
the following assumptions regarding these functions [5], [10],
[21]:

Assumption 1. The functions fp,i(vi) and fq,i(vi) are mono-
tonically decreasing and continuously piece-wise differen-
tiable.

Assumption 2. Both fp,i(vi) and fq,i(vi) have bounded
derivatives, i.e. there exists Cp,i < +∞ and Cq,i < +∞
such that |f ′p,i(vi)| ≤ Cp,i and |f ′q,i(vi)| ≤ Cq,i for all vi.

Let s̄i denote the rated apparent power (i.e. the inverter
capacity) of the smart inverter at node i. Similarly, let p̄i denote
the maximum available active power capable of being sourced
at the present irradiance level. Following the analysis of [7],
p̄i can be expressed as a fraction of the capacity of the ith

inverter:
p̄i = λs̄i, 0 < λ ≤ 1, (7)

where λ = 1 corresponds to the inverter generating the
maximum amount of active power. In situations where the
amount of active power generated is less than s̄i, some inverter
devices support the use of the excess system capacity for
reactive power generation. The maximum amount of reactive
power available for injection/consumption, denoted by q̄i(vi),
is a function of hardware limitations (qlim

i ) and the available
reactive power [10]:

q̄i(vi) = min

(
qlim
i ,
√
s̄2i − f2p,i(vi)

)
. (8)
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vi − vnom

fq,i(vi)/q̄i

η2

η3

1

η1

-1

η4

Fig. 2: Inverter Volt-VAR curve. Positive values denote VAR injec-
tion. vnom is the nominal voltage value.

vi − vnom

fp,i(vi)

η4

p̄i

η5

Fig. 3: Inverter Volt-Watt curve. Positive values denote watt injection.
vnom is the nominal voltage value.

A derivation of the Lipschitz constants for both the VV and
VW control functions depicted in Figs. 2 - 3 can be found in
[10].

A block diagram of the smart inverter model considered
in this work is shown in Fig. 4 with VV and VW control
logic. As is shown in the figure, the grid voltage v is the
input to the VV and VW controllers. The maximum available
active power from the solar array, p̄, is also input into the
VW controller, which along with v, determines the maximum
amount of reactive power available for injection/consumption
q̄ that is then input to the VV controller. The active and reactive
power setpoints produced by the VW and VW controllers
are then low pass filtered by HO(s) to produce the active
and reactive power injections that are injected into the grid.
These filters serve to limit the rate at which the active and
reactive powers injected by PV systems can change and do
not represent physical constraints of the smart inverter devices
themselves [3].

C. Smart Inverter Dynamics

In this section we develop a dynamic model of smart
inverters, modeled by Fig. 4, connected to the distribution grid.
Without loss of generality, we assume the presence of a VV
and VW capable smart inverter at each node in the system.
To begin, let f(v) = [fp(v), fq(v)]> denote the collection of
inverter VV and VW functions at each node in G, where:

fp(v) = [fp,1(v1), . . . , fp,n(vn)]> (9a)

-
s

s

Fig. 4: Block diagram of VV and VW control logic of an inverter.

fq(v) = [fq,1(v1), . . . , fq,n(vn)]>, (9b)

where, according to Assumptions 1-2, both fp,i(vi) and
fq,i(vi) are locally Lipschitz with constants Cp,i and Cq,i,
respectively. Define the matrices

Cp = diag([Cp,1, . . . , Cp,n]) (10a)
Cq = diag([Cq,1, . . . , Cq,n]) (10b)

Cs =
[
Cp Cq

]>
. (10c)

Under the additional assumption that active and reactive
power consumption due to system loads change slowly with
respect to inverter control actions, (6) can be recast in the
following form:

v = Zs + v0 − Zsc︸ ︷︷ ︸
v̄

, (11)

where the superscript has been dropped from s for convenience
and v̄ is treated as constant. Consistent with Fig. 4, the
dynamics of the inverter consist of nonlinear Volt-VAR & Volt-
Watt controllers in series with first order low pass filters can
be expressed as [10]:

Tṡ = f(v)− s, (12a)
v = Zs + v̄ (12b)

where T ∈ R2n×2n is a diagonal and positive definite matrix
that collects low pass filter time constants. Substituting (12b)
into (12a) yields the desired dynamics in terms of the state
variable s:

Tṡ = f(Zs + v̄)− s. (13)

A derivation of the stability criterion of (13) in terms of the
system impedances and smart inverter Lipschitz constants can
be found in Appendix A.

III. ADAPTIVE CONTROL DESIGN

The proposed adaptive control approach uses non-
compromised (i.e. stably-behaving) devices to drive system
voltages to regions where the compromised smart inverter
VV/VW controllers produce constant power with respect to
changing voltages (i.e., the flat regions of Figs. 2 - 3). Two
types of devices are considered: 1) devices capable of direct
power injection/consumption, 2) and non-compromised PV
systems (see Fig. 1).
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A. Adaptive (Direct) Power Injection/Consumption

In this section, we consider the effect of adaptive power
injection/consumption (both active and reactive power) as a
means to stabilize (12a) - (12b), in the event that the criteria
of Proposition 1 is violated. Devices capable of providing
this capability include many types of DER (e.g., battery
storage, PV systems, and electric vehicles), and conventional
loads (e.g., demand response). The goal in this section is to
derive a decentralized control law to determine how much
active/reactive power should be injected (or consumed) by
individual devices in order to achieve stability.

To begin, consider l devices capable of directly injecting
active power which are deployed at a subset of nodes in G
(e.g., l ≤ n). Let up ∈ Rl×1 represent the collection of
these controllers. The controllers collected in up are mapped
to nodal locations in G via the sparse matrix Bp ∈ Rn×l
where Bp(i, j) = 1 indicates the controller at entry j in up is
located at node i in G. As such, each row and column of Bp

consists of all 0s with at most a single entry equal to 1.
Additionally, consider m devices capable of directly inject-

ing reactive power which are individually deployed at a subset
of nodes in G (e.g., m ≤ n). Let uq ∈ Rm×1 represent the
collection of these controllers. Similarly to the active power
case, controllers in uq are mapped to nodal locations in G via
the sparse matrix Bq ∈ Rn×m where Bq(i, j) = 1 indicates
the controller at entry j in uq is located at node i in G. As
such, each row and column of Bq consists of all 0s with at
most a single entry equal to 1. Now, define:

u = [up,uq]
>, B =

[
Bp 0
0 Bq

]
, (14)

where u ∈ R(l+m)×1 and B ∈ R2n×(l+m). With these
definitions, the effect of direct power injection control on the
dynamics of (12a) - (12b) can be expressed as:

Tṡ = f(Zs + v̄ + cBu)− s, (15)

which has equilibrium:

0 = f(Zs∗ + v̄ + cBu∗)− s∗. (16)

Here the parameter c ∈ {−1, 1} indicates whether power is
being consumed (c = −1) or injected (c = 1). Note that this
formulation implicitly assumes that all devices participating in
this control activity either inject or consume power (i.e., the
sign of the elements of u must be the same). The following
assumptions are made regarding the forced and unforced
equilibria of (15):

Assumption 3. The equilibrium of the unforced system of (15)
(Eq.(16) where u∗ = 0) is unstable.

Assumption 4. The equilibrium point of (16) is asymptotically
stable.

Assumption 3 implies that the unforced equilibrium lies in a
regime where the local Lipschitz constants of f(Zs∗+ v̄) vio-
late the conditions of Proposition 1. In light of Assumption 4,
the term cBu∗ can be interpreted as additional active/reactive
power injection/consumption that moves the system voltages

to a regime where the local Lipschitz constants meet the
requirements of Proposition 1.

Let µ = u − u∗. The system of (15) (which we will now
refer to as the plant) can then be expressed as:

Tṡ = f(Zs + v̄ + cBµ+ cBu∗)− s, (17)

In order to derive an adaptive controller that will stabilize
the system one may compare the unstable plant to a stable
reference model. An adaptation law for µ that will stabilize
the plant can then be determined via minimizing the error
between the plant and the reference system. For the system of
(17), consider the following reference model:

Tṡr = f(Zsr + v̄ + cBu∗)− sr. (18)

Note that the plant and reference models have the same
equilibria (as µ∗ = 0). Define α = Zsr + v̄ + cBu∗ and let
es = s − sr denote the error between the power injected by
the plant and the reference models. The error dynamics can
then be expressed as:

Tės = f(Zes + cBµ+α)− f(α)− es. (19)

The following theorem establishes the adaptation law that
will drive µ to 0, hence stabilizing (19).

Theorem 1. Given the system of (17), the reference model
(18), and the associated error system of (19), suppose As-
sumptions 3 and 4 hold. Additionally, suppose that there
exists symmetric positive definite matrices P ∈ Rn×n,
H ∈ R(l+m)×(l+m), Γp ∈ Rl×l, and Γq ∈ Rm×m. Define
Γ = diag(Γp,Γq), Î = [In×n, In×n]> and the matrix:

Λ = PZT−1CsB− Î>BΓH. (20)

Suppose now that Λ is non-positive (i.e., all elements are
less than or equal to 0). Finally, define ev = v − vr, where
v is defined in (12b), and vr = Zsr + v̄. Then the adaptation
law:

µ̇ = −cΓB>Î
∣∣ev∣∣ , (21)

where the absolute value is applied element-wise, asymptoti-
cally stabilizes es.

Proof. The result can be proven via Lyapunov analysis.
Clearly, ev = Zes and ėv = Zės. Consider the Lyapunov
function:

V =
1

2

(
(Zes)

>
PZes + µ>Hµ

)
. (22)

Let M = Z>PZ. The time derivative of (22) can be
expressed as:

V̇ = e>s MT−1
(
f(Zes + cBµ+α)− f(α)

)
− 1

2
e>s

(
T−1M + MT−1

)
es − cµ>HΓB>Î

∣∣ev∣∣ (23a)

≤
∣∣Zes

∣∣>PZT−1
∣∣f(Zes + cBµ+ α)− f(α)

∣∣
− 1

2
e>s

(
T−1M + MT−1

)
es − cµ>HΓB>

∣∣ev∣∣ (23b)

≤
∣∣Zes

∣∣>PZT−1
∣∣CsZes + cCsBµ

∣∣
− 1

2
e>s

(
T−1M + MT−1

)
es − cµ>HΓB>

∣∣ev∣∣ . (23c)
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where the absolute value is applied element wise in (23a) -
(23c). Recall that the scalar parameter c encodes the decision
to either inject power (c > 0) or consume power (c < 0). The
nature of c coupled with the definition of µ implies that the
product cµ is always vector consisting of positive elements
(i.e., if c > 0 =⇒ µ > 0 and c < 0 =⇒ µ < 0). This, in
conjunction with the conditions surrounding (20), imply:∣∣Zes

∣∣>PZT−1
∣∣cCsBµ

∣∣− cµ>HΓB>
∣∣ev∣∣ = (24a)∣∣ev∣∣>PZT−1cCsBµ− cB>HΓB>
∣∣ev∣∣ ≤ 0, (24b)

where (24b) follows from the fact that ev = Zes and cCsBµ
is a vector with non-negative elements. Eqs. (24a) - (24b) allow
V̇ to be further simplified:

V̇ ≤
∣∣Zes

∣∣>PZT−1
∣∣CsZes

∣∣
− 1

2
e>s

(
T−1M + MT−1

)
es (25a)

≤
∥∥es∥∥2 · ∥∥MT−1

∥∥
2
·
∥∥CsZes

∥∥
2

−
∥∥MT−1

∥∥
2
·
∥∥es∥∥22 . (25b)

At this stage, note that (25b) is equivalent to an upper bound
on the the derivative of a Lyapunov function for an unforced
version of (19) (the bound being (42c)), which is described in
Appendix B, where M = Z>PZ. Proposition 2 in Appendix B
implies (25b) can be further simplified to V̇ ≤ −σ‖es‖22 ≤ 0,
where σ is a positive constant.

La Salle’s Invariance Principle [22] can now be applied to
show asymptotic stability of µ. As the equilibrium of (19) and
(21) is the origin, it is straightforward to verify that trajectories
confined to the set S = {es : ‖es‖22 = 0} imply µ = 0.
Therefore, it can be concluded that µ is asymptotically stable.

Asymptotic stability of (19) implies that s→ sr as t→∞.
The adaptation law of (21) implies that u will stop changing
when the voltages observed by the plant and the reference are
equivalent. This will occur once u has moved the measured
voltage of the plant into a regime where the unstable VV/VW
curves are generating constant power with respect to changing
voltages.

As a consequence of (20), satisfaction of Theorem 1 ne-
cessitates the construction of matrices P, H, Γp, and Γq
to ensure Λ is non-positive. Choices of Γp and Γq have
important implications for the deployment of the scheme
(e.g., whether the approach can be implemented locally and
without communication between controllers). To obtain a local
and communication-free implementation, it is necessary to
choose Γp and Γq to be diagonal. However, as (20) is a
function of the network topology and impedances (Z), the
Lipshitz constants of VV/VW controllers Cs, and the nodal
location of controllable direct power injection devices (B),
certain deployments of controllers in some networks may
prevent construction of a non-positive Λ. In the situation
where controllable direct power injection devices exist at every
node in G (in this case B = I2n×2n) then non-positivity of
Λ can be guaranteed as H can be chosen to be non-negative,
symmetric, positive definite, and sufficiently large.

B. Adaptive Voltage Bias

In this section, we consider an alternative strategy to
adaptive power injection/consumption whereby the system
of (12a) - (12b) is stabilized via introducing a bias term
into the measured voltage to “trick” non-compromised smart
inverters into operating in a stable region where the Lipschitz
constants of the VV and VW controllers meet the conditions of
Proposition 1. Biasing the voltage signal input to the VV/VW
controllers is accomplished via adding a term to the voltage
measured directly from the grid. This strategy is equivalent
to translating the VV/VW curves along their voltage axis,
similar to [18]. As the adaptation law only adjusts the input to
the VV/VW control functions, the strategy is compliant with
emerging DER standards for PV systems [1]–[3].

To begin, consider l photovoltaic smart inverters equipped
with adaptive voltage bias control located at a subset of nodes
in G (e.g., l ≤ n). Let w ∈ Rl×1 denote the collection of
voltage offsets, or biases, that will be added to the voltage
measurements input into VV/VW functions associated with
these controllers. The sparse matrix D ∈ Rn×l will determine
which bias terms in w will be added to inputs of VV/VW
controllers at nodal locations in G. D(i, j) = 1 indicates that
the adaptive bias at entry j in w will be added to VV/VW
functions at node i in G. As such each row and column of D
consists of all 0s with at most a single entry equal to 1. With
these definitions, the effect of voltage biasing on the dynamics
of (12a) - (12b) can be expressed as:

Tṡ = f(Zs + v̄ + dDw)− s, (26)

which has equilibrium:

0 = f(Zs∗ + v̄ + dDw∗)− s∗. (27)

Here the parameter d ∈ {−1, 1} indicates if the bias will
be positive (d = 1) or negative (d = −1) and w ∈ Rn×1
(without loss of generality) is the vector of bias magnitudes.
Note that this formulation implicitly assumes that all devices
participating in this control activity will bias the measured
voltages in the same direction. The following assumptions are
made regarding the forced and unforced equilibria of (15):

Assumption 5. The equilibrium of the unforced system of (26)
(Eq.(27) where w∗ = 0) is unstable.

Assumption 6. The equilibrium point of (27) is asymptotically
stable.

Assumption 5 implies that the unforced equilibrium lies in
a regime where the local Lipschitz constants of f(Zs∗ + v̄)
violate the conditions of Proposition 1. In light of Assumption
6, the term dDu∗ can be interpreted as a translation of the
VV/VW curves along the voltage axis that provide additional
active/reactive power injection/consumption that moves the
system voltages to a regime where the local Lipschitz constants
meet the requirements of Proposition 1.

Let φ = w −w∗. The system of (26) (henceforth refer to
as the plant) can then be expressed as:

Tṡ = f(Zs + v̄ + dDφ+ dDw∗)− s. (28)
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For this system, consider the following reference model:

Tṡr = f(Zsr + v̄ + dDw∗)− sr. (29)

Note that the plant and reference models have the same
equilibria (as φ∗ = 0). Define α = Zsr + v̄ + dDu∗ and let
es = s − sr denote the error between the power injected by
the plant and the reference models. The error dynamics can
then be expressed as:

Tės = f(Zes + dDφ+α)− f(α)− es. (30)

The following theorem establishes the adaptation law that
will drive φ to 0, hence stabilizing (30).

Theorem 2. Given the system of (28), the reference model
(29), and the associated error system of (30), suppose As-
sumptions 5 and 6 hold. Additionally, suppose that there exists
symmetric positive definite matrices P ∈ Rn×n, H ∈ Rl×l,
and Γv ∈ Rl×l. Define the matrix:

Θ = PZT−1CsD−DΓvH. (31)

Suppose now that Θ is non-positive (i.e., all elements are
less than or equal to 0). Finally, define ev = v − vr, where
v is defined in (12b), and vr = Zsr + v̄. Then the adaptation
law:

φ̇ = −dΓvD>
∣∣ev∣∣ , (32)

where the absolute value is applied element-wise, asymptoti-
cally stabilizes es.

Proof. The result can be proven via Lyapunov analysis. Note
that, ev = Zes and ėv = Zės. Consider the Lyapunov
function:

V =
1

2

(
(Zes)

>
PZes + φ>Hφ

)
. (33)

Noting the similar structure of (30) and (19), the remainder
of the proof proceeds identically to that of Theorem 1 (where
cBµ is replaced with dDφ).

Asymptotic stability of (30) implies that s→ sr as t→∞.
The adaptation law of (32) implies that w will stop changing
when the voltages observed by the plant and the reference are
equivalent. This will occur once w has moved the measured
voltage of the plant into a regime where the unstable VV/VW
curves are generating constant power with respect to changing
voltages.

Similarly to (20), as a consequence of (31), satisfaction of
Theorem 2 necessitates the construction of matrices P, H,
and Γv to ensure Θ is non-positive. The choice of Γv again
has important implications for the deployment of the scheme
(e.g., whether the approach can be implemented locally and
without communication between controllers). To obtain a local
and communication-free implementation, it is necessary to
choose Γv to be diagonal. However, as (31) is a function
of the network topology and impedances (Z), the Lipshitz
constants of VV/VW controllers Cs, and the nodal location
of VV/VW controllers with adaptive voltage bias control (D),
certain deployments of controllers in some networks may
prevent construction of a non-positive Θ. In the situation
where inverter resources at all nodes in G are executing voltage

bias control (in this case D = In×n) then non-positivity of Θ
can be guaranteed as H can be chosen to be non-negative,
symmetric, positive definite, and sufficiently large.

C. Implementation

As previously mentioned in Sections III-A - III-B, if Γp, Γq ,
and Γv are chosen to be positive definite and diagonal then the
adaptation laws of (21) and (32) admit a local implementation,
where individual elements of up, uq , and w rely only on
a single element of ev which corresponds to the node at
which the adaptive power injection or adaptive bias controller
is located within G. In other words up,i = −dγp,i|ev,i|, for
example.

While the implementation is local and communications
free, the individual adaptive power injection and adaptive bias
controllers still require the signal ev,i, which is the error
between node i voltage magnitude and a voltage reference,
given by vr,i. This reference voltage is fictitious and should
capture the behavior of the voltage at node i in the absence
of smart inverter-driven instabilities. As these instabilities
manifest as large oscillations, an extremely effective proxy for
the reference voltage is the low pass filtered node i voltage
magnitude. Proper low pass filtering of vi can remove all
traces of the instability resulting in a stable signal. Noting
that v and the signal produced by low-pass filtering of v have
the same equilibrium values, the error signal ev will become
approximately zero when v stabilizes.

Let ξi denote the low pass filtered voltage magnitude at
node i. Control laws for both adaptive power injection (active
and reactive) and adaptive voltage bias for an arbitrary node
i ∈ G are:

ξ̇i = τi
(
vi − ξi

)
(34a)

u̇p,i = −ciγp,i|vi − ξi|1εi (34b)
u̇q,i = −ciγq,i|vi − ξi|1εi (34c)
ẇi = −diγv,i|vi − ξi|1εi (34d)

1εi =

{
1 if |vi − ξi| > εi

0 else
(34e)

where 1εi is an indicator function that will prevent adaptation
for small differences between vi and ξi. The parameters τi,
γp,i, γq,i, and γv,i are positive scalars. Note that the adaptation
laws for adaptive power injection for both active and reactive
power and the adaptive voltage bias differ only by choice of
their respective scaling parameters: γp,i, γq,i, and γv,i.

The low pass filter time constant, τi, can be easily deter-
mined in practice using knowledge of the timestep of the
smart inverter VV/VW control loops or by observing the
frequency of the unstable oscillations in system voltages. As
the parameter ci dictates if active/reactive power is to be
consumed or injected for adaptive power injection controllers
and di determines the sign of the voltage offset for adaptive
voltage bias controllers, we recommend choosing c and d
according to a simple heuristic that can be implemented in
a distributed fashion. Choosing c = −1 and d = 1 when
the nodal voltage is greater than a pre-defined threshold
(vcrit = 1.0 p.u. for instance) and c = 1 and d = −1 when
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the nodal voltage is below the threshold will ensure that the
adaptation laws will lower voltage magnitudes if vi > vcrit and
will raise voltage magnitudes if vi < vcrit.

The proposed adaptive control scheme is designed to func-
tion as a supervisory controller operating on a slower timescale
than other fast acting power electronics-based controllers in
the system, e.g. STATCOM and SVR. This ensures that, in the
presence of these devices, there are no adverse interactions nor
do the proposed controllers impede their operation. Instead,
the proposed approach serves as an additional layer of control
that would help mitigate oscillatory instabilities in the absence
of these devices, or should these devices have insufficient
controllabiltiy.

IV. SIMULATION RESULTS

Simulation experiments were conducted on the IEEE 37
and the IEEE 8500 test feeders to verify the performance
of the adaptive control scheme in mitigating smart inverter-
driven voltage instabilities in three-phase unbalanced systems.
Let M denote the set of smart inverters in the feeder. In
these experiments, a subset of smart inverters with VV/VW
capability were issued new VV/VW curves steep enough to
violate the conditions of Proposition 1 and create an instability
in the form of large oscillations in system voltage magnitudes.
Denote this set as Mu ⊆ M, where the subscript u refers
to “unstable”. The goal of the adaptive bias control was
to dynamically adjust the voltage input into the VV/VW
functions of inverters in the set Ms ⊆ M. Adaptive power
injection control, instead, did not utilize inverters in Ms, but
rather increased reactive power consumption at nodes in Ms

to stabilize system voltages.
Both the adaptive voltage bias and adaptive power injec-

tion control strategies were separately tested in two different
scenarios. In Scenario 1 compromised smart inverters and
non-compromised smart inverters with adaptive controllers are
co-located at the same nodes in the feeder, or Ms = Mu,
(see Fig. 6). In Scenario 2 destabilizing smart inverters and
adaptive controllers are placed at different nodes in the feeder,
or Ms 6= Mu (see Fig. 7). Both figures depict the fraction
of smart inverters responsible for creating instabilities in red
(i.e.,Mu) and the remaining portion of smart inverters which
can be utilized for adaptive voltage bias control in green
(i.e., Ms). In all experiments, smart inverters had a peak
active power generation of 100% of the nominal load with
an additional 10% inverter over-sizing for reactive power
headroom. This oversizing is required to meet anticipated
reactive power capabilities at maximum active power output
and is consistent with a recent study demonstrating the benefits
for feeder hosting capacity [23]. An alternative implementation
to provide this reactive capability is by curtailing active
power generation when necessary to reserve headroom. The
analysis presented in this work is equally valid for both
implementations. Simulations were conducted in OpenDSS
with a timestep of 1 second. As described in Section III,
the proposed controller is intended to operate on a slower
timescale with respect to other fact-acting power electronic
devices that may be on the network. This assumption allows

the use of a quasi steady-state (QSS) approximate model when
carrying out simulations.

We utilize an intuitive filtering process to extract the “en-
ergy” associated with observed voltage oscillations. The filter
consists of the series connection of a high-pass filter HHP , a
signal square element (with positive gain c), and a low-pass
filter HLP , shown in Fig. 5. The output of the filter yi is a
non-negative value which becomes larger as the amplitude of
the oscillations in node i voltage (vi) increase. For proper
operation, the high and low-pass filter critical frequencies
should be chosen as to not attenuate oscillations resulting from
cyber-attacked inverters.

HHP (z) c · ()2 HLP (z)
vi ∆vi yi

Fig. 5: Block diagram of illustrating the filtering process used to
compute a measurement of the intensity of voltage oscillations.

We now present simulation results highlighting the perfor-
mance of the adaptive control scheme on the IEEE 37 node
feeder (Scenario 1 and Scenario 2) and the IEEE 8500 test
feeder (Scenario 1). Note that we do not explicitly compare
the performance of our controller to the approach undertaken
by Singhal et. al. [18] as in our simulations we assume that
a subset of PV devices are solely responsible for creating
instabilities and are not controllable. This renders the approach
approach in [18] ineffective in mitigating inverter-driven os-
cillations.

Simulation results for all feeders/scenarios are depicted in
Figs. 8 - 9, where distinct experiments are ordered column-
wise. In the figures, the first column shows results for Scenario
1 on the IEEE 37 node test feeder, column two shows results
for Scenario 2 on the IEEE 37 node test feeder, and column
three shows results for Scenario 1 on the IEEE 8500 test
feeder. Additionally, each column of Figure 8 depicts three
voltage timeseries from a select node and phase in each
respective feeder featuring a base case without adaptive control
(show in blue), the results from the application of adaptive
voltage bias (show in purple), and results from the application
of adaptive power injection (show in green). Directly under
each voltage timeseries subplot is an additional timeseries
showing the associated oscillation “energy” (i.e., y from Fig.
5). Figure 9 depicts feeder-wide statistics of y as a function of
simulation time for each separate feeder/scenario, for the base
case, adaptive voltage bias, and adaptive power injection. We
now discuss simulation results associated with each feeder/s-
cenario. Note that parameters of the adaptive controllers used
in these experiments can be found in Table I.
Scenario 1 - IEEE 37 Node Feeder: Simulation results for
the smart inverter deployment depicted in Fig. 6 are shown in
Fig. 8 column 1. In these experiments, at t = 100s, inverters
in the set Mu, which represent 30% of the inverter resource
at each node, were issued new VV/VW curves with steeper
non-zero segments, resulting in an instability. The voltage
magnitude at node 741 (phase C) without the presence of
any adaptive control and the associated oscillation energy are
shown subplots 1-2 of Fig. 8 column 1. The subplots 3-4
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depict node 741 phase C voltage magnitude when inverters in
Ms utilize adaptive voltage bias and the associated oscillation
energy. Subplots 5-6 depict node 741 phase C voltage when
adaptive (reactive) power injection is employed at nodes where
inverters in Ms are located and the associated oscillation
energy. Both control strategies mitigate the oscillations within
approximately 80 seconds of the onset of the instability. The
results in Fig. 9, column 1, indicate that both the adaptive
power injection and the adaptive voltage bias controllers
mitigate oscillations at all nodes in the system.

∞

799

701

702

705

712

742 713 704

714

718

720

706

725

707

724

722

703
727744

728

729

730

709

731

775

708732

733

734

710

735

736

737 738 711

741

740

Fig. 6: IEEE 37 node test feeder with smart inverters from the sets
Ms (with normalized capacity represented by green) and Mu (with
normalized capacity represented by red) co-located at the same node
(Scenario 1).

Scenario 2 - IEEE 37 Node Feeder: Simulation results for
the smart inverter deployment depicted in Fig. 7 are shown in
Fig. 8 column 2. In these experiments, at t = 100s, inverters
in the set Mu, which represent approximately 30% of the
capacity in the system, were issued new VV/VW curves
with steeper non-zero segments, resulting in an instability.
The voltage magnitude at node 741 (phase C) without the
presence of any adaptive control and the associated oscillation
energy are shown subplots 1-2 of Fig. 8 column 2. The
subplots 3-4 depict node 741 phase C voltage magnitude
when inverters in Ms utilize adaptive voltage bias and the
associated oscillation energy. Subplots 5-6 depict node 741
phase C voltage when adaptive (reactive) power injection is
employed at nodes where inverters in Ms are located and the
associated oscillation energy. Both control strategies mitigate
the oscillations within approximately 100 seconds of the onset
of the instability. The results in Fig. 9, column 2, indicate that
both the adaptive power injection and the adaptive voltage bias
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Fig. 7: IEEE 37 node test feeder with smart inverters from the sets
Ms (with normalized capacity represented by green) and Mu (with
normalized capacity represented by red) located at different nodes
(Scenario 2).

controllers mitigate oscillations at all nodes in the system.

Scenario 1 - IEEE 8500 Node Feeder: Simulation results
for the smart inverter deployment on the IEEE 8500 feeder
(Scenario 1) are shown in Fig. 8 column 3. In these
experiments, at t = 100s, inverters in the set Mu, which
represent 30% of the inverter resource at each node, were
issued new VV/VW curves with steeper non-zero segments,
resulting in an instability. The voltage magnitude at node
337668b0a (phase A) without the presence of any adaptive
control and the associated oscillation energy are shown
subplots 1-2 of Fig. 8 column 3. The subplots 3-4 depict node
337668b0a phase A voltage magnitude and the associated
oscillation intensity when inverters in Ms utilize adaptive
voltage bias. The subplots 5-6 depicts node 337668b0a
phase A voltage and the associated oscillation intensity when
adaptive reactive power injection is employed at nodes where
inverters in Ms are located. Both control strategies mitigate
the oscillations within approximately 60 seconds of the onset
of the instability. The results in Fig. 9, column 3, indicate
that both the adaptive power injection and the adaptive
voltage bias controllers mitigate oscillations at all nodes in
the system.

V. DISCUSSIONS

This paper explored the use of adaptive control to manage
a) smart inverters with Volt-VAR and Volt-Watt capabilities
and b) devices capable of direct power injection (such as
battery storage systems) to mitigate oscillations in the electric
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Fig. 8: Column 1: Node 741 (phase C) voltage during simulation experiments in the scenario depicted in Fig. 6 (Scenario 1). Column 2:
Node 741 (phase C) voltage during simulation experiments in the scenario depicted in Fig. 7 (Scenario 2). Column 3: Node 337668b0a
(phase A) voltage during simulation experiments in the IEEE 8500 node feeder in Scenario 1. The shaded red region shows the period of
the timeseries where a portion of smart inverters at each node have been issued unstable VV/VW control curves.

TABLE I: Adaptive Controller Parameters for both Adaptive Voltage
Bias and Direct Power Injection Experiments.

Parameter 37 - Scn.1 37 - Scn.2 8500

τi (low pass filter time constant) 0.1 0.1 0.1
ci, di (sign of power injection and bias) -1, 1 -1, 1 -1, 1

γi, γq,i (adaptation gains) 0.1, 20 0.2, 50 0.2, 1
εi (adaptation threshold) 10−4 10−4 10−4

grid voltages introduced by portions of smart inverters with
unstable VV/VW functions. Control of smart inverters with
Volt-VAR and Volt-Watt control is accomplished via intro-
ducing an offset into the voltage magnitude that is input into
VV/VW functions. Control of devices capable of direct power

injection is accomplished via issuing new active/reactive power
injection setpoints. In both cases, the adaptation law increases
the voltage offset or power injection until system voltages
are driven into regions where the local Lipschitz constants
of destabilizing smart inverters are within stability limits, thus
mitigating the oscillations in grid voltages. Simulation results
show the effectiveness of the approach in managing smart
inverters in unbalanced distribution systems. We have tested
the approach under a variety of different solar profiles and
times of day (e.g., morning, noon, mid afternoon) and found
no appreciable differences in the performance of the adaptive
control scheme.

The adaptation law is driven by the absolute value of the
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Fig. 9: Column 1: Oscillation energy during simulation experiments in the scenario depicted in Fig. 6 (Scenario 1). Column 2: Oscillation
energy during simulation experiments in the scenario depicted in Fig. 7 (Scenario 2). Column 3: Oscillation energy during simulation
experiments in the IEEE 8500 node feeder in Scenario 1. The shaded blue region shows the 25th and 75th percentile of oscillation energy
across all nodes. The shaded red region shows the period of the timeseries where a portion of smart inverters at each node have been issued
unstable VV/VW control curves.

error between the unstable voltage magnitude and a stable
voltage reference signal. Although this reference signal is
fictitious, an extremely effective proxy for the reference is the
low pass filtered nodal voltage. The error between the voltage
magnitude and the low pass filtered voltage “reference” will
be approximately 0 once the instabilities are mitigated. There-
fore, the proposed method constitutes an essential mechanism
for online, decentralized, and model-free mitigation of smart
inverter-driven instabilities immediately after these instabilities
manifest in the system.

Given the simplicity of implementation of the proposed
adaptive control scheme, in the future we plan to look for
opportunities to test the approach in hardware-in-the-loop
experiments.

APPENDIX

A. Smart Inverter Stability Criterion

The following proposition ties the stability of (13) to the
system impedances, Z, and Cs.

Proposition 1. Let M ∈ R2n×2n be a positive definite and
symmetric matrix. The system of (12a) is asymptotically stable
if:

− λ+ λ‖CsZ‖2 ≤ 0, (35)

where λ = λmin(MT−1) and λ = λmax(MT−1).

Proof. Noting the equilibrium s∗ of (12a) is

0 = f(Zs∗ + v̄)− s∗, (36)

define the shifted set of coordinates ∆s = s − s∗ which
translate the equilibrium to the origin. The dynamics in the
new coordinate system are:

T∆ṡ = f(Z∆s + Zs∗ + v̄)− f(Zs∗ + v̄)−∆s. (37)

Let α = Zs∗ + v̄. Using the Lyapunov function V =
1
2∆s>M∆s, the derivative of the state trajectories of (37)
along V are:

V̇ = ∆s>MT−1
(
f(Z∆s + α)− f(α)

)
− 1

2
∆s>

(
T−1M + MT−1

)
∆s (38a)

≤
∥∥∆s

∥∥
2
·
∥∥MT−1

∥∥
2
·
∥∥f(Zes + α)− f(α)

∥∥
2

−
∥∥MT−1

∥∥
2
·
∥∥∆s

∥∥2
2

(38b)

≤
∥∥∆s

∥∥
2
·
∥∥MT−1

∥∥
2
·
∥∥CsZ∆s

∥∥
2

−
∥∥MT−1

∥∥
2
·
∥∥∆s

∥∥2
2

(38c)

≤
(
−λ+ λ

∥∥CsZ
∥∥
2

) ∥∥∆s
∥∥2
2
, (38d)

where (38c) follows from the fact that f is a Lipschitz
nonlinearity with Lipschitz constant Cs.

B. Supporting Analysis for Theorems 1 & 2

Consider the smart inverter voltage measurement and power
injection update dynamics given by:

Tṡ = f(Zs + v̄ + m∗)− s, (39)

where m∗ is a constant vector. Assume that the system
equilibrium lies in a region where the local Lipschitz constants
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of the inverter VV and VW functions meet the stability criteria
of Proposition 1 (i.e. Assumption 4 holds). Consider a system
with equivalent dynamics but different states:

Tṡr = f(Zsr + v̄ + m∗)− sr, (40)

Let es = s − sr denote the error between the two models
(39) - (40). The error dynamics can now be expressed as:

Tės = −es + f(Zes + Zsr + v̄ + m∗)

− f(Zsr + v̄ + m∗). (41)

Proposition 2. Given the systems (39) - (40), and the as-
sociated error system of (41), consider the function V =
1
2e>s Mes, where M is positive definite and symmetric. If
Assumption 4 holds for (39) - (40), then V̇ is negative definite.

Proof. Let α = Zsr + v̄ + m∗. The derivative of V is:

V̇ = e>s MT−1
(
− es + f(Zes + α)− f(α)

)
(42a)

≤
∥∥es∥∥2 · ∥∥MT−1

∥∥
2
·
∥∥f(Zes + α)− f(α)

∥∥
2

−
∥∥MT−1

∥∥
2
·
∥∥es∥∥22 (42b)

≤
∥∥es∥∥2 · ∥∥MT−1

∥∥
2
·
∥∥CsZes

∥∥
2

−
∥∥MT−1

∥∥
2
·
∥∥es∥∥22 (42c)

≤
(
−λ+ λ

∥∥CsZ
∥∥
2

) ∥∥es∥∥22 (42d)

where λ = λmin(MT−1) and λ = λmax(MT−1).
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