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Abstract

This report describes the results of a project supported by California Partners for Advanced Transit
and Highways (PATH). The main objective of the project was to develop and demonstrate a triple
redundancy navigation system incorporating magnetometer, inertial, and carrier phase differential Global
Positioning System (GPS) measurements. The motivating application for this project was lateral vehicle
control. Therefore, the system was design to operate reliably whether or not GPS and magnetometer
measurements were available. The navigation system provides vehicle position, velocity, acceleration,
attitude, heading, and angular rates at 150 Hz with accuracies (standard deviation) of 1.5 cm, 0.8 cm/s,
2.2 cm/s/s, 0.03 deg, 0.1 deg, and 0.1 deg/s. This navigation state vector was processed to produce
a control state vector at approximately 30 Hz. This triplicate redundancy navigation system reliably
demonstrated lateral vehicle control in the following situations: both GPS and magnetometer aided
INS, GPS aided INS, magnetometer aided INS, and switching between GPS and magnetometer aiding
of the INS at random times. The control demonstrations involved basic trajectory following as well as
trajectory relative maneuvering (i.e., tracking sinusoidal perturbations and performing lane changes).
These trajectory relative maneuvers were performed at arbitrary locations along the trajectory.



Executive Summary

The objective of this project was to achieve the navigation performance and reliability necessary for
automated vehicle control by designing, analyzing, developing, and evaluating an integrated sensing system
involving magnetometer and GPS aided INS. A key motivation for the project is the fact that no single
sensing system would be capable of achieving the high level of reliability required for successful AVCSS im-
plementation; therefore, information from a suite of sensors must be fused, with appropriate fault detection
logic, to achieve the necessary level of reliability. The entire project was a 20 month effort with the resulting
integrated navigation system demonstrated within the PATH AVCSS. The navigation system provides vehi-
cle position, velocity, acceleration, attitude, heading, and angular rates at 150 Hz with accuracies (standard
deviation) of 1.5 c¢cm, 0.8 cm/s, 2.2 cm/s/s, 0.03 deg, 0.1 deg, and 0.1 deg/s. This triplicate redundancy
navigation system reliably demonstrated lateral vehicle control in the following situations: both GPS and
magnetometer aided INS, GPS aided INS, magnetometer aided INS, and switching between GPS and magne-
tometer aiding of the INS at random times. The control demonstrations involved basic trajectory following as
well as trajectory relative maneuvering (i.e., tracking sinusoidal perturbations and performing lane changes).
These trajectory relative maneuvers were performed at arbitrary locations along the trajectory. This project
leveraged previous PATH research efforts including the carrier-phase differential GPS-aided INS developed
by UCR under MOU 292, the demonstration and evaluation results and experience of MOU 374, and the
magnetometer and vehicle control experience of the PATH researchers. The project was a collaborative effort
between PATH and UCR researchers.
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1 Project Introduction

Automated vehicle position control systems for an AHS require both a means for determining vehicle position
and a means for affecting the vehicle position [18, 30]. This project focused on the accurate determination
of the vehicle state, which includes the vehicle position.

The vehicle position may be determined in either relative (e.g., position relative to nearby known point)
or absolute (e.g., latitude, longitude, altitude) coordinates. A variety of reference positioning systems have
been considered: embedded wires [7, 17, 18], embedded magnets [30, 38], radar [18, 26], vision [9, 8, 24, 20,
27, 29, 31], INS and DGPS technology [10, 11, 33, 34, 35, 36, 37]. This effort has focused on research to
develop, analyze, and demonstrate a magnetometer and DGPS aided INS with accuracy (cm’s), sample rate
(> 25 Hz), and latency (< 0.01 s) sufficient for vehicle control.

Taken independently, any positioning system of interest has advantages and disadvantages. The strongest
criticism of any of the individual sensing techniques is that it is susceptible to a single point failure. Therefore,
no single reference system can supply adequate reliability and availability to ensure safe longitudinal and
lateral control. However, used jointly (with effective sensor fusion and fault detection techniques) the overall
performance and reliability of the system can be significantly improved by a sensor suite including at least
three sensors each with a different operating principle.

Consider, for example, a system incorporating an embedded magnet reference system (EMRS), DGPS
positioning, and an Inertial Navigation System (INS). A desired path would be specified in global coordinates
to pass through the locations of the embedded markers that specify an automated lane (see Section C.1). The
INS would provide estimates of vehicle state and position relative to the desired trajectory (see Section C.2)at
a rate high enough to satisfy control system requirements, even though the EMRS and GPS measurements
occur at a slower rate. While near the desired trajectory, the three available redundant estimates of vehicle
position relative to the desired path would allow effective fault detection and isolation. When the vehicle
was significantly off the desired trajectory (e.g., lane changing, entering/leaving a platoon, initialization,
disturbances), where the EMRS losses accuracy, the DGPS and INS systems would still provide the accurate
position information necessary to complete the maneuver of interest. In addition, knowledge of global vehicle
position would facilitate both the process of negotiating maneuvers with neighboring vehicles and the process
of determining relative vehicle position and velocity. In situations where the GPS signals are temporarily
blocked, the EMRS aided INS would continue to provide accurate lateral position information for vehicle
control (see Section 4.1).

The project scope, objectives, and motivation are described in the following section. Subsequent sections
describe the methodology, performance analysis, and results. The appendices provide detailed informa-
tion about the INS, GPS, and control calculation methods. This report describes both the magnetome-
ter/DGPS/INS approach and results that are the specific objectives of this research effort and a two antenna
DGPS aided INS system that was implemented as a portion of the Ph.D. research of a student working on
the project. The only reason that the two systems were not jointly implemented is that the project computer
did not have enough serial ports available. As the analysis and experimental results show, either system can
measure the position to cm accuracy and the vehicle attitude, including heading, to better than 0.1 degree.

2 Project Scope and Objectives

2.1 Scope

This project developed an integrated carrier phase differential GPS/magnetometer /INS navigation system.
The system was designed to overcome the limitations of each independent sensing system. In addition, the
system was designed to achieve the triplicate sensor redundancy necessary for the reliable level of performance
required for successful commercialization. The scope of this project includes design, analysis, implementation,
and evaluation of the integrated system.

2.2 Motivation
The integrated carrier phase differential GPS/magnetometer/INS system has several distinct advantages:

High-Sample Rate - Inclusion of the INS system provides state variable estimates at 150 Hz, significantly
faster than the magnetometer or GPS systems could alone. The sample rate is also independent of
vehicle velocity and independent of the availability of magnetometer or GPS measurements. The higher
sample rate allows higher bandwidth vehicle control, as may be required for emergency maneuvering.



Triple Redundancy - Safe vehicle operation will require the ability to detect, isolate, and accommodate
sensor failures. Reliable sensor fault isolation requires triplicate redundancy. No single sensing system
will be capable of providing the integrity necessary for reliable vehicle control over a highway system.

Preview Information - Implementation within a global coordinate system (such as the WGS 84 system
of GPS) enables detailed trajectory information (e.g., curvature, super-elevation, velocity profiles,
entrance/exit trajectories) to be stored and available onboard the vehicle. The availability of this
information enables accurate anticipation of the reference trajectory without differentiation of the
on-line measurements.

Forward Projection - Projection of the control state in advance of the vehicle (equivalent to lead control)
is dependent on accurate knowledge of the future trajectory and the current trajectory-relative vehicle
heading and heading rate. Two techniques to accurately determine vehicle heading are discussed
herein. This information will be attained from the proposed integrated navigation system without
differentiation, resulting in improved signal quality; hence, more accurate forward projection.

Reduced Infrastructure Cost - Since the proposed integrated navigation system sensor suite provides
redundant sensor information, it should be possible to increase the magnet spacing and reduce the
number of magnets used per mile in regions where the highway has a clear view of the sky, thus
reducing overall infrastructure cost. Alternatively, the magnetometers will be spaced closely (1.2 m) in
areas (e.g., valleys or tunnels) where reception of at least 4 independent GPS satellite signals cannot
reliably be expected. This combined approach achieves increased overall system reliability at lower
infrastructure cost.

Richer State Information - The integrated system not only provides off-track position information, but
also provides additional variables for high performance vehicle control (e.g., position, velocity, accel-
eration, attitude and angular rates). This information not only allows improved control in normal
operation, but may be necessary in more demanding emergency situations.

Advanced Maneuver Capability - The integrated navigation system reliably calculates the trajectory
relative vehicle state information regardless of the vehicle distance from the trajectory. This capability
enables closed loop advanced (e.g., lane changing, AHS entry and exit, platoon merging) and emergency
maneuvering (e.g., interrupting an advanced maneuver).

Lane Departure Warning - Since the integrated navigation system will maintain an accurate estimate of
the trajectory-relative vehicle state (independent of off-track distance), lane departure can be accurately
and reliably predicted. Therefore, in the interim period prior to highway automation, the integrated
system would serve as a reliable lane departure warning system.

2.3 Objectives

This project had the following main objective: to develop, analyze, implement, and evaluate an integrated
GPS and magnetometer aided INS for AVCSS. This objective integrated and further developed results
of previous PATH research to achieve the reliability and robustness necessary for successful commercial
applications. Although either the GPS/INS or magnetometer based navigation system is capable of achieving
the performance and capabilities desired for AVCSS, neither by itself could achieve the high level of reliability
(i-e., triplicate sensor redundancy) necessary to field a successful commercial system.

3 Methodology

Figures 1 and 2 show the block diagrams of the magnetometer/GPS/INS and two antennae differential
carrier phase (DCP) GPS/INS. This implementation is referred to as a complementary filter [3]. The Inertial
Measurement Unit (IMU) outputs are processed by the INS. Since the INS is an integration process, the
outputs of the INS can be accurately modeled as the actual state plus a predominantly low frequency error
(see Appendix B.2 and B.3). The INS outputs are processed to provide estimates of the differential GPS
pseudorange, Doppler, magnetometer and integer resolved phase DCPGPS measurements. The differences
between the estimated and measured signals contain two noise components—the predominantly low frequency
INS component and the predominantly high frequency magnetometer or GPS component. The frequency
content of each noise component can be accurately modeled. The objective of the state estimation design
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Figure 1: Complementary Filter for the Magnetometer/DCPGPS/INS System Integration

is to attenuate the magnetometer or GPS measurement noise and provide accurate estimates of the INS
residual states. Therefore, the state estimator has a predominantly low pass characteristic. Subtracting
the estimated residual state estimates from the INS states, in a well designed system, produces an accurate
estimate of the navigation states. As shown in Figures 1 and 2, the complementary filter was implemented
in a feedback form.

In the complementary filter approach, the INS is the primary navigation system which calculates the
navigation states at a high rate for control, guidance, and navigation functions. The magnetometer or GPS
aiding information is used when it is available and satisfies conditions designed to verify the proper sensor
operation. When such aiding sensor information is not available or judged inaccurate, the INS continues
its normal (unaided) operation. During either aided or unaided operation, the error covariance matrices
propagated within the state estimation approach predict the accuracy of the state estimates. Such measures
of the navigation accuracy are useful in higher level reasoning loops.

The main advantages of the complementary filter approach selected for this implementation are:

1. High rate INS navigation outputs are available without latency regardless of the availability and latency
of the magnetometer or GPS aiding information;

2. Inputs to the Kalman filter can be accurately and properly modeled as stochastic processes, as appro-
priate for the technique [3];

3. Computationally intensive Kalman filter covariance propagation equations can be implemented at a
low update rate even though the navigation state is calculated at 150 Hz.

Corresponding to the complementary filter of Figures 1 and 2, differential GPS is discussed in Appendix
A, the magnetometer is discussed in [38], and the INS and its error states are discussed in Appendix B. The
complementary filter implementation is detailed below.

3.1 INS

The INS operates in the fixed tangent frame at 150 Hz. The origin is fixed at the location of the base station
antenna phase center. The navigation states include: north, east, and vertical (down — positive) positions in
m; north, east, and down velocity in m/s; roll, pitch, and yaw angles in rad; platform frame gyro drift rates
in rad/s; and platform frame accelerometer bias in m/s%. The navigation error states are identical with the
navigation states with the exception of the attitude errors. The attitude errors are estimated in the tangent
frame as the north, east, and down tilt errors. This section discusses and analyzes the system integration
and data fusion methodologies.
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Figure 2: Complementary filter for the two antennae integer-resolved DCPGPS/INS.

3.1.1 Continuous time model

To implement the complementary filter discussed above, an extended Kalman Filter is used. The residual
error state estimation is implemented based on the linearized error dynamics presented in eqn. (102). The
outputs of the INS system serve as the reference trajectory around which the system residual error equations
are linearized. The fifteen residual states are

op
ov
ox =1 dp (1)
Xa
Xg

with three position residual states in tangent frame, three velocity residual states in tangent frame, three
rotation error angles, three accelerometer bias states and three gyroscope bias states. Eqn. (102) is the
continuous time linearized INS error dynamic equation. The discrete time implementation of the Kalman
filtering requires a discrete time state propagation matrix, ®, and a discrete time process noise covariance
matrix, Qq. Appropriate expressions for these two quantities are discussed in the following subsection.

3.1.2 Calculation of discrete time state transition matrix and process noise covariance matrix

The discrete time state transition can be described as

0Xpt1 = P(rt1)Type kT,pe) 0Kk + Wa(k) (2)
with covariance propagation
Pk+1 = é((k'f'l)TgPs’kTgPS)PkQZ(IEk'Fl)TgpsvaQPS) + Qdk' (3)

For best performance, these variables should be calculated online [13], as they depend on the measured
specific force vector, the body to tangent frame rotation matrix, and the geodetic latitude as specified in
eqn. (99). For the linearized error dynamics of eqn. (102), the terms F.,, F,,, F,p, and F,, are all small
(< 107%) and will be neglected in the calculation of ®.

By setting the specified terms to zero and expanding the power series of e = I+ Ft + (Ft)?.._, the



following equation results

I FpTo $FpFo T3 tF,Fy F o T8 1F,Fo 17
0 I F,,T» 1F,,Fp T3 Fo,.To
®4iy=]0 O I F,, 1> 0 ) (4)
0 o0 0 I 0
0 o0 0 0 I

with F,y = F,, = Reat, and Fp,, Fy, as defined in Section B.2.
Using the properties of state transition matrices,

B kThpe) = Pltnstn1) P (bns kTope) (5)

where @, .y is defined in eqn. (4) with F,,, F,; and F,, being the values averaged over the time interval
[tn,tn-1) and ®(; _, 7,,.) calculated from previous iterations by eqn. (4) and eqn. (5). The calculation
of eqn. (5) is initialized with @7, . r1,,,) = I and iterated over the interval of time propagation to yield
B (k41)T,p0 kType)- At T = (k+1)T,,, the state error covariance is propagated by eqn. (3).

The discrete time process noise covariance for the [kTy,s, (k + 1)Ty,s) interval is defined by

(k+1)Typs T

Qa = / (41 Typs ) RO B (1) Ty t) B (6)
kTgps

where Qy) is the continuous time process noise covariance matrix. This integral can be approximated as

N
Qdk - Zq}(ti"'l’ti)Q(t")@ai—o—hti)dTi (7)
1

where t, = kT,ps, tn = (k+ 1)Typs, dT; = ti41 — t; and 31 dT; = T,p,. For the present implementation,
dT; = 0.067s and

Q O0 O 0 0
0 Q 0 0 0
Q= 0 0 Q 0 0 (8)
0 0 0 Qu O
0 0 0 0 Qu
with
QP = diag(af,, 0—27 012)7 )a
Q, = RuZiRjy,
Q, = R Ry,
di = diag(o—gdaagdaagd)a
Qua = diag(Ugd,UZd,O'Zd)-
In above,
op = 1x107° m/s/VHz,
o, = 22x102m/s*/VHz,
oy = 22x107° rad/s/VHz,
o0ga = 2.2x107° (rad/s/s)/VHz,
Oad = 2.0x107* (m/s/s/s)/VHz;
and since ¥, = 0,1 and ¥; = 0,1 in these equations,
Rv2t212;Rszt = Ung%IRvT% = 012)1: 9)
RouZiRy,, = o.RyIRy,, = ool (10)



3.2 Magnetometer and GPS aided INS

There are two magnetometers on the vehicle. The front and rear magnetometers measure the front and rear
off-trajectory distances, when the trajectory is defined by a trail of magnets embedded in the roadway. The
INS measures the vehicle position, velocity and attitude in the tangent frame. The INS states are used to
predict the magnetometer measurements. The residual between each magnetometer measurement and the
INS estimate is useful for INS calibration. This section describes the theory and methodology of integrating
the magnetometers with the INS for situations where the magnetometers and the INS are not co-located.
The analysis of Section 4.1 shows that this approach allows full attitude determination even with a single
magnetometer.

The raw measurement of a magnetometer is sensitive to two types of interference [38]: the earth magnetic
field, and high frequency magnetic noise generated by the engine. In addition, if the goal is to use the
magnetometer to measure horizontal distance to a magnet, then the change in magnetometer reading due to
vertical motion of the vehicle would be considered as error. The PATH magnetometer system compensates
each of these three error sources [38].

In field tests of the PATH magnetometer application, a series of 2.5 cm diameter and 10 cm long ceramic
magnetic bars were buried vertically in the test track. Each magnetic bar provides a 20 cm to 50 cm
radius M-field. Tests and experiences show that the PATH magnetometer is able to reliably read the vehicle
deviation independent of variations in the height. The accuracy of the measurements is high (< 2 cm) and
its latency is low (2-6 ms) due to fast data processing. No problems were encountered in tests at speeds up
to 135 km/h (85 MPH).

The following sections present the equations that the INS will use to predict the magnetometer measure-
ments and that the EKF will use to estimate the INS calibration errors.

3.2.1 Magnetometer off-trajectory distance model

Figure 3 shows the geometry and defines terms necessary for the derivation of the model of the magnetometer
measurement, of the off-trajectory distance. Since the PATH magnetometer is designed to be relatively inde-
pendent of variations in the height the measurement model is only affected by horizontal position errors. Let
Pm(Zm,ym) and Pr(x¢,y:) denote the true magnetometer position and the position of the corresponding
nearest point on the trajectory. Let P (&m,9m) and Px(zx,y») denote the INS calculation of the mag-
netometer position and the position of the corresponding nearest point on the trajectory. Hy, is the unit
vector pointing from P (2, yt) t0 Pum(Zm,ym), which is normal to the trajectory. Due to ||f’m —Pul|
being small, the segment (P, — P) is tangent to the trajectory, and the vector (P, — P)) is parallel to
H,,. V is the unit vector pointing from Pt (z;,4:) to Px(zx, yx), which is tangent to the trajectory. Hence,
H,, and V are orthogonal.
The magnetometer off-trajectory distance calculated by an INS collocated with the magnetometer is

d = |[Pm—P, (11)
Hm(f)m - P)\)
Hiy(Pm — Pr) + Hi(Pm — Pr) + Hi (P — P))

= Hm(Pm —Pm) + [[Pm — P (12)

Il

with Hy(Pr — P)) « —H,;,,V = 0 due to Hy, and V being orthogonal. The magnetometer measured
off-trajectory distance is

d=||Pm—Pr|[+n (13)
with n being the measurement noise. Therefore, the residual measurement equation is
od = d—d (14)
= Hu(Pm—Pn)+n
_ 0T,
= Hm[ Sym ] +n (15)
with
_ (Tm —x1) (Yym —yt)
Hpm = [ V@m—2)2+Ym—)2 A (@m—2¢)2+(Ym—y1)? ]pm(mm,ym)mf’m(fcm,ﬂm)' (16)
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Figure 3: Geometry of the magnetometer off-trajectory calculation. Py, denotes the true magnetometer
location. P,, is the magnetometer position calculated by the INS. Pyt and P are the nearest points to P,
and P,, on the trajectory. H and V are the normal and tangent to the trajectory at Pr.

This analysis shows that the residual magnetometer measurement contains information useful for correct-
ing the position estimate in the direction normal to the trajectory. This is extremely desirable since it allows
an integrated magnetometer/GPS/INS approach to overcome a difficulty of the magnetometer approach as
well as a difficulty of the GPS/INS approach. In the situations where some GPS signals are blocked, the
blocked signals are usually those from satellites in the direction lateral to the trajectory (i.e., Hy,). This is
true for example in urban canyons formed by trees or buildings. In such situations, GPS can calibrate the
INS error tangent to the trajectory (i.e., arc length), but not the INS error lateral to the trajectory. The
magnetometer has the reverse characteristics. The above analysis shows that when lateral GPS signals are
blocked, the magnetometer and GPS calibrate complementary portions of the INS error.

Note that knowledge of the magnet locations is not required for implementation. The INS predicts the
magnetometer off trajectory distance using eqn. (11). This calculation is identical to the control state
calculation of d described in Appendix C. As long as the magnetometer system supplies a time tagged
measurement, the INS can calculate the magnetometer off trajectory distance without knowledge of the
magnet location.

3.2.2 On-vehicle magnetometer configuration

The GPS/INS and magnetometer configuration is shown in Figure 4. There are two magnetometers on the
vehicle. One on the front and one on the rear bumbers. The light lines are the outline of a box enclosing
the vehicle chassis and the wide dotted lines indicate the offsets from G to S¢ and S, in body frame. In the
body frame, G denotes the GPS/INS effective position, S¢ denotes the front magnetometer position and S,
denotes the rear magnetometer position. In the body frame, the sensor offset vectors are

Iy —I,
[Sf—G]P=| —d Sy —G’=| —d (17)
h h

where [; is the distance between G and S¢ along the x — azis of the body frame, I, is distance between G
and S, along the z — axis of the body frame, d is the distance between G and either magnetometer along
the y — axis of the body frame, and h being the distance between G and either magnetometer (S¢ or S;)
along the z — axis of the body frame. We have assumed that the vector from S¢ to S, is parallel to the
z — axis of the vehicle body frame. This assumption is not necessary for the theory of the approach to work.
It is (approximately) true in this application of the approach.
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Figure 4: Configuration of the magnetometers and INS on the vehicle chassis. The light lines are the outline
of a box enclosing the vehicle chassis. The INS effective position is indicated by G. The front and rear
magnetometer positions are indicated by Sy and S;, respectively. The wide dotted lines indicated the offsets
from G to Sy and S, in body frame.

Denoting the tangent frame coordinates of the GPS/INS, the front magnetometer and the rear magne-
tometer as G = (z,y,2), S¢ = (zf,yy, 2¢) and S; = (@r,yr, 2,), respectively, yields the following equations:

.'Ef x lf i

yr | = | y | +Reze | —d (18)
| 25 z h ]
[z, x -1, ]

yr | =y | +Reat | —d (19)
L ?r z h i

with Rep¢ being the rotation matrix from the vehicle body frame to the tangent frame. The INS uses these
equations to predict the tangent plane positions of each magnetometer. With G = (Z,9, 2), S¢ = (Z7,9y5,2f)
and S, = (&, ¥r, 2r), the equations are

& & A I
9 | = | 9 | + Rt | =d |, (20)
Zr | 2 ] | h
Zp ] [ & ] R .
Gr | =1 9 | +Ree | —d (21)
Zr | | 2 ] | h

where f{bgt is the INS estimate of Ryo;. These matrices are related by
Rpze = (I — [px])Rpat + h.o.t.'s (22)

with [px] being the skew-symmetric matrix formed by the small rotation angle error vector p = [en, €, €en]?,

0 —€p €
[pX] = €D 0 —€N . (23)
—€E €N 0

The matrix [px] is the correction that is required to align the calculated tangent frame to the true tangent
frame. One of our objectives is to estimate p.



Subtracting eqn. (20) from eqn. (18) and eqn. (21) from eqn. (19), substituting in eqn. (22), and
rearranging yields

[ 0z oz X Iy N,

oys | = | 0y | +px]Rpae | —d | + | ny, (24)
| 0zy 0z h | Nz |
[ 5z, ox . 1| ng, |

dyr | = | 0y | +[px]Rpar | —d | + | ny, (25)
| dz, 0z h | nz, |

where 0§ = £ — é denotes the error between actual and calculated quantities and ng is the error due to
linearization. Define

ALl I
Aj% | =Rpy | —d
o
AZ 7 h
and
A.’i'f, R _lr
Agt | =Rpo | —d
Azt h

Note that these vectors can be calculated online by the INS. The linearized equations relating the INS errors
to the error in the calculated magnetometer positions are then

[ oz ] [z ] [ ({ —-AZ AQ} eN N,

Sy = oy | — | Az} 0 —Azh ee |+ | ny, |, and (26)
| Ozp | | 0z | i —Ag‘} Afs‘} 0 €D Nz,
[ 6z, ] 6z ] [ 0 Azt Ag €N Nz,

8yy = dy | — | Az 0 -Azt e |+ | ny |- (27)
| 0z | | 0z | | —Agh At 0 €D ns,

The following subsection extends this analysis to relate the INS state error to the residual magnetometer
measurement error.

3.2.3 Magnetometer measurement and its linearized equation

Let Pt.(z¢,,y¢,) be the nearest point to S on the trajectory. Let Pt (2,,y:,) be the nearest point to S,
on the trajectory. The off-trajectory distance measurements of the front and rear magnetometers are

dy = \/(mf —4,)? + (Y — ye,)? + g (28)

dr = \/(mr - mtr)Q + (yr - yt,-)2 + nrl (29)

where n f’ and n, denote the front measurement noise and the rear measurement noise, respectively. Lin-
earizing eqns. (28) — (29) at S¢ = (Z¢, 9y, 2f) and Sy = (&, Jr, 2), following the approach of Section 3.2.1,
yields the following linear equations:

6d; = dy —dy

= Hs [ g;; ] +hot!s+ng (30)
8d, = dp—d,

= H, { gay:: ] +hot!s+n, (31)

where h.o.t.'s represents the higher order terms in the expansion,

(wy—@s;) (yr—yeg)
V@@i=2e 2=y )2 (fl@r—ze )2+ (ys—yi;)?

He = ]
(z5,975)=(25.,95)



and

(Tr—2t,) (yr—yt,.)
V@ =202+ —v.)2 (@ —20,) 2+ (yr—ye,)? (@r,yr)=(Fr,Gw) ’

Hrz[

For highway trajectories, the curvature is small (< S%Wmfl). Therefore, since ||S, — S,|| << 800m,
He = H, = H,,, (32)

with H,, being the unit vector normal to the trajectory defined in Section 3.2.1.

In this implementation, the calculated values of df and d, are needed at a time synchronized with the
magnetometer measurements. Note that these quantities can be calculated without explicit knowledge of
the location of the magnets. A method for calculating dg, the distance of the INS from the trajectory, is
described in [35]. The calculation described in [35] also produces the normal to the trajectory, so that Hyy,
is available. Therefore, the calculated front and rear magnetometer off-trajectory distances (czf and cfr) are

d; = Hp, “?f_“:‘"]ﬂi, 33

s [ ]+do (59

X . F— & R

d = Hpum| "~ 7 | +d 34
|:yr_y:| ¢ ( )

where the terms [Z; — &, 9 — 9] and [Z, — Z, §, — §] are calculated as shown in eqns. (20-21).

3.2.4 Measurement matrix definition

Substituting éz; and dys of eqn. (26) into eqn. (30) and dz, and dy, of eqn. (27) into eqn. (31), and
rearranging yields the following equations:

or

) ) 5
1 0 0 Az —Ag y
01 —at o Agztf] N | Fng (35)
1 1 -
€D

sdy = Hf[

0 0 Az —Ag;z] oy
1

1
ody = H'[o _Ast 0 Agt || v |t (36)

where ny and n, represent the front and rear magnetometer measurement noise and linearization error terms.
Combining eqn. (35) and eqn. (36) provides the desired measurement equation as

oz
dy
5df _ Uzi
[MT]_HM" ex +[n] (37)
(3]
€D
The measurement matrix, Hy, , is
H;, = [hpwf hpEf hpzvf hPEf hppf] (38)
PNy PEr PNnr PEnr PDr

10 0 Az —Ag
[Hm 0] 0 1 —A%t 0 A#
10 0 Azt —Ag
01 —Azt 0 Azt

with Hy, € R'*? and Hy,,, € R'*®. This linearized measurement equation is used in the extended Kalman
filter to estimate the INS errors.
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3.2.5 Linearized Measurement Equations

The DCPGPS residual model is presented in eqn. (88) in the ECEF frame. It can be rewritten in the
tangent frame as

8¢ = (VAp+ N)A—=R = hl R 0p +ny (39)

where (VA¢ + N)X is the ambiguity-resolved double difference GPS phase range. The operation H; of
Figure 1 is

R = |X - (Xo+Reep) (40)

where X is the satellite position in the ECEF frame, Xg is the base station GPS antenna position in the
ECEF frame, and p is the INS position in the tangent frame. Therefore,

h, = [ hpy  hpe  hpp ] (41)
hOD R,
is the definition of the linearized range measurement vector relating the phase residual to the position residual
state, the double difference GPS line-of-sight vector, and the double differential phase noise n.

Projecting the tangent frame INS velocity onto the double difference Doppler measurement, subtracting
it from eqn. (89) and rewriting in the tangent frame yields

6D =VADAX-D = h)Ry.6v+np (42)

where VA D is double differential GPS Doppler measurement. The operation corresponding to Ha of Figure
1is

D = h@Ryv (43)
where v is the INS velocity in the tangent frame. Therefore,
h’u = [ th h'uE th ] (44)
h(ij)the

is the Doppler measurement vector relating the residual Doppler measurement to the velocity residual states
and the double differential Doppler measurement noise np.
The magnetometer measurement residual model is defined in eqn. (37) with Hy,  defined in eqn. (38).
The off-trajectory distance calculations corresponding to Hg in Figure 1 is defined in Eqns. (33 — 34).
Combining the measurement models from the GPS carrier phase, Doppler, and magnetometer measure-
ment residuals yields

(5(}5 Ny
6D _ np
5d; = Héx+ n; (45)
od, Ny
where
how how hpp O 0 0 0 0 0 000O0O0O
| O 0 0 hyy hyy hyy O 0 0 000O0O0O 16
| o, hpe, O 0 0 0 hpy By hy,, 00 0 0 00 (46)
Ppy, hps, O 0 0 0  hyy Ay hp, 0 0 0 0 00

3.3 Two Antenna GPS aided INS

The following sections present the equations that the INS will use to predict the two antennae DCPGPS
measurements and that the EKF will use to estimate the INS calibration errors. The two GPS antennae are
rigidly attached to the vehicle body at known locations offset in the horizontal plane.

Eqn. (85) and eqn. (88) give the relationship between the GPS receiver differential measurement and
position residual error Ax in ECEF frame. Note that the linearization point is the INS state saved syn-
chronously with the GPS measurement. Therefore, Ax is the estimated correction to the INS state in the
ECEF frame. The equation Ax = Ry2.Ax? gives the relationship between the position residual error in
ECEF frame and the position residual error Ax? in the tangent frame.

11



3.3.1 Linearized INS residual model

Let A%, A and G*® denote the true position coordinates of GPS antenna 1, GPS antenna 2 and INS in the
tangent frame, respectively. Let A'{, A; and Gt denote the position coordinates of GPS antenna 1, GPS
antenna 2 and INS in the tangent frame, respectively, as calculated by the INS at the GPS measurement
time. Let A® and A5 denote the coordinates of GPS antenna 1 and GPS antenna 2 in the body frame,
which are known. Hence, the true positions of GPS antennae in the tangent frame are:

A = G' + Ryt AY (47)

Ag =Gt + RbZtAg (48)
and the predicted positions of GPS antennae, based on the calculated INS states, are

Atl = Gt + RbZtAlf (49)

Af = G* + Rpat A (50)

since G? is the origin of the body frame coordinate system.
Subtracting eqn. (49) from eqn. (47) and eqn. (50) from eqn. (48), yields

Axt = AxL + [px|RpacAP + 1y

= Axt +[px]AY +ny (51)
Axg = AxtG + [px]f{bZtAg + ng

= Axf + [px]AL +ny (52)

where ﬁb2t is the INS estimate of Rys;. These matrices are related by
Rpze = (I— [pXx])Rpat + h.o.t's (53)

where Axt = AY — A, Axt = A} — A}, Axt, = Gt — G?, n; is the GPS antenna 1 linearization error
vector, and np is the GPS antenna 2 linearization error vector, and [px] is the skew-symmetric rotation
matrix formed by the small angle error p = [en, €, ep]?:

0 —€p €
[px] = €D 0 —€EN . (54)
—€ER EN 0

Eqns. (51) and (52) present the linear relationship between each GPS antenna tangent plane position error
and the INS position and the small rotation angle errors. Eqns. (51) and (52) are applicable for the case
where both the GPS antenna A; and A, positions can be accurately estimated from differential carrier
phase measurements. In this case, the position accuracy can be calculated at the cm level and the attitude
at the sub-degree level.

If only the short baseline between A; and A, is accurately estimated based on double-differenced, carrier
phase measurements between the two antennae, then differencing eqns. (52) and (51) yields

Axi, = [PX]A‘iz‘f’nllz (55)

with Axt, = Ab, — At, At, = At — A% and At, = At — A% which gives the linear relationship between
the short baseline vector residual error and the small rotation angle error. Note that this would allow
sub-degree attitude estimation.

Note that this section has only derived the linearized models of the error in the INS prediction of the GPS
antennae positions. These linearized models depend on the INS position and attitude errors. This section
has not related these linear models to the GPS measurements. The relation to the GPS measurements is
presented in the following section.

3.3.2 Measurement matrix definition

Transforming the short baseline vector residual Ax%, of eqn. (55) from the tangent frame to the ECEF
frame and rearranging it yields

Axis = R ([-Alx]p+ nu,,)
0 2y =i EN y
= R’t2€ _2{2 0 £i2 €F + n12 (56)
Uia  —ihy 0 €D



with Ax;2 being the baseline residual error in the ECEF frame, Rz, being the rotation transformation
matrix from the tangent frame to the ECEF frame, Al, = Ry AL, = [#L, i, 24,]7 and nj, being the
linearized noise vector in the ECEF frame.

For each ambiguity resolved carrier phase measurement defined in eqn. (94), the scalar carrier phase
measurement residual is

641, = (VAp+ N)XA— A, =hl)Ax,,
0 2%2 _Zﬁz €N
= h@Ry, | -2, 0 &, er | +nua (57)
Ila %, 0 €D
where
Ay = h Ry Rpat AL, (58)

which is calculated based on INS rotation matrices', h(¥) is the GPS satellite unit vector, AY, is the known
baseline vector in the body frame and ni4 is the scalar noise from both the carrier phase measurements and
linearization. Hence the definition of the measurement vector for each satellite is

hy = [hoy Pps hpp | (59)
N 0 2, —}){2
= hWRy, | -2, 0 i,
gl —41, 0
with h,y, hyr and h,, being three components of the measurement vector.

3.3.3 Linearized Measurement Equations

Three measurements are used for each satellite: integer-resolved, double-differenced, carrier phase range;
Doppler; and the integer-resolved, double-differenced baseline measurement. The linear observation matrix
used in the extended Kalman filter for each satellite is derived below.

The integer-resolved, double-difference phase residual model is presented in eqn. (88) in the ECEF frame.
It can be rewritten in the tangent frame as

8¢ = (VAG+ N)A = VR = hlRy.0p + ny (60)

where (VA¢ + N)A is the ambiguity-resolved, double-differential GPS phase range, and ny is the double
differential phase noise. The calculation corresponding to operation Hy of Figure 2 is

VR = XD = (Xo+ Reep)|| — XD = (Xo + Rezed)|| (61)

with X being the satellite coordinates in the ECEF frame, Xg being the base station GPS antenna position
in the ECEF frame, and p being the INS position in the tangent frame. Therefore,
hP = [ hIJN h‘PE hIJD ] (62)
h) R,
is the definition of the linearized carrier phase range measurement vector for the residual position.

Projecting the tangent frame INS velocity onto the GPS user-to-satellite unit vector, subtracting it from
eqn. (89), and rewriting in the tangent frame yields

6D =VADX—D = hRyu.b6v+np (63)

where VADA is double differential GPS Doppler measurement, and np is the double differential Doppler
measurement noise. The operation corresponding to Hy in Figure 2 is

D = hWRyv (64)

1Error in Ryge is related to the position error. The error in this rotation matrix is small (< 10 x deg) and neglected in this
analysis.
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with v being the INS velocity in the tangent frame. Therefore,

h'u = [ h’UN h’UE h’UD ] (65)
h(ij) Rt2e

is the Doppler measurement vector corresponding to the velocity residual.

The calculation corresponding to Hs in Figure 2 is shown in eqn. (58). The linearized measurement
equation is shown in eqn. (59) for the rotation error states.

Combining the phase, Doppler, and short baseline measurement models yields

(5¢) Ny
6D = Héx+ | np (66)
5A12 ni2
where
Ppx hpy hyp O 0O 0O 0 0 0 000O0O0O
H = 0 0 O fhyy hyy hyy O 0O 0O 00 00 0O (67)
0 0 0 0 0 0 hyy hy hyp 000000

with the state variables and other terms defined above.

3.4 Extended Kalman Filter

In either system described herein, the magnetometer and GPS measurements and the INS dynamics are
nonlinear functions of the INS state. The extended Kalman filter is implemented in residual state space by
linearizing the magnetometer and GPS measurement equations, and INS dynamics.

The INS residual states and their covariance time update are

6x,;+1 = 0, (68)

Pin = ‘I’((k+1)Tgps,kTgps)PZF‘I’ak+1)Tgps,kTgps)+Qdk- (69)

When the valid magnetometer or differential GPS measurements are available, the filter gains are calculated
as

K= Pl;+1HkT+1 (Hk+1Pl;+1HkT+1 + Rk—i-l)_l (70)

with R being the measurement covariance matrix corresponding to either eqn. (45) or (67), the residual
state covariance matrix and the residual state measurement updates are calculated as

P;ci_+1 = (I_KHkH)PI;-H (71)
d¢
0D

oxi, = K 5d; . (72)
od,

k+1

The estimate (szﬂ is fed back to correct INS states, as shown in Figures 1 and 2. Therefore, the initial
predicted residual state for the next time propagation is éx;,;, = 0.

When valid differential GPS or magnetometer measurements are not available, the time update of eqns.
(68 — 69) still occur, to account for the increased uncertainty of the INS state. At any epoch for which
magnetometer or GPS measurements are not available, K is set to zero, and the measurement update still
occurs. This effectively sets PZH =P, so that P;;rl is properly initialized for the next time update. In
the actual implementation, the measurement updates are performed as a set of scalar measurement updates
(see Sect. 4.5.1 of [10]); therefore, the previous comments of this paragraph are applied on a per measurement
basis.

4 Performance Analysis

This section uses covariance analysis to predict the performance that will be attained by each of the two
approaches under consideration. The covariance analysis methodology is discussed in Section 4.4.2 of [10].
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4.1 Magnetometer and GPS aided INS

Covariance analysis is performed to predict the system performance. The system covariance is calculated
by the recursive Kalman filter time and measurement covariance updates, of eqns. (69-71), where the
measurement matrix is defined in eqn. (46). The values of ®, Q4 and R are defined and calculated in
Section 3.1.2.

Figure 5 shows the standard deviation, determined by covariance analysis methods, for DGPS-aided INS
(top), magnetometer-aided INS (middle), and front and rear magnetometer/DGPS aided INS (bottom).
The left column of figures shows the position error standard deviations (STD’s). The right column of figures
shows the attitude error STD’s. The analysis was performed for a vehicle driving without acceleration along
a south to north trajectory, so that for the left column of plots the solid line is the tangential position error,
the dashed line is normal position error, and the dotted line is vertical position error. A nonaccelerating
vehicle is the worst case situation for INS error observability (see Section 6.8 in [10]).
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Figure 5: Covariance Analysis Comparison between DCPGPS aided INS, magnetometer aided INS, and
the integrated magnetometer/DCPGPS aided INS. The left column contains plots of the position standard
deviation (STD) for the three systems: dashed—normal to trajectory, solid—parallel to trajectory, dotted—
vertical. The right column contains plots of the attitude STD for the three systems: dashed—pitch, solid—roll,
dotted—yaw. The top two plots indicate the performance of the GPS/INS approach. The middle two plots
indicate the performance of the front and rear magnetometer /INS approach. The bottom plots indicate the
performance of the front and rear magnetometer/ GPS/INS approach. The extra line (dashed dotted) on the
graph in the third row right column displays the heading STD for the single (front) magnetometer/GPS/INS
approach.
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The error model for the covariance analysis includes 15 inertial error states, continuous-time white mea-

. . —2 _ —4 d
surement noise from three accelerometers (o, = 1 x 10 52\717;;) and three gyros (o, = 2.2 x 10 ST/LHi),
continuous-time white process noise for three accelerometer biases (o, = 1 x 1076 33\7/nH_z) and three gy-

ros biases (o, = 1 x 1078 s;\%%), white carrier phase GPS measurement noise (c¢ = 1.0 ¢m), and white

magnetometer measurement noise (op = 1.0 ¢m). For this analysis, the magnetometer to INS offsets are
d=03m, h=10m, l; =1.0m, and [, = 1.0 m.

The position error STD plots of the left column show that DGPS-aided INS provides position esti-
mates in all three dimensions at the 3.5 cm level. The magnetometer-aided INS accurately estimates the
lateral vehicle position (2.8 c¢cm), but is not capable of estimating vertical or longitudinal position?. The
magnetometer /DGPS-aided INS accurately estimates position in all three dimensions at the 2.8 cm level.

The attitude error STD plots of the right column show that the DGPS-aided INS is able to accurately
estimate pitch and roll (STD = 0.1 deg), but that yaw errors (for a non-accelerating vehicle) are not
observable. This lack of observability is well understood and discussed in the literature, see for example
Section 6.8 of [10]. The magnetometer-aided INS is able to accurately estimate yaw (ST D = 0.18 deg) due
to the spacing between the two magnetometers, but cannot estimate pitch or roll. The fourth line (dashed
dotted) of the bottom right column shows the yaw estimation accuracy when only the front magnetometer
measurement is used as an aiding signal. This front magnetometer/DGPS-aided INS achieves a yaw error
STD of 0.32 degs. The front and rear magnetometer/DGPS-aided INS is able to accurately estimate all
three attitude states. Of primary importance, yaw accuracy is predicted to have STD = 0.18 deg.

4.2 Two Antenna GPS aided INS

Covariance analysis is performed to predict the system performance. The system covariance is calculated
by the recursive Kalman filter time and measurement covariance updates, of eqns. (69-71), where the
measurement matrix is defined in eqn. (67). The values of ®, Q4 and R are defined and calculated in
Section 3.1.2. For two antennae DGPS aided INS, the measurement matrix H is defined as eqn. (67) with
a = 1.0 meter and b = 0.13 meter corresponding to Figure 10. For one antenna DGPS aided INS, the
measurement matrix H is defined as the first two rows of eqn. (67).

Since a main interest is the accuracy of the estimated heading, we analyze the worst case scenario of a
non-accelerating vehicle. The assumptions for this special situation are:

e the vehicle is driving at a constant speed without acceleration;

o the geometry of GPS is formed by four satellites with one directly above the GPS receiver and other
three equally separated with 45 degree elevation angle.

Figure 6 shows the position and velocity error standard deviations for one antenna carrier phase DGPS
aided INS® (top sub-figures) and two antenna carrier phase DGPS aided INS (bottom sub-figures). The left
sub-figures are the standard deviation of position errors The right sub-figures are the standard deviation
of velocity errors. The solid line represents the north error. The dashed line represents the east error.
The dotted line represents the down direction error. The figure shows both the position and velocity are
accurately estimated for both cases. The position errors of one antenna DGPS aided INS are within 0.026
meter when the system is in steady state, while the position errors of two antennae DGPS aided INS are
within 0.021 meter. The velocity errors of one antenna DGPS aided INS are within 0.022 m/s when system
is in steady state; while the velocity errors of two antennae DGPS aided INS are within 0.020 m/s.

Figure 7 shows the attitude error standard deviations for one antenna carrier phase DGPS aided INS
(top figure) and two antennae carrier phase DGPS aided INS (bottom figure). In the figure, the solid line
represents the roll angle error, the dashed line represents the pitch angle error, the dotted line represents
the yaw/heading angle error. One antenna DGPS aided INS is able to accurately estimate the pitch and
roll angles with error standard deviations less than 0.11 deg, but the yaw angle error is not observable for a
non-acceleration vehicle; while two antennae DGPS aided INS is able to accurately estimate all three attitude
states with the roll angle error less than 0.11 deg, the pitch angle error less than 0.09 deg and the yaw angle
error less than 0.27 deg.

2The magnetometer system can track longitudinal position to the accuracy of the magnet spacing if the magnet polarities
are used to implement an error correcting code.
3The single GPS antenna is directly above the INS by 0.13 m.
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Figure 6: Position and velocity error standard deviation comparison between one antenna carrier phase
DGPS/INS (top sub-figures) and two antenna carrier phase DGPS/INS (bottom sub-figures). The solid line
is north. The dashed line is east. The dotted line is down.
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Figure 7: Attitude error standard deviation comparison between one antenna carrier phase DGPS/INS (top
sub-figure) and two antennae carrier phase DGPS/INS (bottom sub-figure). The solid line is roll. The
dashed line is pitch. The dotted line is heading.
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Figure 8: Magnetometer /GPS/INS integrated navigation system hardware composition and correction

5 Hardware and Software Design

This section describes the hardware, software architecture, and synchronization issues related to the two
systems under discussion.

5.1 Magnetometer and GPS aided INS

This section describes the hardware, software architecture, and synchronization issues related to the magne-
tometer and DCPGPS aided INS.

5.1.1 Hardware Description for Magnetometer/GPS/INS

The system includes a stationary base station at a known ECEF location and a rover with a GPS an-
tenna, two magnetometers, and an Inertial Measurement Unit (IMU). The system hardware composition
and connections are shown in Figure 8.

At the base, the GPS receiver serial port output and the synchronizing 1PPS signal (a pulse aligned
with the time of applicability of the GPS measurements) are connected to a PC by com2 at a 115.2k baud
rate and an I/O port. After the base station calculation, GPS corrections (pseudorange, carrier phase, and
Doppler) are broadcast at a 115.2k baud rate by the radio modem with a data package rate of once per
second. The methodology and implementation of the base station is detailed in [12].

At the rover, the IMU is a CrossBow DMU-6X which includes a three-axis 2 g solid-state accelerometer
(100Hz bandwidth) and a three-axis 100 deg/s solid-state gyro (10 Hz bandwidth). The DMU-6X performs
anti-alias filtering, A/D conversion, start-up bias and axis-misalignment correction, and outputs the set of six
inertial measurements by serial port at 150 Hz with a default baud rate of 38.4k to PC com1. The inexpensive
solid state inertial instruments would be similar to the type of instrument expected in commercial automotive
applications. The rover GPS serial port output and its 1PPS sychronizing signal are connected to the PC
by com2 at a 115.2k baud rate and an I/O port. The base station corrections are connected to the PC via
comd4, and the vehicle control states are sent out by PC comb at a 115.2k baud rate. The vehicle is equipped
with two magnetometers. The magnetometers perform magnetic field detection, A/D conversion, and data
transmission to the vehicle PC via serial ports. The vehicle PC receives the magnetometer measurements,
packages them, and sends them to the integrated navigation system via com5. At the rover, a Pentium
notebook, with an extended quad serial port PCMCIA card, is used to implement the tight integration of
the GPS/INS/Magnetometer. In the system, the INS processing is calculated at 150 Hz. System error
covariance propagation is calculated at 15 Hz. GPS aided INS is calculated at 1 Hz. The control state is
calculated at 30 Hz. The base and rover use dual frequency Novatel RT-2 GPS receivers of that output
pseudorange, carrier phase, and Doppler measurements for both L1 and L2. The magnetometer update rate
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is discussed below. The differential base station to rover serial port connection is implemented through a
115.2k baud rate Freewave radio modem.

5.1.2 Synchronization between Magnetometers, GPS and INS

The synchronization between the GPS and the INS is discussed in [37]. The main new synchronization issue
is that of the magnetometers with the synchronized GPS and INS.

As discussed [37], the maximum time error of the INS, after synchronization and compensation, is 0.0009
seconds, which is more than sufficient for land vehicle automatic control. The magnetometer measurements
are also latent. The magnitude of this latency is determined by the time delay between the magnetometer
passing the magnet and the navigation PC receiving this measurement. This delay is composed by three
terms:

e Magnetometer detection delay: This delay is the sum of the magnetic field sensor delay, the A/D
conversion time, and the transmission time between the magnetometer and the vehicle PC, and the
peak detection latency. It may take 2 ~ 4 milliseconds to detect that a peak after a magnet has been
passed (specification provided by the magnetometer designer).

e Vehicle PC processing delay: This delay is determined by the vehicle PC software. An estimate
of this delay is included in the data package that the vehicle PC transmits to the navigation PC.

e Transmission delay between the vehicle PC and the navigation PC: The 40 byte data package
is transmitted from the vehicle PC to the navigation PC at a 115.2k baud rate. Hence, this delay can
be calculated as 40 x 10/115200 = 0.00347 seconds.

In this system implementation, the magnetometer detection delay is approximately 0.003 seconds with a
maximum time uncertainty 0.001 seconds. The vehicle PC processing delay is determined by the software
on the vehicle PC with accuracy of one millisecond. The transmission delay between the vehicle PC and
the navigation PC is 0.00347 seconds. Hence, the maximum synchronization time error between the magne-
tometers and GPS/INS is 0.0029 millisecond (1 millisecond detection error + 1 millisecond processing error
+ and 0.9 milliseconds INS latency error). This synchronization error yields less than 1 cm of lateral error
for a vehicle with lateral velocity of less than 3 meters per second; therefore, this synchronization accuracy
is acceptable.

5.1.3 QNX System Software Design and Implementation

The GPS/INS/Magnetometer system software is implemented using the QNX Real-Time Platform with
multiple threads. The system modular architecture is illustrated in Figure 9.

The micro-kernel, process manager, and POSIX (a protocol of UNIX) m-queue blocks form the QNX
Real-Time Platform, which is scalable and embeddable. The other modules are connected to the QNX Real-
Time Platform. The system program consists of six threads and two drivers. The serial and PCMCIA drivers
are used to communicate with hardware by address mapping and interrupt processing. The serial driver,
which is used to receive 150 Hz IMU measurements, transmits data to the INS process by returning an event
whenever it accumulates more than eighteen bytes. This driver is also used to count the received number of
data bytes to synchronize the Kalman filter and vehicle control for data latency compensation. The PCMCIA
driver is used to receive the GPS and magnetometer measurements, to receive the base corrections, to send
vehicle control states to the vehicle, and to receive miscellaneous data from the vehicle. The six threads are
INS, GPS, EKF, vehicle control, data logging, and data display. The six threads use the shared memory not
only to save memory space, but also to make data exchange more convenient and efficient.

A real-time software package, called MagGpsInsAtt, was designed and implemented in QNX Real-Time
Platform with Photon graphics. The C source code is 195.4 KB, the header files are 44.3 KB, and the
executive file (with code size optimization and without the debug option) is 175 KB which is embedable.
The test results with this software package are shown in Section 6.1.

5.2 Two Antenna GPS aided INS

This section describes the hardware, software architecture, and synchronization issues related to the two
antennae DCPGPS aided INS.
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5.2.1 Hardware Description for Two-Antenna GPS/INS

The hardware includes a stationary base station, at a known ECEF location, and a rover, with two GPS
antennae and an Inertial Measurement Unit (IMU) mounted as illustrated in Figure 10. The system hardware
composition and connection are shown in Figure 11.

At the base, the GPS receiver serial port and synchronizing 1PPS signal (a pulse aligned with the time
of applicability of the GPS measurements) are connected to a PC by com?2 at a 115.2k baud rate and an I/0O
port, respectively. After the base station calculations, GPS corrections for pseudorange, carrier phase, and
Doppler are broadcast at a 115.2k baud rate by the radio modem (RM) with a data package rate of once
per second. The methodology and implementation of the base station is detailed in [12].

At the rover, the IMU is a CrossBow DMU-6X which includes a three-axis 2 g solid-state accelerometer
(100Hz bandwidth) and a three-axis 100 deg/s solid-state gyro (10 Hz bandwidth). The DMU-6X performs
anti-alias filtering, A/D conversion, start-up bias and axis-misalignment correction, and outputs the set of six
inertial measurements by serial port at 150 Hz with a default baud rate 38.4k to PC com1. The inexpensive
solid state inertial instruments would be similar to the type of instrument expected in commercial automotive
applications. GPSs receiver measurements and its 1PPS sychronizing signal are connected to a PC by com2
at a 115.2k baud rate and an I/O port, respectively. GPS; outputs are connected to the PC by com3 at a
115.2k baud rate. The base station corrections are connected to the PC via com4, and the vehicle control
states are sent out by PC comb at a 115.2k baud rate. At the rover, a Pentium notebook, with extended serial
PCMCIA card, is used to implement the tight integration of the Two-Antenna GPS/INS. In the system, the

Ao
< A
b q y

G Z

Figure 10: Two-antennae configuration for GPS/INS attitude determination.
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Figure 11: Two antennae GPS/INS integrated navigation system hardware architecture.

INS processing is calculated at 150 Hz. The system error covariance propagation is calculated at 15 Hz. The
GPS aided INS is calculated at 1 Hz. The control states are calculated at 30 Hz. The base GPS and GPS»
are dual frequency GPS receivers (Novatel RT-2) which outputs pseudorange, carrier phase, and Doppler
measurements for both L1 and L2. GPS; is a single frequency GPS receiver that outputs L1 carrier phase
measurements. The differential base station to rover serial port connection is implemented through a 115.2k
baud rate Freewave radio modem.

5.2.2 QNX System Software Design of Two-Antenna GPS/INS

A real-time software package, called GpsInsAtt, was designed and implemented using the QNX Real-Time
Platform with Photon graphics. The C source code is 179.8 KB, the header files are 43.5 KB, and the
executive file (with code size optimization and without the debug option) is 161 KB. This is small enough
to be suitable for embedded system.

The system is implemented with multiple threads. The system modular architecture and relationship are
shown in Figure 9. The micro-kernel, process manager, and POSIX (a protocol of UNIX) m-queue blocks
form the QNX Real-Time Platform, which is scalable and embedded, and other modules are connected to
the QNX Real-Time Platform. By module connection, the program performs functions related to the QNX
Real-Time Platform, such as thread scheduling and message passing. The system program consists of six
threads and two drivers. The serial driver and PCMCIA driver are used to communicate with hardware
by address mapping in response to interrupts. The six threads that perform system functions are INS,
GPS, Kalman filter, vehicle control, data log, and data display. The serial driver, which is used to receive
IMU measurements, transmits data to INS processing by returning an event whenever it accumulates more
than eighteen Bytes of data, and is used to count the received number of data bytes to synchronize the
Kalman filter and vehicle control for data latency compensation. The GPSy 1PPS is used to synchronize
the Kalman filter time update. The PCMCIA driver is used to receive the GPS; measurement data, the
GPS, measurement data, and the base corrections. It is also used to send the trajectory relative vehicle
control state to the vehicle and to receive the vehicle information from the control computer. The six threads
use shared memory not only to save memory space, but also to make data exchange more convenient and
efficient. The test results with this software package are presented in Section 6.2.

6 Experimental Results
This section describes results of experiments completed in the parking lot of the UCR CE-CERT facility

in Riverside, CA during May 2001. The magnetometer and DCPGPS aided INS results are described in
Subsection 6.1. The two antenna DCPGPS aided INS results are presented in Subsection 6.2.
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6.1 Magnetometer and GPS aided INS

This section presents on vehicle GPS/INS/Magnetometer test results. All the results were obtained while
the integrated system had integer-resolved GPS phase lock. Since the magnetometer can not provide mea-
surements unless it is moving, all the results described below involve lateral control of a moving vehicle.
The lateral control algorithm is described in [14]. The control state calculation approach is presented in
[14, 35]. All results are for trajectory following. Trajectory relative maneuvering [14, 35] was not possible
as the experiments required laying out a path of magnetic bars along the trajectory.

6.1.1 GPS/INS/Magnetometer based vehicle control with GPS On

For this set of experiments, both differential GPS carrier phase and magnetometer measurements are used
to aid the INS. Therefore, triple sensor redundancy is available. The magnetometer corrects lateral error
relative to the trajectory formed by the magnetic bars. GPS corrects both the longitudinal and lateral error
relative to a curve fit trajectory. The method for determining the curve fit trajectory is described in [11].

Figure 12 shows the position, velocity, and angle data from GPS/INS/magnetometer for trajectory fol-
lowing vehicle control. The top sub-figures show a north-east plot of the horizontal position data and time
series plots of the position estimates. The middle sub-figures show the time series plots of the velocity
estimates and acceleration measurements. The bottom sub-figures show time series plots of the attitude
estimates and angular rate measurements. Note that the vehicle is driving (essentially) east to west. The
North coordinate therefore shows the control system convergence toward the trajectory.

Figure 13 shows the trajectory relative control data for GPS/INS/Magnetometer based trajectory fol-
lowing. In this figure, the GPS/INS/Magnetometer control states (d,d, e, ¢) are shown in the four plots of
the left column. The upper left figure shows the off-trajectory estimate d of the GPS/INS/Magnetometer
(solid) and the front magnetometer measurement of d (dotted). The Kalman filter corrections are clearly
indicated in the calculated off-trajectory distance plot. The magnetometer data is equal to zero for the
first five seconds, since the magnetometer has not yet reached the first magnet. The magnetometer and
GPS/INS/magnetometer estimates of d match to cm accuracy. The lateral controller drives d to zero in
approximately 10 s. The second left figure shows GPS/INS/Magnetometer estimate of the velocity nor-
mal to the trajectory. The third left figure shows the GPS/INS/Magnetometer estimate of the heading
error with respect to the trajectory. The bottom left figure shows the heading error rate estimate from
GPS/INS/Magnetometer. The right column includes various variables related to the trajectory and the
experiment. The upper right figure shows the vehicle velocity tangent to the trajectory. The second right
figure shows the trajectory curvature versus time. The third right figure shows the vehicle heading versus
time. The error between the vehicle heading and the trajectory heading is the heading error shown in the
third left figure. The bottom right figure shows the vehicle yaw rate.

6.1.2 GPS/INS/Magnetometer based vehicle control with GPS On/Off

For this set of runs, magnetometer measurements are used whenever they are available. GPS measurements
were ignored from ¢ = 5s to t = 10s. This situation is similar to the scenario where the vehicle passes
through a tunnel, so that the GPS satellite signals are temporarily unavailable. While the GPS signals are
not available, the magnetometer alone is used to aid the INS.

Figure 14 shows the position, velocity, and angle data from GPS/INS/magnetometer for trajectory fol-
lowing vehicle control. The top sub-figures show a north-east plot of the horizontal position data and time
series plots of the position estimates. The middle sub-figures show the time series plots of the velocity
estimates and acceleration measurements. The bottom sub-figures show time series plots of the attitude
estimates and angular rate measurements.

Figure 15 shows the corresponding trajectory relative control state. In this figure, the GPS/INS/Magnetometer
control states (d,d,e,é) are shown in the four plots of the left column. The upper left figure shows the
GPS/INS/Magnetometer estimate (solid) and front magnetometer measurement (dotted) of the off trajec-
tory distance d. The second left figure shows the GPS/INS/Magnetometer estimate of the trajectory relative
normal velocity. The third left figure shows the GPS/INS/Magnetometer estimate of the trajectory relative
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Figure 12: Position, velocity, and angle for trajectory following vehicle control data when both GPS and
magnetometer measurements are used. Top: Plot of the horizontal position data and time series plots of the
position estimates. Middle: Time series plots of velocity estimates and acceleration measurements. Bottom:
Time series plots of attitude estimates and angular rate measurements. This figure corresponds to Figure
13.
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determined by the GPS/INS/Magnetometer (solid) and the front magnetometer (dotted).

GPS/INS/Magnetometer estimate of velocity normal to the trajectory. Third left: GPS/INS/Magnetometer
estimate of the trajectory relative heading error. Bottom left: Trajectory relative heading error rate estimate
from GPS/INS/Magnetometer. Top right: GPS/INS/Magnetometer estimate of the velocity tangent to the
trajectory. Second right: The trajectory curvature. Third right: The vehicle heading. Bottom right: The

vehicle yaw rate. This figure corresponds to Figure 12.
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Figure 15: GPS/INS/Magnetometer based control for trajectory following. GPS is off for ¢ € [5, 10]s. The left
column of plots shows the integrated GPS/INS/Magnetometer estimate of the control state vector. The right
column of plots shows trajectory relative information. Top left: Time series plot of the off-trajectory distance
as determined by the GPS/INS/Magnetometer (solid) and the front magnetometer (dotted). Second left:
GPS/INS/Magnetometer estimate of velocity normal to the trajectory. Third left: GPS/INS/Magnetometer
estimate of the trajectory relative heading error. Bottom left: Trajectory relative heading error rate estimate
from GPS/INS/Magnetometer. Top right: GPS/INS/Magnetometer estimate of the velocity tangent to the
trajectory. Second right: The trajectory curvature. Third right: The vehicle heading. Bottom right: The

vehicle yaw rate. This figure corresponds to Figure 14.
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heading error. The bottom left figure shows the trajectory relative heading error rate. The right column
includes various variables related to the trajectory and the experiment. The upper right figure shows the
vehicle velocity tangent to the trajectory. The second right figure shows the trajectory curvature. The third
right figure shows the vehicle heading versus time. The error between the vehicle heading and the trajectory
heading is the heading error shown in the third left figure. The heading error is nonzero between ¢ = [3,10]s,
since the controller is driving d to zero. The bottom right figure shows the vehicle yaw rate.

In the first two seconds, only the GPS measurement was used for system integration. For ¢t € [2,4]s,
both GPS and magnetometer measurements were used. For ¢ € [5,10]s, only magnetometer measurements
were used. For ¢ > 10s, magnetometer measurements were not available and only GPS measurements were
used. After the ¢ = 10s, the vehicle was switched to manual control and driven away from the trajectory.
Figure 15 shows the control and navigation performance is the same (i.e., centimeter accuracy) during the
5.0 s interval when GPS data is not available. Also, due to the EKF integration approach, the transitions
between the available measurements are smooth.

6.1.3 GPS/INS/Magnetometer based vehicle control with GPS Off

In this experiment, only magnetometer measurements were used to aid the INS for the entire period of time
when the vehicle is on the trajectory formed by the magnets. This situation is similar to the scenario that
the vehicle passes a tunnel or bridge that blocks all the GPS satellite signals.

Figure 16 shows the position, velocity, and angle data from GPS/INS/magnetometer for trajectory fol-
lowing vehicle control. The top sub-figures show a north-east plot of the horizontal position data and time
series plots of the position estimates. The middle sub-figures show the time series plots of the velocity
estimates and acceleration measurements. The bottom sub-figures show time series plots of the attitude
estimates and angular rate measurements.

Figure 17 shows the control results with GPS/INS/Magnetometer based vehicle trajectory following
when only magnetometer measurements were used. In this figure, the GPS/INS/Magnetometer control
state vector ([d,d,e,é]) is shown in the four plots of the left column. The upper left figure shows the
GPS/INS/Magnetometer estimate (solid) and the front magnetometer measurement of th off-trajectory
distance d. The second left figure shows GPS/INS/Magnetometer estimate of the velocity normal to the
trajectory. The third left figure shows the GPS/INS/Magnetometer estimate of the trajectory relative
heading error. The bottom left figure shows the GPS/INS/Magnetometer estimate of the trajectory relative
heading error rate. The right column includes various variables related to the trajectory and the experiment.
The upper right figure shows the vehicle tangent velocity along the trajectory. The second right figure shows
the trajectory curvature. The third right figure shows the vehicle heading. The error between the vehicle
heading and the trajectory heading is the heading error shown in the third left figure. The bottom right
figure shows the vehicle yaw rate.

For the scenario of this experiment, the INS/Magnetometer is expected to be able to maintain an ac-
curate estimate of position lateral to the trajectory, but the longitudinal position (slowly) may diverge.
From Figure 17, the off-trajectory distance calculated by INS/Magnetometer matches the magnetometer
measured off-trajectory distance quite well with centimeter lateral accuracy. This illustrates the fact that
the magnetometer aided INS can maintain lateral position accuracy as required for lane-keeping control or
lane departure warning.
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Figure 16: Position, velocity, and angle for trajectory following vehicle control data with GPS/INS /Mag-
netometer when only magnetometer measurement was used. Top: Plot of the horizontal position data and
time series plots of the position estimates. Middle: Time series plots of velocity estimates and acceleration
measurements. Bottom: Time series plots of attitude estimates and angular rate measurements. This figure
corresponds to Figure 17.
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Figure 17: GPS/INS/Magnetometer trajectory following control results. GPS is off for ¢ > 2s. The left
column of plots shows the integrated GPS/INS/Magnetometer estimate of the control state vector. The right
column of plots shows trajectory relative information. Top left: Time series plot of the off-trajectory distance
as determined by the GPS/INS/Magnetometer (solid) and the front magnetometer (dotted). Second left:
GPS/INS/Magnetometer estimate of velocity normal to the trajectory. Third left: GPS/INS/Magnetometer
estimate of the trajectory relative heading error. Bottom left: Trajectory relative heading error rate estimate
from GPS/INS/Magnetometer. Top right: GPS/INS/Magnetometer estimate of the velocity tangent to the
trajectory. Second right: The trajectory curvature. Third right: The vehicle heading. Bottom right: The
vehicle yaw rate. This figure corresponds to Figure 16.
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Data N E D Vi Ve Vb 0] 0 P
1 60.477 | -293.248 | 8.608 | 0.003 | -0.007 | -0.014 | 1.007 | -0.019 | -179.366
2 60.468 | -293.239 | 8.619 | -0.000 | -0.005 | -0.003 | 0.972 | -2.503 | -179.365

Table 1: Mean value of estimated position, velocity, and attitude for two stationary experiments. Position
units are meters, velocity units are m/s, and attitude units are degrees.

Data N E D VN VE VD ¢ 0 ’(b
1 0.0087 | 0.0081 | 0.0131 | 0.0069 | 0.0066 | 0.0062 | 0.020 | 0.024 | 0.050
2 0.0084 | 0.0079 | 0.0119 | 0.0068 | 0.0064 | 0.0072 | 0.025 | 0.026 | 0.082

Table 2: Standard deviation of estimated position, velocity, and attitude for two stationary experiments.
Position units are meters, velocity units are m/s, and attitude units are degrees.

6.2 Two Antenna GPS aided INS

This section presents the results of the vehicle testing with Two-Antenna GPS/INS. All the results were
obtained after the integrated system had resolved the GPS integer ambiguities.

6.2.1 Stationary Experimental Results

Table 1, Table 2, Figure 18, and Figure 19 show data acquired while the vehicle was stationary. Although the
objective of this research project is to achieve the accurate navigation and automatic vehicle control while
the vehicle is in motion, the stationary results are useful for analyzing the accuracy of the vehicle heading
estimate in non-accelerating conditions. The stationary vehicle data also valuable for overall evaluation of
system performance since certain characteristics are more clearly observed in static mode than in dynamic
mode. The positions shown in Table 1, Figure 18, and Figure 19 correspond to a random location where
the vehicle stopped during testing. These two sets of data are two successive log files while the vehicle was
stationary. The only difference in the vehicle state for these two data files is that one of the authors was in
the back seat of the vehicle while logging file one, but left the vehicle after file two began to log®.

The Two-Antenna GPS/INS integrated navigation system accurately estimates (see Table 2) the hori-
zontal positions with standard deviation less than 1 centimeter, vertical position with standard deviation
less than 1.5 centimeters, velocities with standard deviation less than 0.008 m/s, pitch and roll angles with
standard deviation less than 0.03 degrees, and heading with standard deviation less than 0.1 degrees. This
demonstrated accuracy matches well the goal of the research project and system design.

It is worth mentioning that when the latency of the integrated navigation system is well compensated, the
navigation accuracy is essentially independent of velocity. Hence, the quantitative measures of performance
determined in this section are indicative of the performance expected in the later sub-sections.

6.2.2 Dynamic Experimental Results for Vehicle Control

This section presents the experimental results for vehicle control based on the Two-Antenna GPS/INS
integrated navigation system. The control states calculation algorithm is presented in [14, 35]. Results of
various maneuvering modes are shown below.

Basic Maneuvering. In this maneuvering mode, the vehicle lateral position was controlled using the
trajectory relative control state calculated based on the two-antenna GPS/INS vehicle state vector. The
block diagram is shown in Figure 2. During this basic maneuver, the control objective is to force the off-
trajectory distance d and trajectory relative heading error € to zero. Figure 20 shows the vehicle state data
from the two-antenna GPS/INS. The top sub-figures show the horizontal position data and their time series
plots. The middle sub-figures show the velocity estimates and acceleration measurements. The bottom
sub-figures show attitude estimates and angular rate measurements.

Figure 21 shows the control state vector [d, d, €, €] in the four plots of the left column. For these experi-
ments, the desired trajectory is defined by a strip of magnets laid out in a parking lot and a magnetometer
system onboard the vehicle was available for establishing ground truth relative to the magnet trajectory.
The magnetometer measurements are not used by the control or navigation algorithms. The upper left figure

4Note the change in pitch near the beginning of Figure 19.
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Figure 18: Position, velocity, and angle using two-antenna integer-resolved DGPS/INS for a stationary
vehicle. Top: Plot of the horizontal position data and time series plots of the position estimates. Top
second: Time series plots of the velocity estimates and attitude estimates. Top third: Time series plots
of the acceleration and angular rate bias estimates.
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Position

60.a9
6o0.as
60.a7

N, meter

60.a6

60.as5
o

—z29o3.2

100 200 300

ao00

E=o=.25

Em

—293.3
o

100 200 300

ao0o0

8.6a
8.62

meter

8.6

D

8.58

8.56
o

a.a

100 200 300
Time, second

Attitude

1.05

Rol, deg.

o.o5

—1.9

Pich,deg.

Yau, eg.

|

.
NN
0000
ahMONPR

100 200 300
Time, second

Estimated Gyro Bias

100 YsYe) =200

ao00

‘2 a1se=2f -
£
=
= 1ot 1
(&)

100 200 300

ao00

=
=
="
&S o7if 5

o 100 EYeYS) 300 aoo
Time, second
Syros
o~ —o.3
=
= —o.a
e
& -os
o 100 EYeYS) 300 aoo
2.2
o =
= 1.9
—_—
g s
1.7
o 100 EYeYs) 300 aoo
o.o
o~ o.s
=
= o.7
o~
& o=
o.s
100 =200 300 aoo

31

Time, second

Bottom: Time series plots of the uncompensated



Tangent frame position Position

—293.215

—293.22 -

—293.225 |

100 EYeTe) 300 “o0o0
—z2o3.23 |- B
—2o03.2
S os.23s5 | B
=e3.235 —293.22 g
oy =
Y coz.24 - - Eooz.24a
=
—z2o3.24a5 [ i uizoz.26 ]

—zo3.25 |- — o 100 =200 300 ao0o0

—293.255 |-

Y \
W \
AN\ \ s8.64a . g
—293.26 |- \ * B8.62
8.6 4
—293.265 - -

8.58 4

D, meter

8.56
60.az2 60.aa 60.a6 60.a8 60.5 o 100 200 300 ao0o0
N, meter Time, second

Velocity Attitude
o.oz2

o.oa

VN‘ mls
0

—o0.o1

—o0.oz2
o

VE‘ mls

—0.03

o.ox

—0.ox

VD} ms

o 100 200 300 ao00 o 100 200 300 ao0o0
Time, second Time, second

Estimated Accelerator Bias Estimated Gyro Bias

—o.=1 | 4
—o.32 [ 4

““o 100 Z200 =00 ao00 ° o 100 YsYe) =200 ao00

X
0
N
B
Gymx‘ degls

—0.03 | 4

Gymy, degls

— —O.04a 4

—o.os 1.9a15
o 100 200 300 ao0o0 o 100 200 300 ao00

A, misls
A
W
Gymz, egls
o]
3
R

N

o 100 200 300 400 o 100 200 300 400
Time, second Time, second
Acceleration SGyros
o
—o.1 o —0o.3
£ =
= —0.2 = —o.a
= e
o3 e
= —o-= &S oS
—O.4a
o 100 200 300 400 o 100 200 300 400
o.s 2.1
o =2
g - g e
= e
=2 —o.s & 1.8
1.7
o 100 200 300 400 o 100 200 300 400
—o.6 o.o
—9.7 . o.8
= =
= —o.8 = o.7
o= S
= —e-° & ©.e
—10 o.s5
) 100 =200 300 aoo o 100 =200 300 aoo
Time, second Time, second

Figure 19: Position, velocity, and angle using the two-antenna integer-resolved DGPS/INS for a stationary
vehicle. Top: Plot of the horizontal position data and time series plots of the position estimates. Top
second: Time series plots of the velocity estimates and attitude estimates. Top third: Time series plots
of the acceleration and angular rate bias estimates. Bottom: Time series plots of the uncompensated
acceleration and angular rate measurement.
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compares the Two-Antenna GPS/INS (solid) estimate of d with the magnetometer measurement (dotted) of
d. The magnetometer measurement is available from the 4th second to the 25th second. At the beginning of
the trajectory, there is a transition error between the trajectory formed by the magnetic bars and the curve
fit trajectory used by the GPS/INS to calculate d. The magnetometer and GPS/INS estimates of d match
to centimeter accuracy and have consistent dynamic characteristics. The second left figure shows the two-
antenna GPS/INS estimate of velocity normal to the trajectory. The third left figure shows the two-antenna
GPS/INS estimate of trajectory relative heading error. The bottom left figure shows the trajectory relative
heading error rate estimate from two-antenna GPS/INS.

The right column includes various variables related to the trajectory and the experiment that are useful
for interpreting the results in the left column. The upper right figure shows the vehicle velocity tangent to
the trajectory. The second right figure shows the trajectory curvature versus time. The curve fit trajectory
is formed by four segments of a fourth order B-spline. The change in curvature indicated in this figure is
due to the spline fit, not the trajectory. The third right figure shows the vehicle heading versus time, which
shows the vehicle is pointing west. The error between the vehicle heading and the trajectory heading is the
heading error shown in the third left figure. The bottom right figure shows the vehicle yaw rate.

Throughout, the transients in the control states have consistent dynamic characteristics. For instance,
at any time when d = 0, the variable d is at an extreme value; and at any time when é = 0, the variable € is
at an extreme value. The centimeter accuracy comparison between the magnetometer measurement and the
Two-Antenna GPS/INS estimate of d and the consistency of the control states demonstrate the accuracy of
the Two-Antenna GPS/INS system.

Advanced Maneuvering-Lane Change. The trajectory used in the experiments of the previous
section had obstacles too close to allow safe trajectory relative maneuvering; therefore, the trajectory was
shifted south by 13 meters before completing the advanced maneuvers described in this section. Due to this
relocation of the trajectory, magnetometer ground truth measurements are not available.

A lane-change is implemented by adding perturbations, as disturbances (see Section ??), to the control
state. If the controller rejects these added disturbances, then the vehicle has performed the desired maneuver.
The lane change perturbation:

e was 0.0 for 20 meters of path length;

changed smoothly from 0.0 to -3.6 m over the next 50 meters of path length;

stayed at -3.6 m for 50 meters;

changed smoothly from -3.6 m to 0.0 m over the next 50 meters of path length.

Throughout this maneuver, the perturbation was twice differentiable.

Figure 22 shows the position, velocity, and angle data from two-antenna GPS/INS during the lane-
change maneuver. The top sub-figures show the plot of the horizontal position data and time series plots of
the position estimates. The second top sub-figures show the time series plots of the velocity and attitude
estimates. The third top sub-figures show the time series plots of the accelerometer and gyro bias estimates.
The bottom sub-figures show time series plots of the acceleration and angular rate measurements.

Figure 23 shows the control results during lane-change maneuvering. Note that the controller driving the
control state plus perturbations to zero causes the control state to follow the opposite of the perturbation. In
this figure, the two-antenna GPS/INS control states (d, d, €, €) are shown in the four plots of the left column.
The right column includes various variables related to the trajectory and the experiment.

Advanced Maneuvering—Sinusoids. This section presents results for following a perturbation to the
trajectory. The perturbation function did following:

e was 0.0 for 20 meters of path length;
e was a 1.0 m amplitude sine-wave with 100 meters wave length for two cycles;
e was 0.0 for the duration of the run.

Figure 24 shows the position, velocity, and angle data from the two-antenna GPS/INS during the tracking
of this sinusoidal maneuver. Figure 25 shows the control state during the same maneuvering.
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Figure 20: Absolute position, velocity, and angle for basic trajectory following using data from the two-
antenna integer-resolved DGPS/INS. Top: Plot of the horizontal position data and time series plots of
the position estimates. Middle: Time series plots of the velocity estimates and acceleration measurements.
Bottom: Time series plots of the attitude estimates and angular rate measurements. This figure corresponds
to Figure 21.
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Figure 21: Results with two-antenna integer-resolved DGPS/INS based vehicle lateral control. The left
column of plots shows the calculated trajectory relative control states from the two-antenna GPS/INS. The
right column of plots shows related trajectory information. Top left: Time series plot of the off-trajectory
distance as determined by two-antenna GPS/INS (solid) and the front magnetometer (dotted). Second left:
two-antenna GPS/INS estimate of the velocity normal to the trajectory. Third left: two-antenna GPS/INS
estimate of the heading error relative to the trajectory. Bottom left: Trajectory relative heading error rate
estimate from two-antenna GPS/INS. Top right: two-antenna GPS/INS estimate of the velocity tangent to
the trajectory. Second right: The trajectory curvature. Third right: The vehicle heading. Bottom right:
The vehicle yaw rate. This figure corresponds to Figure 20.
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Figure 22: Absolute position, velocity, and angle for the lane-change maneuver using two-antenna integer-
resolved DGPS/INS. Top: Plot of the horizontal position data and time series plots of the position estimates.
Top second: Time series plots of the velocity estimates and attitude estimates. Top third: Time series plots
of the acceleration and angular rate bias estimates. Bottom: Time series plots of the acceleration and angular
rate measurement.
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Figure 23: Trajectory relative control results with two-antenna integer-resolved DGPS/INS for a lane-change
maneuver. The left column of plots shows the control states. The right column of plots shows related
trajectory information. Top left: Time series plot of the off-trajectory distance as determined by two-antenna
GPS/INS (solid) and the front magnetometer (dotted). Second left: two-antenna GPS/INS estimate of the
velocity normal to the trajectory. Third left: two-antenna GPS/INS estimate of the heading error with
respect to the trajectory. Bottom left: Heading error rate estimate from two-antenna GPS/INS. Top right:
two-antenna GPS/INS estimate of the velocity tangent to the trajectory. Second right: The trajectory
curvature. Third right: The vehicle heading. Bottom right: The vehicle yaw rate. This figure corresponds
to Figure 22.
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Figure 24: Absolute position, velocity, and angle for a sine-wave maneuver using two-antenna integer-resolved
DGPS/INS. Top: Plot of the horizontal position data and time series plots of the position estimates. Middle:
Time series plots of the velocity estimates and acceleration measurements. Bottom: Time series plots of the
attitude estimates and angular rate measurements. This figure corresponds to Figure 25.
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Figure 25: Trajectory relative control results for a two-antenna integer-resolved DGPS/INS based sine wave
maneuver. The left column of plots shows the calculated control states from two-antenna GPS/INS. The
right column of plots shows trajectory relative information. Top left: Time series plot of the off-trajectory
distance as determined by two-antenna GPS/INS (solid) and the front magnetometer (dotted). Second left:
two-antenna GPS/INS estimate of the velocity normal to the trajectory. Third left: two-antenna GPS/INS
estimate of the heading error with respect to the trajectory. Bottom left: Heading error rate estimate from
two-antenna GPS/INS. Top right: two-antenna GPS/INS estimate of the velocity tangent to the trajectory.
Second right: The trajectory curvature. Third right: The vehicle heading. Bottom right: The vehicle yaw
rate. This figure corresponds to Figure 24.
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7 Conclusions

7.1 Magnetometer/GPS/INS

GPS/INS/Magnetometer attitude determination and navigation system was analyzed, designed, built and
tested. This system used three different types of sensors to obtain observability of the full navigation state
and triplicate sensor redundancy. The experimental results show that the accuracy of the position is at the
centimeter level, the accuracy of the velocity is at the centimeter per second level, and the accuracy of the
heading is at the tenth of a degree level as long as the vehicle is moving. Acceleration is not required for
observability.

7.2 Two antenna/GPS/INS

The main contribution of this portion of the project is the design and analysis of a new method for deter-
mining vehicle attitude using only two GPS antennae and an INS. Previous methods for GPS based attitude
determination required at least three antennae. In addition, to the theoretical analysis and design, this
article has described a system integration and related vehicle control experiments.

The two-antenna GPS/INS attitude determination and navigation system was designed to achieve high
performance at low cost. For example, the second GPS can be single frequency and the IMU is a low cost solid
state instrument. The experimental results show that the accuracy of the position is 0.015 m (1 standard
deviation). The accuracy of the velocity is 0.01 m/s (1 standard deviation). The accuracy of the attitude is
0.03 degree for the roll and pitch angles and 0.1 degree for the heading angle (1 standard deviation).

8 Future Research

The magnetometer/GPS/INS navigation system has been demonstrated several times to reliably perform
lateral vehicle control. The control system used in these demonstrations is the controller originally designed
to use the d and € calculated by the magnetometer system, only the parameters were tuned. Improved
performance could be obtained by modifying the control system to take advantage of the d, €, and accu-
rate trajectory preview information available from the integated magnetometer/DCPGPS/INS system. The
system also already provides the vehicle state information (i.e., the vehicle tangential velocity vy see Ap-
pendix C) that is required to perform vehicle longitudinal control. It would be interesting to perform such
a longitudinal control demonstration.

Path has also stated an interest in relative vehicle control. Control of the relative positions of vehicles
requires accurate and reliable knowledge of relative vehicle position and velocity. The system described
herein reliably provides absolute vehicle state information. Each vehicle in a platoon of vehicles equipped
with the magnetometer, GPS, INS navigation system can determine its position relative to any other vehicles
in the platoon by simple subtraction of the two vehicles’ absolute state information. This process provides
the full relative vehicle state (i.e., relative position, relative velocity, relative acceleration, relative attitude
and heading, and relative angular rates). The use of the navigation system described herein for relative
vehicle control would be an interesting project.

The analysis in [15] shows an INS built using a calibrated, but unaided solid state IMU similar to that
used herein, can maintain 0.4 m position accuracy for approximately 15 seconds. The dominant source of
this position error growth is integration of IMU measurement noise. As the analysis of Section 4.1 and
experimental results of Section 6.1 show that the magnetometer measurements accurately compensate the
INS position (to cm accuracy) and velocity in the (critically important) lateral direction. Therefore, the
magnetometer aided INS would accurately maintain the vehicle lateral position even in tunnel or urban
canyon situations when GPS satellites in the direction normal to the trajectory are temporarily unavailable.
In such situations, it is interesting to analyze, develop, and test a system that feeds the magnetometer aided
INS state to the GPS receiver to help it maintain phase lock to the satellite signals during temporary periods
of satellite signal interruption. Such a project is currently starting at UCR with support from PATH.

9 Publications Resulting from this Project

The following articles have been published:
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e Yang, Y. and Farrell, J. A., “Magnetometer and Carrier Phase DGPS aided INS,” Institute of Navi-
gation, National Technical Meeting 2001, Long Beach, 22-24 Jan. 2001.

e Yang, Y., Farrell, J. A., and Tan, H.-S. “Carrier Phase Differential GPS-aided INS based Vehicle
Control,” Institute of Navigation, National Technical Meeting 2001, Long Beach, 22-24 Jan. 2001.

e Yang, Y., Farrell, J. A., and Tan, H.-S., “GPS-aided INS based Control State Calculation for AHS,”
IEEE 2001 American Control Conference, June 2001.

e Yang, Y. “Tightly Integrated Attitude Determination Methods for Low-Cost Inertial Navigation: Two-
Antenna GPS and GPS/Magnetometer,” Ph.D. Dissertation, June 2001.

The following articles have been accepted for publication:

e Yang, Y., Farrell, J. A., “Two Antennae GPS and Low Cost INS Tight Integration for Attitude
Determination”, Institute of Navigation — GPS 2001, Salt Lake City, September 11-14.

e Yang, Y., Farrell, J. A., “Fast Ambiguity Resolution for GPS/IMU Attitude Determination”, Institute
of Navigation — GPS 2001, Salt Lake City, September 11-14.

The following articles have been submitted for review:

e Farrell, J., Tan, H.-S. and Yang, Y, “Carrier Phase GPS-aided INS based Vehicle Lateral Control,”
submitted ASME Journal of Dynamics Systems, Measurement, and Control, May 7, 2001, 39 m.s.

e Farrell, J., “State Estimation,” submitted to the Electrical Engineering Handbook (Ed. W.-K. Chen),
April 2001,20 m.s., Academic Press.

The following articles are in preparation:

e Yang, Y., Farrell, J. A., “Tightly Integrated Two-Antenna Carrier Phase GPS/INS Navigation Sys-

tem” .

e Yang, Y., Farrell, J. A., “Carrier Phase GPS/INS/Magnetometer Tightly Integrated Navigation Sys-

”

tem”.
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A Global Position System

The NAVSTAR (NAVigation System with Timing And Range) Global Positioning System (GPS) is a space-
based, all-time, all-weather navigation system developed by the Department of Defense (DOD) to determine
position, velocity, and time for a user that is on (or near) the earth [19, 22, 23, 28].

A.1 GPS Measurement Model

For civilian GPS receivers, three types of GPS measurements are available for each correlator channel with a
locked GPS satellite signal. They are pseudorange and integrated carrier phase for L1 and L2, and Doppler.
The pseudorange and carrier phase model equations are (from [10]):

= (X9 =2+ (VO —g)? 4+ (29 = 200 + et
+eALE) + AED 4+ At + BO 4 MPO 4 D) (73)
30 = % (X0 =22 + (¥ — )% 4 (2 - 2)2)05 + e,
+eA) + A, - A, + ED +mp® + 40| - NO (74)
and the Doppler measurement (the carrier phase time differential) is
o do@ (¢
PO(r) = % dt( ) (75)

where p is the measured pseudorange in meters, ¢~5 is the measured carrier phase in cycles, f)(t) is the
measured Doppler velocity at time ¢, (X,Y, Z) is the position of a satellite in ECEF coordinates, (z,y, 2) is
the position of the GPS receiver antenna in ECEF coordinates, At is the receiver clock bias, Atg, is the clock
bias of the satellite, Atsyop is a measure of the tropospheric delay, At;op, is a measure of the ionospheric delay
with different sign for pseudorange and carrier phase, E represents error in the broadcast ephemeris data,
M P represents multipath error on the pseudorange signal, mp represents phase multipath error, ) represents
receiver range tracking error, § represents receiver phase tracking error, N is the integer ambiguity of carrier
phase, A = %, ¢ is the speed of light and f is the carrier microwave frequency of L1 or L2. The ()() notation
refers the quantity in parenthesis to satellite ¢. The Navigation Ephemeris data, defined in [19], is used to
calculate GPS satellite orbits, clock corrections, and determine the satellite position in ECEF coordinates.

The error terms cAtgﬁ,), cAtl(gi)op, cAtZ(?n and E® can be canceled, for users in a local area, by differential
operation as described in Section A.3. The multipath error and GPS receiver noise of carrier phase are much
smaller (cm’s and mm’s, respectively) than those of the pseudorange (m’s and decimeters, respectively).

Therefore, there the phase measurement is a much cleaner measurement than the pseudorange. However,
for the phase measurement, there is a unknown (usually large) integer constant bias N. This integer phase
ambiguity is the whole number of carrier phase cycles between the receiver and the satellite at an initial
measurement, time. To make use of carrier phase measurement as a range estimate, this integer ambiguity
must be correctly estimated and removed. The details of this integer ambiguity resolution algorithm are
described in [10, 36, 37].

A.2 Linearized measurement equation

If an estimate of the GPS receiver position X = (&, 4, 2) is available, then the corresponding estimated range
between the GPS receiver and the i-th satellite is calculated by R(®) = (X — )24 (Y —)2 4 (2() —3)2)05
where the satellite position (X0, Y@ Z(®) is calculated using the navigation ephemeris data. Linearizing
the GPS measurement eqns. (73-75) yields:

PO — RO = hO(x—%)+cAt, + XD +cAtD + MPD 45 4 hot!s (76)
PIN—RD = nO(x—%)+cAt, +x - cAtg?n +mp? + 9 — NOX 4 h.ot.'s (77)

. . o N G I
and the derivative of eqn. (77) with respect to ¢ is (with assumption “5— = 0):

AeAty) X aeAtd)

won

ot ot ot

DOWA-nD (@, —3)) = hO(v, —3) +
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dmpld  §aM

ot o
where x is the actual position of then GPS receiver, v, is the true velocity of the GPS receiver, v, is the
calculated velocity of the GPS receiver, ng,) is the calculated velocity of satellite 4, h.o.t."s represents higher
order terms in the expansion,

+

+ h.ot's (78)

x9 = cAtld) + cAt,g?op +E® (79)
is the common error that can be canceled in a local region by Differential GPS,
h® — [ 85_:') ag;i) ag:') ] . (80)
is the unit vector from the satellite to the GPS receiver:
p® —(X® —g)
0s = (X0 =2+ (YO — g2+ (20 — 2205
op" ~(v9 —y)
Oy T (X0 =2+ (YO —y)2 + (20 = 2)2)05
ap® —(ZD — )
0z (XD — )2 + (YO — )2 4+ (Z20) — 2)2)05°

A.3 GPS Differential Operation

To achieve significant accuracy improvements, differential operation can be used to cancel the errors between
GPS receivers. For differential GPS with a short baseline (within 20 miles), especially for attitude deter-

trop? At and E® are nearly the same
between the two receivers. These errors comprise the common-mode error. For differential GPS with long
baseline or at a different altitude, cAt,E?Op, At and E® need to be modeled and estimated [10, 28]. The
details are not described here.

Differential GPS involves a reference GPS receiver, rover GPS receivers, and a communication mechanism
between the reference GPS receiver to the rover GPS receivers. The vector between two GPS antennae is
called the baseline formed by these two GPS antennae.

GPS differential operation can be divided in two cases based on the characteristics of the reference
receiver antenna. The reference receiver (and antenna) will be referred to in the following as the base or

GPS,. Other receiver/antenna pairs, possibly moving with respect to the base will be referred to as rovers
or GPSl

1. The base location is accurately known®: In this situation, the known position and velocity of the
base can be used to calculate the error corrections of each satellite. These corrections are broadcast to
rovers. The rover receivers use the broadcast corrections to remove common mode errors from each
satellite measurement.

mination with baseline length within several meters, cAtgi,), At

The GPS pseudorange, carrier phase, and Doppler corrections calculated at the base using eqns. (76

— 78) are
AD = cAty, +xP + At + MPS + ) (81)
AY = At +x) — At +nl) — NN (82)
; i (4)
: N A(cAt,,) XD acAtl) ) on
A® = _hy® B _ ion ¢85
D(1) Vit T T o o o (83)

where the notation ()p refers the quantity in the parenthesis to the base station receiver. These
quantities are the basic calculated correction results for the differential GPS reference stations that
are widely used in applications, such as the single GPS base station, the Local Area Augmentation
System (LAAS), and the Wide Area Augmentation System (WAAS). The calculation approaches are
not necessarily the same. The details of the base station design and implementation for this project
are discussed in [12].

The single and double difference DGPS approaches are reviewed below.

5In this approach, the base location is usually fixed. However, this is not a requirement of the method. Instead, the base
station is typically fixed as this simplifies the problem of accurately determining the base location (e.g., by surveying).
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(a) Single Difference. Using the results of eqns. (81-83) as corrections and substituting them into
eqns. (76-78) yields the linearized single difference GPS measurements at the rover as:

ApD —RD = hDAX + Aty + MPE) +nl) (84)
AYON—RD = hDAX +cAt,,, +nl)  — NipA (85)
, . , 0(cAt, i
ADOA—h®%, = hDAv+ % + ”53)1:“3 (86)
where
Ap(i) = ﬁg) - Afj);
A = g — AP/,
ADDX = DPnA-AY,

with Ax = x—%, Av = v,.—V,, the notation () g refers the quantity in the parenthesis to the rover
GPS receiver, the notation ()gp refers the quantity in the parenthesis to the difference between

the base and the rover GPS receivers, n,(,gB is the single difference pseudorange noise and high

((;I)w is the single difference carrier phase noise, multipath error, and
high order expansion terms error, and n%)RB is the single difference velocity error including the
GPS receiver noise, multipath error, and the high order expansion terms. Eqn. (84) to eqn. (86)
can be used to calculate Ax and Av. This requires estimation of the receiver clock bias and drift
rate. Note that Ax and Av can be used to correct x = X — Ax and v = v — Av, which are the

absolute position and velocity of the rover.

order expansion term error, n

(b) Double Difference. To implement the double difference approach, the rover selects a common
satellite® j and subtracts satellite j’s single difference GPS measurements from the measurements
of all the other satellites. Therefore, the double difference measurements at the rover are calculated

as:
VAP — VR = h0)Ax + MPYD) 4 nli) (87)
VAN - VR = N\ +h0) Ax +nf) (88)
VAD@ X = hdv, 4pli) (89)
where
VAP = () =AY = () — AP,
VAR = (§0 AP/ = (@ — AP /N,
VADN = (DR t)A—AL,) — (D (H)x-AY),),
VR — RO _ R(J')’

with h(#) = h(®® —h() the notation ()(¥) refers to the quantity in parenthesis to the difference
between the satellite ¢ and j.

The advantage of double differential GPS is that the base and rover clock bias and drift rates
have been removed. Therefore, these terms need not be estimated. The disadvantage is that the
multipath error and the GPS receiver noise between different measurements are now correlated.
Note that Ax and Av can be used to correct x = Xx— Ax and v = v — Av, which are the absolute
position and velocity of the rover.

2. The reference location is unknown’: In this situation, the vector of the baseline formed by the
antenna of GPS; and GPS; is calculated. When GPS; and GPS; are mounted on different vehicles,
this baseline represents the relative position between the vehicles. When GPS; and GPS2 are rigidly
mounted to a single vehicle, the baseline can be used to determine the vehicle attitude.

6To achieve small multipath error, the common satellite is usually selected to have high elevation angle.
7The reference location may not be accurately known, for example, because it is moving.
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Differencing measurements between GPS; and GPS; yields

AP = wOxyy + Ay, + MPY +nl) ©0)
AN = hDxpy + eAty,, +0l) — N 1)
ADYN = h(i)vm+%+ngg ©2)
where
Apgz) _ ~(i) ~(i)
2l = 6040
ADY) = D§’)()—D§i)(t)=

with x12 = X3 — X3, the notation ()12 refers the quantity in the parenthesis to the difference between
the GPS; and the reference GPS,. Note that all common mode errors have been removed.

Subtracting the measurements of a common satellite from all other satellites yields the double difference
measurements:

Ve = W xpy + MPY +nl) (93)
VAN = hix, +nf?) — NN (94)
vADA = n@v,, +nf) (95)
where
vy = Ap(') Apty,
VA = Agl - g,
vADy = AD{(1) - ADY ().

The advantage of double differential GPS is that the clock bias and drift of both receivers is canceled.
The disadvantage is that the double difference measurement noise are larger than those of single
difference GPS and these errors are is now correlated between measurements.

If x; and x2 can both change freely (i.e. two vehicles), this approach allows calculation of their relative
position and velocity. If the two antennae are rigidly attached to a vehicle, then x; — x2 can only
change orientation. Therefore, this approach allows attitude determination.
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Figure 26: Strapdown Inertial Navigation System in the Tangent Frame

B Inertial Navigation System

Inertial Navigation Systems (INS) [1, 10, 16] have been developed and are used in many applications for
control, guidance, and navigation. Such systems are capable of providing the vehicle state (i.e., position,
velocity, acceleration, attitude, angular rate) at high rates suitable for real-time applications (e.g., control).
An INS system integrates the differential equations describing the system dynamics for a short period of
time by using high rate data from a set of inertial instruments. During this integration process, the error
variance of the navigation states increases primarily due to the sensor noise and from sensor calibration and
alignment errors.

There are two categories of INS: stabilized platform and the strapdown. A strapdown INS in the tangent
frame was developed for this project due to its lower size, power, and cost requirements relative to a stabilized
platform approach. This section summarizes the strapdown tangent plane INS which is used for both INS
processing and GPS/INS integration.

B.1 INS Processing

The strapdown INS tangent frame mechanization is shown in Figure 26. The algorithms of the strapdown
INS are attitude calculation, force transformation, gravity calculation, Coriolis correction calculation, and
tangent frame position and velocity integration. These algorithms are described below using the variable
definitions specified in Table 3.

The basic equation for attitude integration is

Rbat = Rpat b, (96)

where Rypa¢ is the rotation matrix from body frame to tangent frame and Qi’b is the skew symmetric matrix
representation of w:’b = [ww,wy,wz]T, which is the body rotation rate vector with respect to the tangent
frame expressed in the body frame. Two alternative approaches to integrating the attitute, Euler angles and
quaternions, are discussed in [10].

The accelerometers measure the body frame acceleration with respect to the inertial frame represented
in the body frame. The tangent plane specific force vector is calculated from accelerometer measurements
as:

fN fu bu
fE = Ry fo | = | bo
fD f'w bw
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Variable Definition
(n,e,d) North, east, and down position
(vwv,vE,vp) | North, east, and down velocity
(u,v,w) Vehicle frame velocity
(fn, fe, fp) | North, east, and down force
(fu; fvs Jw) | Vehicle frame specific force
g Local vertical component gravity
Wie Earth inertial angular rate
A Latitude
P Longitude
(4,6,) Tangent plane vehicle attitude

¢ = roll, § = pitch, ¢ = yaw
(p,q,r) Vehicle frame inertial rotation rate
(bu, byy byy) Vehicle frame accelerometer bias
(bp, by, by) Vehicle frame gyro bias

Table 3: Variable Definitions

where Ryo; is the solution of eqn. (96) and [by, by, by] is the estimated accelerometer bias vector. The time
derivative of the velocity in the tangent frame has the relationship [1, 10]:

'l')N 0 _Q(Wz'e sin )\) 0 UN fN 9z
R = 2wie sin A 0 ) 2wWie COS A ve |+ | fe |+ | 9y
0D 0 —2Wie COS A 0 (5 fp 9z

1 _ _tan) 2
Eath UNUD — (Re+h)VE

tan A 1
T ®ath ZNUE 2+ (Re+h) vaD

~“R®etmVE ~ Bath VD

Eqn. (97) is the basic equation for the tangent plane velocity integration. Position in the tangent frame is
calculated by integrating the velocity with respect to time.

B.2 Tangent Plane INS Error Equations

For error analysis and online error estimation via Kalman filtering aided by differential GPS, it is necessary
to linearize the INS equations along the vehicle trajectory. The linearized error equations derived in [1, 10]
are summarized below.

The linearized dynamic INS error equation is:

op Fpp Fpv Fpp op €p Wp
ov | =| Fyp Fuww Fy, ov |+ | ey | + | wy (98)
op Foo Fov Fpp op €p Wp

All error quantities are defined to be the actual values minus the calculated (or measured) values (i.e.,
0x =x — &).
For the tangent plane implementation, three components of the nominal error states are defined as:

5p = [6n,de,dod)T

v = [bvn,dvg,dup]T
5[)” = [56N,5€E,56D]T

is the tangent frame position error,
is the tangent frame velocity error
is the small attitude angle error.
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The matrix F of eqn. (98) is

0 0 0 1 0 0 0 0 0

0 0 O 0 1 0 0 0 0

0 0 O 0 0 1 0 0 0
~2uavp 0 0 0 2up 0 0 fo —fe

F = %(UNLUN +vpwp) 0 0 —2wp 0 2wy —fp 0 In (99)

—2vgwp 0 *R_23N 0 —2wN 0 fe —fn 0

wfp 0 0 0 0 0 0 Wp —WE

0 0 O 0 0 0 —Wwp 0 WN

I —uy 0 0 0 0 0 wg —wn 0 |
with wy = wje cos A and wp = —wje sin A. Therefore,
Fpp = Fpp = va = 03)(37 va = I3X3’
—2c}zng 0 0
va = %(’I)NUJN + ’UDUJD) 0 0 ,
=2vpwp 0 =2
R B3
0 2wp 0 0 fD _fE
Fvv = —2(UD 0 2(").N ) FVP = _fD 0 fN )
0 —2wn 0 fe —fn 0
“# 00 0 Wp —WE
F,p= 0 00|, Fpo=|-wp O WN
—ex 0 0 WE —WN 0

“k= with respected to vy,

The first column of matrix F is approximated as zero due to the small value of
vEg, and vp.

In eqn. (98), ey is the velocity error caused by accelerometer measurement and gravitational model error,
and e, is the attitude error caused by gyroscope measurement error. The quantities wp, wy, and w, are the
position, velocity, and attitude process noise vectors, respectively.

B.3 INS Error State Augmentation

Eqn. (98) shows that the velocity error is driven by accelerometor error and gravitational errors and the
attitude error is driven by gyro errors. These errors can be modeled by stochastic Markov processes. The
state of these Markov processes is augmented to the INS state. Estimation of the augmented state vector then
allows INS error correction and instrument error calibration. Let x, denote the states augmented to account
for the accelerometer measurement error and the gravitation error. Let x, denote the states augmented to
account for gyroscope measurement error. Suitable linearized error models are derived in [1, 10]. Linear
error models can be defined with matrices Fyx, and F,x_, such that:

ey = vaa Xq + Vg (100)
e, = Fo,x,+v, (101)

where v, and v, denote the accelerometer measurement noise and gyro measurement noise, respectively.

The state augmentation process leads to a higher dimension state space model, which for observability
and computational reasons were reduced to 15 states: the nine error states of eqn. (98), three accelerometer
error states, and three gyro error states. The resulting INS linear model is

op 0 F,, O 0 0 op Wp

ov Fop Fvw Fy, Fyx, 0 ov Wy + Vg,

0p = 0 0 F, 0 Fx, op |+ | wpotvy |- (102)
X, 0 0 0 Fyx, 0 X, Wa

Xg 0 0 0 0 Fyx,x, Xg wg

The variables x, and x, represent a composite of accelerometer and gyro errors, some of which are slowly
time varying. For convenience, they will be referred to as accelerometer and gyro biases, respectively. These
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states are modeled as random walk processes. Therefore, Fx,x, and Fy x, are identically zero. The power
spectral densities for the driving noise processes w, and wg were determined by analysis of the instrument
biases over an extended period of time. The quantities v, and v, are the (zero mean) accelerometer and
gyro measurement noise vectors. The spectral densities of the measurement noise processes v, and v, were
determined by the analysis of measurement data. The matrices Fyx, and F,x, can be processed, by the
chain rule, as:

Ov Of?

Fo. = aFom, (103)
of?

= Rbgtax (104)
dp Owhy

Fo, = -0 (105)
g dwh, O0x,4
Ow?

= Ryyu—2 (106)
0xy

b
with g—i = %“:;’g" = I. This completes the summary of the specification of the INS error dynamic model.
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Figure 27: Control State Definition.

C Control State

The main topic of this section is presentation of the algorithm used to determine the trajectory relative
control state based on the CP DGPS/magnetometer/INS navigation state information. The data flow for
this calculation is shown in Figs. 1 and 2. The CP DGPS/magnetometer/INS state is an absolute quantity
in the sense that it generates the absolute vehicle position in an earth relative frame. Since the control
objective is to follow a trajectory, the control system utilizes a trajectory relative state vector defined in
Table 4 and Fig. 27. As Figs. 1 and 2 show, a lane trajectory and the CP DGPS/magnetometer/INS state
are inputs to an algorithm that computes the control state vector as required for the PATH vehicle control
algorithm. The subsequent presentation uses various concepts from analytic geometry that are reviewed in
Appendix D.

Symbol | Units Description
d m Off-track distance
d = Time derivative of d
€ rads Heading error (= ¢ — v.)
é rads | Time derivative of heading error
vr o Velocity tangent to trajectory
R, m Radius of curvature (= 1).

Table 4: The Control State Definition

C.1 Lane Trajectory Definition

Given a set of data D = {t;,n, €, Un,,Ve; }2; corresponding to the time stamp, north and east coordinates,
and north and east components of the velocity acquired along a trajectory, the objective of this section is
to define a twice differentiable function p(s) that fits the data in D. For convenience, the parameter s is
considered to be arclength.

The arclength defined by eqn. (126) can be approximated for 1 <i < N as

\/V2, 4+ 02, (107)

8i—1 +ui(t; —ti—1) (108)

U;

Si

where sq is assumed to be zero.
Let the curve fit trajectory be defined as

p(s) = [n(s),e(s)] = ¢(s)" [0, ] (109)

where 0,,,0. € ™, ¢(s) : R —» R™, and m is the number of parameters in the curve fit. The vector of
functions ¢ is the basis for the curve fit. This basis should be at least twice differentiable for the reasons
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discussed after eqn. (133). Let the matrix ® be defined as

#(s1)*
3= : . (110)
B(sn)T

Then the least squares estimate of the curve fit parameters is
[6n,6.] = (87®) " &7 [n, €] (111)

where n and e are the column vectors containing the north and east coordinates from D.

Figure 28 shows the GPS/INS data that is the input to the trajectory curve fitting procedure, for
the Crows Landing trajectory. This data was acquired at 15 Hz while the vehicle was driven along a
trajectory defined by embedded magnets. During the data acquisition, magnetometer control was used for
lateral positioning. The speed was manually controlled at approximately 8 =*, resulting in trajectory points
separated by approximately 0.5 m. The trajectory starts and ends with straight segments and has three
turns. Each turn has a radius of curvature of approximately 800 m. The vehicle was driven in the north
bound direction. The three turns are clearly evident in the plot of the east coordinate. Figure 29 shows the
curve fit trajectory on the left and the heading and curvature of the trajectory versus arclength on the right.

C.2 Control State Calculation

This subsection describes the method for calculating the control state based on the trajectory and the CP
DGPS/magnetometer/INS state. The inputs to the algorithm from the navigation system are the horizontal
position [n;, e;], the horizontal velocity [vn,, ve,], the heading 1);, and the yaw rate g, of the vehicle at time
t;- The required control state information is defined in Table 4.

The first step of the algorithm is to find the arclength along the trajectory that produces the trajectory
position nearest to the vehicle position. Given the arclength from the previous time step, the arclength for

the present time step is approximately
S;i = 8i—1 + \/’U%i + ’Ugidt (112)

where dt = t; —t;_1. A local search is then required to tune s; to the required accuracy.
Define the cost function J(s) = ||[ni, e;] — p(s)|| - The gradient of the cost function is

a7 o %)
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Figure 29: Curve fit trajectory and trajectory heading and curvature versus arclength.

which is a function of s. The position errors are defined as [7i, €] = [n;,e;] — p(s). The gradient algorithm
proceeds by initializing po = s; and iterating

i = N oJ
§= M1 — Qo
Os S=Hji—1
until [u; — pj—1| is small. Then define s; = p;. Convergence usually succeeds in fewer than 6 iterations.
Given the nearest trajectory point p(s;), the navigation system information [n,e,v,,ve,, g.] and the
analytic geometry relations of Appendix D, the elements of the control state are calculated as

d = [i,€] N(s;) (113)

d = [vn,ve] N(s:) (114)

€ = Y —1e(si) (115)

vr = ['Unave] - T(s4) (116)
1

R, = m (117)

€ = g,—T¢ (118)

where 1., 7., N(s), T(s), and x(s) are defined in Appendix D.

C.3 Trajectory Relative Maneuvers

This subsection describes the algorithms to implement a library of advanced vehicle maneuvers as a pertur-
bation to a predefined trajectory.

Let d = p(l) denote a function describing the desired of distance perturbation to a trajectory to implement
a maneuver, as a function of a parameter /. Assuming pitch and roll are zero, the trajectory relative heading
is small, and the side slip is zero, the kinematics of a maneuver are described by

d u(t)e(t)
= 11
¢ = a0 (119)
where R = % is the turning radius, € is the trajectory relative vehicle heading, u(t) = % is the vehicle speed,
and s is the arclength.

From the functional description of the maneuver,

jo pd _dpdl
Tddt dids”

54



and

Arclength, s, m Arclength, s, m

Figure 30: Example Maneuver Variables with v = 20 m/s.
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where the time rate of change can be selected at the time the maneuver is specified. Combining this with
the kinematics yields

Therefore,

d dpdl
€E=— =

u  dlds

_dp (@t
= \ds

dl ds? "

Setting the above equation equal to the kinematic equation yields

or

dp &1 %

YA
T di? \ds dl ds?u’

1

d?p (dl)2u+ dp d?la'

a1z \ds i ds?

ExampleThe polynomial p(l) = I2(3—2 [) maps the interval [0, 1] to [0, 1] while having zero slope at both
endpoints. Scaling [ and the amplitude of p(l) would accomplish a lane change maneuver. The derivatives

of p are

dp

= 6l(1-1
d’p
o = (-2,
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Let | = {55 where s is the arclength. Then, the maneuver will be complete in 100 m. Therefore,

oo (17) (1~ 105) (50) 022
< = 5 (53) (' 150) () 129

¢ = %(1—5‘9—0). (124)

These control state perturbations, useful for accomplishing a lane change maneuver with amplitude 1.0 m,
are plotted in Figure 30.

d

D Concepts from Analytic Geometry

Given a function p(s) defining a two dimensional trajectory as a function of arclength s, this section reviews
various concepts from analytic geometry that are used in the the main body of the report.
Let u(t) denote the speed of travel. Then,

u(t) = 20 — vy (125)

where v(t) is the velocity of a point moving along the trajectory. Since the point p is confined to the
trajectory, v(t) is tangent to the trajectory by definition. Note that

s(t):/0 u(r)dr (126)

which is used in both the trajectory curve fit and control algorithms.
When the trajectory is linearly parameterized as

p(s) = ¢(s)" [0, 0] = ¢(5)" O, (127)
where 6,,,0, € R™ and ¢(:) : ® = R™, then the velocity along the trajectory satisfies
dp(t) _ dp(t) ds

vit) = 3 " ds @ (128)
_ (¥
= (£> Ou(t). (129)
Since u(t) is by definition the magnitude of v(t), the vector
_v( _ (dg)"
T_u(t)_(ds> 0 (130)

is the unit vector tangent to the trajectory. Define the components of T as T = [T1,7%,0]. Then, the
trajectory heading is
Y(s) = arctan2(Ts,T1) (131)

where arctan2 is a four quadrant arctangent. The normal to the trajectory, defined positive to the right in
the direction of travel, is by the right hand rule

i j k —T
0o 0 -1 0

The trajectory curvature vector K is the derivative of T with respect to s. Since T is a unit vector, only
its direction can change. The scalar trajectory curvature & is the norm of K. Therefore, with the trajectory

defined as in eqn. (127),
dT 2o\
=%l = ' (%) ©
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which has units of m~!. Therefore, for the curvature to be well-defined, the basis functions must be at least
twice differentiable with respect to s. Based on the curvature xk and speed of travel along the trajectory vr,
the magnitude of the vehicle rotation rate in % should be 7 where R, = % The sign of the desired
vehicle rotation rate depends on the direction in which the tangent is rotating and can be determined as the
sign of the third component of T x K, so that

re = ((TxK)-[0,0,1])vr (134)
= [IT[K|sin(07x)vr (135)
= kursin(frk) (136)
= sin(HTK) ;}B_T (137)

where r. denotes the desired yaw rate command and 07k is the angle between T and K which is always
490 degrees.
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