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ABSTRACT OF THE DISSERTATION

Plasmonics for Super Resolution Optical Imaging

by

Joseph Louis Ponsetto

Doctor of Philosophy in Electrical Engineering (Applied Physics)

University of California, San Diego, 2016

Professor Zhaowei Liu, Chair

Imaging with resolution beyond the diffraction limit has attracted great interest in

recent years. In this work, new tools for super resolution optical imaging using plasmonics

are developed and demonstrated theoretically and/or experimentally: Localized Plasmonic

Structured Illumination Microscopy (LPSIM) and the hyperlens.

The LPSIM technique offers a significant improvement in resolution performance

over existing structured illumination microscopy (SIM) methods. An array of plasmonic

nano-antennas provide dynamically tunable near-field excitations, which result in a finely

structured illumination pattern for a given fluorescent object of interest. The illumination
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pattern feature sizes are limited only by the antenna geometry, and reconstruction from

simple far-field images yields deeply subwavelength resolution. In the initial theoretical

and experimental demonstrations shown, resolution is improved 3-fold relative to the

diffraction limit. LPSIM is attractive among competing tools due to its wide field of view,

bio-compatibility, and video-rate speed capability.

Imaging applications of the hyperlens are also shown in this work. A spherical,

metal-dielectric multilayer geometry is used to numerically demonstrate unprecedented

radial resolution at 5 nm scale for both imaging and lithography applications. Accuracy far

beyond the diffraction limit in the radial direction indicates potential for three-dimensional

imaging and lithography applications. Design optimization with regards to several important

hyperlens parameters is explored in detail.
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Chapter 1

Introduction

Before jumping directly into the technical details of localized plasmonic structured

illumination microscopy (LPSIM) and the hyperlens, some of the major supporting principles

will be introduced. The concept of the diffraction limit, its significance, and its origin will

be explained. The original technique of structured illumination microscopy (SIM) will be

summarized, and its achievements and limitations will be discussed. Finally in this chapter,

a brief introduction to plasmonics and their physical characteristics will be given.

1.1 The diffraction limit

A standard microscope allows us to capture an image with high resolution. The

primary mechanism for achieving this is magnification. For a detector with a given pixel

size, an object can be seen with higher resolution if it is magnified such that its image takes

up a larger area on the detector. But neither an infinitely-magnified image, nor an infinite

pixel density will yield an image with infinite resolution. There is a limit to this type of

resolution improvement, and it comes fundamentally from the wave-like behavior of light.

1
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Christiaan Huygens proposed in 1678 [Huy78] that the wavefront motion of propagat-

ing light is determined by spherical wavelets originating from every point on the wavefront

at the previous instant in time. This idea, known as Huygens’ principle, is a very useful tool

for predicting the way a wave will respond to any local geometry. For example, consider a

wall with a small gap in it (as shown in Fig. 1.1). A plane wave traveling straight at the wall

will spread out after passing through the gap, due to Huygens’ principle. This is an example

of diffraction.

Figure 1.1: Huygens’ principle: a wave disturbance passing through a slit will
spread out from the shadow of the slit in a process called diffraction. This behavior
can be explained by Huygens’ principle. [Siy16]

Let us examine this single-slit problem in more detail. For a more realistic situation,

we can think instead of a small two-dimensional circular aperture in an opaque surface. Each

point on the wavefront passing through the aperture will propagate outwards in all directions

as a point source on the other side. Calculating the wavefront analytically at a given point in

space can be fairly involved. If we wish to observe the diffraction pattern in the far-field, we

can adopt the approximations of Fraunhofer diffraction. It can then be shown [BW99] that

the far-field diffraction pattern is simply a scaled inverse Fourier transform of the aperture

itself. Thus, for the case of a circular aperture, we are left with a diffraction pattern in the



3

form of an Airy disc, as shown in Fig. 1.2.

Figure 1.2: Airy disc diffraction: For light diffracting from a circular aperture or
source, an Airy disc pattern will be formed in the far-field. The maxima and minima
of the diffraction pattern correspond to constructive and destructive interference
conditions, respectively. [Mar13]

This pattern can be calculated mathematically by taking the Fourier transform of the

circular aperture. It can also be justified intuitively by considering the trigonometry which

dictates the alternating constructive and destructive interference of the wavelets traveling

from the aperture to the plane of observation, as a function of the angle θ in Fig. 1.2. The

angle at which the first minimum of the diffraction pattern occurs is approximately

θ = sin−1
(

1.22
λ

d

)
(1.1)

Where d is the aperture diameter and λ is the wavelength of the light. For small

angles, we can further approximate Eq. 1.1 and write

θ = 1.22
λ

d
(1.2)

We can see clearly from this equation that the width of the central peak of the Airy
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disc will be inversely related to the aperture size. In most imaging setups, a circular lens

is used to focus an image to a detector of some kind. In this case, the aperture we are

concerned with is the aperture of the lens.

The reason we are so interested in this Airy disc diffraction pattern is that it will

determine the resolution of an imaging system. We have so far talked about a circular

aperture as a source of light, but the same analysis applies to any small circular or point-like

source. Even larger sources of light can be considered to be a sum of many point sources.

With this in mind, the focused image obtained from a point source becomes a critical

characteristic of any imaging system, and is called the point spread function (PSF).

There are many ways to describe the resolution performance of a microscope, but

one of the most common is the Rayleigh criterion, which defines the resolution limit due to

diffraction as the separation at which the principal diffraction maximum of one point source

image overlaps the first minimum of another. This condition is described by Eq. 1.2. Thus

we can describe the minimum resolvable distance between two points as

δ =
0.61λ

NA
(1.3)

where NA is the numerical aperture

NA = nsin(φ) (1.4)

with n as the index of refraction of the surrounding media, and φ as half the angular

aperture of the lens or microscope objective. This relatively simple equation gives us good

intuitive insight into the key factors determining the diffraction limit of a system.

If the illuminating wavelength is decreased, the resolution of a diffraction-limited
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system will improve. This is, for example, a major factor in the miniaturization of computer

chip lithography – the very short wavelength of deep UV light allows for focusing of a

lithographic beam down to just a few dozen nanometers. However, for many imaging

applications, such as the observation of biological samples, even near ultraviolet light is

damaging due to the higher photon energy compared with visible wavelengths.

No practical lens or objective can achieve φ greater than 90◦ (with the technical

exception of a 4π microscope). So, the only remaining option to improve resolution is to

change the surrounding medium to a high-index material (higher than the default, air). For

this reason, water immersion and oil immersion microscope setups are very popular with

biologists and other scientists who require high resolution optical imaging. But even this

approach offers limited improvement. To achieve a NA of 1.6, special oil and expensive

sapphire objectives are required. A NA of 2 is not considered practically achievable. So

where does that leave us? A quick calculation can give an approximate value for diffraction-

limited resolution at visible frequencies, even in a best-case scenario:

δ = (0.61)(400nm)/1.6 = 153nm (1.5)

There are many active areas of research that are currently held back by imaging

resolution. One of the most compelling, but far from the only area, is biological imaging.

To observe a living cell and record the dynamics of sub-cellular components requires a

non-invasive, non-damaging imaging technique with speed on the order of cellular dynamics,

as well as resolution far below 100 nm. At present, there is simply no technique offering

this combined performance at a satisfactory level. If such a technique can be realized, there

is immense potential for discovery and new understanding.
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1.2 Structured illumination microscopy

In recent years, many creative methods have been proposed and demonstrated to

circumvent the diffraction limit. For fluorescent imaging, one of the most successful to date

has been structured illumination microscopy (SIM), first proposed in 2000 by Gustafsson

[Gus00]. Fig. 1.3 illustrates the core concept of this technique.

Figure 1.3: SIM concept: (a) Two line patterns representing an object and an illu-
mination pattern are overlaid. (b) In Fourier space, diffraction limits the observable
region to a circular area around the origin, known as the optical transfer function
(OTF) of a microscope. (c) A positive-valued sinusoidal illumination pattern has
just three Fourier components. If the sinusoidal pattern itself has diffraction-limited
periodicity, then those components will be located as shown. (d) The imaging
process under this structured illumination results in collected wavevectors from
outside of the normal OTF, which can be used to reconstruct a super-resolved
image. (e) To get uniform 2D super resolution, the pattern must be translated in
multiple orientations, to fill up the larger effective OTF evenly. [Gus00]

Most real objects have a very broad spatial frequency spectrum. When we take a

diffraction-limited image, we effectively throw away all the spatial frequency information

outside of the OTF, resulting in an image with finite resolution. A key relation to understand

here is the equivalence of convolution with the PSF in real space to multiplication in Fourier

space. When an object is illuminated with a sinusoidal pattern rather than uniform light,

the visible portion of the object is a multiplication in real space, and a convolution in

Fourier space. The convolution creates shifted copies of the object information, such that

information normally outside of the OTF will be brought into the observable region. The
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shift magnitude is dictated by the spatial frequency of the illumination pattern. Several

sub-images are required to create one full super resolution image from the combined pieces

of spatial frequency (k-space) information.

Since a finer illumination pattern will allow us access to higher spatial frequency

information, one might logically try to create as fine an illumination pattern as possible.

In most SIM-based techniques, this pattern is created with a simple line-patterned grating.

This and any other all-optical pattern-forming methods are naturally also diffraction-limited.

Therefore, the maximum spatial frequency K of the pattern is equal to the maximum spatial

frequency passed by a diffraction-limited OTF, and thus the resolution can be improved by a

factor of two, at best. An example demonstration of experimental super resolution achieved

by SIM is shown in Fig. 1.4. The imaged full width half maximum (FWHM) of the 120

nm beads is reduced, and the resolution is improved noticeably compared to the diffraction

limit.

Figure 1.4: SIM imaging demonstration: A cluster of fluorescent beads with diam-
eter = 120 nm, imaged by different methods. (a) Conventional microscope image
(b) confocal microscope image. (c) SIM image, showing noticeably improved
resolution. [Gus00]

The matter of piecing together the collected sub-images into a single super resolution
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image is not a trivial task. It is not enough to simply collect high-k information at random; it

must be captured and combined appropriately. Start with a basic imaging equation,

ml(x,y) = [o(x,y)Il(x,y)]∗ p(x,y) (1.6)

where m is the recorded image, o is the object fluorophore density, I is the structured

illumination pattern, and p is the point spread function. Note that all matrix “multiplication”

here is actually the element-by-element Hadamard product, written with simplified notation

for convenience. For a 1D sinusoidal illumination,

Il(x,y) = 1+ cos(2πKx+ϕl) (1.7)

where K is the spatial frequency of the illumination pattern, and ϕ is the phase of

the pattern. The Fourier transform of Eq. 1.6 can then be written as

Ml(kx,ky) =

[
O(kx,ky)+

1
2

O(kx +K,ky)e−iϕ +
1
2

O(kx−K,ky)eiϕ
]

P(kx,ky) (1.8)

In the above equation, the shifted copies of the object are apparent. Supposing three

sub-images are recorded with the same 1D pattern shifted at three different phases, then we

can represent a system of equations in matrix form,


M1(kx,ky)

M2(kx,ky)

M3(kx,ky)

=


1 1

2e−ϕ1 1
2eϕ1

1 1
2e−ϕ2 1

2eϕ2

1 1
2e−ϕ3 1

2eϕ3




O(kx,ky)P(kx,ky)

O(kx +K,ky)P(kx,ky)

O(kx−K,ky)P(kx,ky)

 (1.9)

And defining the matrix A as
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A =


1 1

2e−ϕ1 1
2eϕ1

1 1
2e−ϕ2 1

2eϕ2

1 1
2e−ϕ3 1

2eϕ3

 (1.10)

This system of equations can be rewritten as


O(kx,ky)P(kx,ky)

O(kx +K,ky)P(kx,ky)

O(kx−K,ky)P(kx,ky)

= A−1


M1(kx,ky)

M2(kx,ky)

M3(kx,ky)

 (1.11)

And so we are left with a system of three equations and three unknowns,

O(kx,ky)P(kx,ky), O(kx +K,ky)P(kx,ky), and O(kx−K,ky)P(kx,ky), which can be solved

easily. The ideal phase shift of the pattern between each sub-image is ∆ϕ = 2π/3, so that

the entire object plane will be evenly illuminated in total. Now that we have separated

the image information into each of the three copies created by our illumination pattern,

we can shift the high-k components into their proper places, and take the inverse Fourier

transform to recover a super-resolved, real space image of the object. The mathematical

process described above only results in super resolution along one direction. To achieve

even, consistent super resolution in two dimensions, this process must be repeated with the

pattern oriented in at least two directions, preferably three or more.

1.3 Plasmonics

Plasmonics is the study of the interaction between an electromagnetic field and

the free electrons in a metal. The free conduction band electrons in a metal behave as

a plasma and can be excited by the electronic component of light to undergo collective
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oscillations. A plasmon is a quantum of plasma oscillation, just as phonons are quantizations

of mechanical vibrations. In an undamped approximation, a plasmon oscillation in response

to a displacement can be derived [Nov06] from a simple mass-and-spring model,

ωp =

√
ne2

meε0
(1.12)

where ωp is the plasma frequency, n is the conduction electron density, e is the

elementary charge, me is the electron mass, and ε0 is the free space permittivity. A periodic

electric field displaces an electron, with an associated dipole moment

p = er (1.13)

where p is the dipole moment, and r is the displacement of the electron. In a real

material possessing many free electrons, the polarization per unit volume P can be written

as

P = np (1.14)

From the constitutive relations of Maxwell’s equations we know that

P(ω) = ε0χe(ω)E(ω) (1.15)

where ω is the angular frequency, E is the electric field, and χe is the electric

susceptibility, related to the frequency-dependent permittivity by

ε(ω) = 1+χe(ω) (1.16)
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The displacement and ultimately the permittivity can thus be found by solving the

equation of motion for electrons influenced by an external field. A common approach to

this problem is known as the Drude model [Dru00], which ignores all interactions other

than electron-nucleus collisions. In this approximation, electrons may be imagined like

pinballs, bouncing around amongst relatively stationary and much heavier positive ions (see

conceptual illustration in Fig. 1.5).

Figure 1.5: Drude model concept: Electrons (blue) collide with immobile positive
ions (red). [Gar07]

We can write an equation of motion,

me
∂2r
∂t2 +meΓ

∂r
∂t

= eE0e−iωt (1.17)

where Γ is a damping term and is proportional to the Fermi velocity, and inversely
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proportional to the electron mean free path between collisions. Using

r(t) = r0e−iωt (1.18)

we can derive the Drude permittivity

εD(ω) = 1−
ω2

p

ω2 + iΓω

= 1−
ω2

p

ω2 +Γ2 + i
Γω2

p

ω(ω2 +Γ2)

(1.19)

The frequency-dependent permittivity tells us a lot about the plasmonic behavior of a

material. As an example, the complex permittivity of gold is shown in Fig. 1.6. When Re(ε)

is negative, the index of refraction is also negative for a non-magnetic material, according to

n =
√

εµ. For frequencies below ωp, this unusual property leads to low penetration depth

for light waves incident upon the surface of a plasmonic material. If Im(ε) is large, then

losses become significant. We call the wavelength span where the plasma follows the Drude

model the Drude regime. For gold, this is primarily towards the longer-wavelength end of

the visible spectrum, into the infrared. For other metals such as silver or aluminum, this

behavior is present for shorter wavelengths. If the photon wavelength is too short, these

higher-energy waves can excite valence electrons, and thus constitutes an interband regime,

increasing the loss, and making the Drude model inaccurate for this regime.

A surface plasmon polariton (SPP) is a quantum of surface charge density oscillation.

These plasmonic modes, bound to the interface between a metal and a dielectric, arise

as homogeneous solutions to Maxwell’s equations when the metal has a large negative
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Figure 1.6: Optical permittivity of gold: Experimental data and theoretical curves
showing the real (left) and imaginary (right) components of ε(ω) for gold in the
optical regime. [Nov06]

permittivity ε1, and the dielectric has a small positive permittivity ε2. The dispersion relation

in the propagation direction along the interface is

k2
x =

ε1ε2

ε1 + ε2

ω2

c2 (1.20)

In the low-loss approximation, we can write the real part of kx (k′x) generated by

p-polarized incident light as

k′x ≈

√
ε′1ε2

ε′1 + ε2

ω

c
(1.21)

Where ε′ is shorthand for the real part of the permittivity. The SPP wavelength can

then be calculated as

λSPP =
2π

k′x
=

√
ε′1 + ε2

ε′1ε2
λ0 (1.22)

where λ0 is the wavelength of the photon in free space possessing the same angular

frequency. A quick examination of the above equation suggests that we will have access

to shorter wavelengths compared to photons of the same frequency. A depiction of the

SPP propagating along an interface is shown in Fig. 1.7. Due to loss, most SPPs have a
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propagation length of less than 50 µm before losing most of their field strength.

Because the SPP phenomenon is inherently confined to the interface, it exhibits

evanescent exponential decay in both directions perpendicular to the propagation direction.

Fields are typically negligible at distances greater than 300 nm into the dielectric, and at just

25 nm into the metal. This confinement of the electric field enhances the local field strength.

Figure 1.7: Surface plasmon polariton concept: This schematic depicts the interac-
tion between an electric field and the free electrons present in a SPP. [Deu16]

Of course, an SPP is not automatically generated whenever light at the right wave-

length hits a metal. Just as a dispersion curve exists relating ω to k for a photon, a SPP

mode has its own dispersion curve, as approximated by Eq. 1.21. For a photon to “jump”

from free-space propagation into a bound SPP mode with a shorter wavelength, some mo-

mentum transfer must be provided so that the total momentum is conserved. This can be

accomplished in a variety of ways using gratings, prisms, or other mechanisms.

Another variety of plasmonic excitation is called a localized plasmon (LP). As

their name suggests, a LP is always localized to some non-flat geometry, and does not

propagate. LP modes arise as solutions to the homogeneous wave equation, where the local

interface geometry facilitates a restoring force for free electrons driven by an oscillating
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field. Radiative by nature, LPs can couple to propagating radiation without any additional

mechanism. Perhaps the simplest type of LP mode is a dipole mode, illustrated in Fig. 1.8,

but higher-order modes can also exist (quadrupole, etc).

Figure 1.8: Localized plasmon concept: This schematic shows the interaction
between the electric field and free electrons present in a LP mode for a spherical
nanoparticle. [Uni13]

The LP modes of small metallic particles have a resonant frequency dependence,

influenced by particle size and shape. In general, smaller geometries will be resonant at

shorter wavelengths. The particles or features hosting a LP mode must necessarily be small

relative to the wavelength of light in at least one dimension, in order that the electric field

affects the entire geometry strongly. The resonance is strongly affected by the complex

permittivity of the metal as well as that of the surrounding medium. Due to material

differences, silver particles typically have strong plasmonic responses at the short end of the

visible spectrum, while gold particles are more strongly plasmonic at longer wavelengths.

In most cases, a surrounding medium with a higher permittivity will cause a redshift in the

plasmonic response.



Chapter 2

Localized plasmonic structured

illumination microscopy theory

A new super resolution imaging method, i.e. localized plasmon assisted structured

illumination microscopy (LPSIM), is introduced in this chapter. LPSIM uses an array of

localized plasmonic antennas to provide dynamically tunable near-field excitations resulting

in finely structured illumination patterns, independent of any propagating surface plasmon

dispersion limitations. The illumination pattern feature sizes are limited only by the antenna

geometry, and a far-field image resolved far beyond the diffraction limit is obtained. This

approach maintains a wide field of view and the capacity for a high frame-rate. The recovered

images for various classes of objects are presented, demonstrating a significant resolution

improvement over existing methods.

16
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2.1 Physical principles of LPSIM

The use of optical microscopes has had a profound impact in the field of biology

for many decades. Visible light is generally safe and will not damage a living sample at

reasonable intensities. As biologists have delved deeper into the study of living structures,

however, the demand has increased for live images with resolution on the scale of cellular

organelles and beyond. Unfortunately, the wave-particle duality of light places a fundamental

limit on the spatial resolution achievable for a given illumination wavelength. This is known

as the Abbe diffraction limit, and states that the smallest resolvable distance d between two

objects is about d = λ/2NA, where NA is the numerical aperture of the objective, and λ

is the wavelength of the light illuminating the sample. This leads to a maximum imaging

resolution of approximately 200 nm for visible light. High-energy, short-wavelength probes

such as X-rays or electrons can indeed provide additional imaging detail, but these methods

are inherently harmful to most organic samples.

With the increasing demand for high resolution using visible light, many novel mi-

croscopy techniques have been proposed and shown experimentally in recent years. These

methods include single molecule localization [RBZ06][BPS+06], stimulated emission deple-

tion microscopy (STED) [HW94][DH02], near-field scanning optical microscopy (NSOM)

[AN72][PDL84], the far-field superlens (FSL) [DLSZ06][LDL+07][XLSZ07], the hyper-

lens [SE06][LLX+07b], the metamaterial immersion lens (MIL) [ML10], structured illumi-

nation microscopy (SIM) [HC99][HC99][SCH+08][HJC02][Gus05], plasmonic structured

illumination microscopy (PSIM) [WL10], and others [GZF05][SCB06]. Although these

methods have found successful application in laboratories and as commercial equipment,

each has its respective limitations.

For high-resolution, high-speed, in vivo imaging, SIM has proven especially use-
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ful. The optical transfer function (OTF) of a standard, diffraction-limited epifluorescence

microscopy setup can be represented by a circle with a radius determined by the cutoff

frequency kcuto f f ∼= 2NA/λ (see the central circles in Fig. 2.1). SIM uses Moiré fringes

to bring high-frequency information into the detectable regime, thus improving the image

resolution [KBL96]. This process can be described in real space and frequency space by the

following equations,

m(r,ϕ) = {o(r)[1+ cos(Kx+ϕ)]}∗ p(r) (2.1)

M(k,ϕ) = P(k)
{

O(k)+
1
2
[eiϕO(k+K)+ e−iϕO(k−K)]

}
(2.2)

where m is the recorded image, o is the actual object, p is the point spread function

(PSF) of the microscope, and 1+cos(Kx+ϕ) represents an example structured illumination

pattern, with spatial frequency K and phase ϕ. As can be seen from the above equations,

this imaging process provides information outside the standard OTF. Several sub-images

are collected with different pattern phases and orientations, and a full super-resolved image

is reconstructed. This method has proven remarkably successful, although its illumination

patterns are still inherently limited by diffraction. This leads to a two-fold resolution

improvement (Fig. 2.1(a)) compared to conventional epifluorescence microscopy, with a best-

case resolution of approximately 100 nm for visible illumination wavelengths. Several new

methods have been proposed, such as saturated structured illumination microscopy (SSIM),

and random speckle illumination [MBG+12]. However, these methods have significant

drawbacks including fluorescent bleaching, slow imaging speed, and a high number of

sub-images required.
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Figure 2.1: k-space illustration of resolving power: The dark central circle repre-
sents the spatial frequencies detectable with a diffraction-limited imaging setup. (a)
OTF of the SIM technique. (b) PSIM OTF. (c),(d) Two potential LPSIM schemes
using excitation patterns with large k-vectors, dramatically enhancing resolving
power.
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In this letter, we propose a novel, deeply sub-diffraction optical imaging technique

called localized plasmon assisted structured illumination microscopy (LPSIM), which

uses localized plasmons (LPs) generated on an antenna array in concert with reconstruction

methods based on known illumination patterns to significantly improve resolving power (two

potential OTFs shown in Fig. 2.1(c),(d)). We will describe in detail the physical principles

of LPSIM, and then show an example numerical demonstration of the performance of the

proposed method. Advantages and disadvantages of this technique will also be discussed.

Localized plasmon resonances are physically understood as collective electron

charge oscillations in metallic structures, excited by incident electromagnetic radiation

[Rae88]. These phenomena have been studied at length, and have found practical use

in a wide range of fields [NLL82][JVD77][AC77][Mos85][GSC+12][GAJ+13][LCS+09].

With recent advances in nanoscale fabrication techniques, controlling electric fields at

nanoscale has become a valuable tool. Because LPs are fundamentally bound to the metal-

dielectric interfaces they inhabit, their size is determined primarily by the geometry of the

interface. LPSIM takes advantage of this characteristic, utilizing plasmonic excitations

on a 2D array of LP antennas, which serve as structured illumination patterns. These

patterns, unlike those of SIM or PSIM, can have almost arbitrary spatial frequency, so the

spatial resolution obtainable with this method is not fundamentally limited by free-space or

propagating surface plasmon polariton dispersion relations (See Fig. 2.2(g)). This allows

us to collect k-space information from arbitrary regions based on the LP antenna array

design. In this letter, we place our LPSIM k-ring as shown in Fig. 2.1(c), for a 3X resolution

improvement over standard microscopy.

Our antenna design and illumination scheme is described below, and is shown

in Fig. 2.2. The silver nano-antennas are 60 nm in diameter with a one-to-one aspect
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ratio. They are spaced 150 nm apart (center to center). They are surrounded by a glass

dielectric. The hexagonal array structure (See schematic in Fig. 2.2(a)) has 3-fold rotational

symmetry, allowing us to scan our plasmonic pattern in three orientations to collect the

full Fourier information. Changes to the plasmonic pattern were controlled by the incident

illumination angle, and resulted in tunable excitations, as shown in Fig. 2.2(b)-(f). CST

Microwave Studio frequency domain finite element solver was used to numerically simulate

the electromagnetic field distributions in the object plane, with incident light of 405 nm.

This excited the nanodiscs at a frequency near their dipole resonance. Silver permittivity was

calculated by interpolating data [JC72]. The imaging calculations were handled analytically,

with an Airy pattern PSF [Sha06].

The illumination pattern was recorded in a 2D plane 40 nm behind the nano-antenna

array, where we placed our object. Twenty-one sub-images (3 incident planes × 7 incident

angles) were used to fill in our k-space picture, as opposed to the typical 9 sub-images (3

pattern orientations × 3 pattern phases) used in SIM. For high speed imaging, fewer sub-

images is preferred, but by adding additional incident angles we were able to improve image

quality. The number of sub-images may be decreased with further design optimizations.

Despite our dispersion-independent excitation patterns, the incident wavelength

matters for two reasons. For one, because the standard OTF is still limited by kcuto f f =

2NA/λ, the incident wavelength will affect our strategy for collecting high-spatial frequency

details if we want to avoid “gaps” in our final k-space information. Specifically, if we

take the approach of following the translation scanning scheme used in SIM, then the

ideal K value would be 2kcuto f f , since anything higher would result in a region of missing

information between our standard OTF and our collected outer lobes. Our nano-antenna

array had a pitch corresponding to 2kcuto f f , which resulted in a tripling of the resolving
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Figure 2.2: Proposed imaging scheme: (a) schematic for LPSIM pattern translation.
The red arrow represents p-polarized laser light, directed towards the plasmonic
substrate at varying angles to create near-field excitation patterns a short distance
behind the antennas, in the object plane. (b),(c) Field strength around a nanodisc
excited by laser light at incident angles of θ = 0◦, ϕ = 0◦ and 60◦, respectively.
(d)-(f) Object plane patterns for incident angles θ = 0◦ and ϕ = 60◦, 0◦, −60◦

respectively, as used in reconstruction. (g) Dispersion advantage of LPSIM over
existing methods. SIM and PSIM are limited by the red and blue dispersion curves,
respectively. For LPSIM, the green dot shown is determined only by the antenna
geometry. (h) Electric field magnitude at a fixed position (see the “x” in part (b)) for
a single nanodisc under normally-incident illumination showing resonant behavior.
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power compared with standard microscopy, and a doubling of the improvement gained by

SIM. Secondly, the nano-antennas have a resonant LP frequency, so exciting them on or

away from the resonance will affect the strength and features of the LPs.

Figure 2.2(h) shows the resonance curve for a single silver nanodisc under normally

incident laser illumination. It bears mentioning that a disc presents a different profile to light

incident from varied angles, so the localized plasmon spectrum will have some degree of

angle dependence. An array of these discs will be subject to additional frequency dependence

for a number of reasons, all of which contribute to the final optimized design geometry.

For one, constructive interference in the array leads to a sharpening and enhancement of

the resonance [HZS+05], and this interference condition changes with the incident angle

[KSG08]. Additionally, in a densely packed periodic array, overlap of evanescent fields

between adjacent particles can de-phase and reduce the amplitude of the plasmon excitation

[FWMDN09].

2.2 Image reconstruction

Because the illumination patterns available to LPSIM are not perfectly sinusoidal, the

classic SIM image reconstruction math cannot be used without some adaptation. However,

by taking an alternative approach [GZF05], we can simplify things a great deal. By using

what we will call a delta-sampling reconstruction method, we remove the requirements of

strictly translated sinusoidal patterns, and are able to reconstruct a super resolution image

using the set of LP field excitations.

We can think of the plasmonic excitation patterns as high resolution masks projected

onto the object. Just as it happens in standard SIM, this allows for the capture of high-k

information with diffraction-limited far-field optics. The key is in how this information is
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reconstructed. Each image taken involves low-pass filtering of the object which is described

in real space by convolution with the PSF,

mξ(r) = [o(r)I(r−ξ)]∗ p(r) =
∫
[o(r′)I(r′−ξ)]p(r− r′)dr′ (2.3)

where ξ is the shift in the pattern, effected in this case by changing the incident

laser angle to the nano-antenna array. If we collect a series of images with different shifts,

multiply the images with the known illumination patterns, and add them together, we have

m(r) =
∫ ∫
{[o(r′)I(r′−ξ)]p(r− r′)}I′(r−ξ)dr′dξ

=
∫

mξ(r)I′(r−ξ)dξ

(2.4)

Now if we define a convenient parameter,

τ(r− r′) =
∫

I(r′−ξ)I′(r−ξ)dξ (2.5)

then we can rearrange terms to write

m(r) =
∫

o(r′)p(r− r′)τ(r− r′)dr′

=
∫

o(r′)p′(r− r′)dr′

= o(r)∗ p′(r)

(2.6)
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where we define p′ as the effective PSF of the full imaging reconstruction process,

p′(r) = p(r)τ(r) (2.7)

The function τ is the autocorrelation of the illumination pattern mask, as defined in

Eq. (2.5). This autocorrelation will have a strong peak at the origin. Importantly, the width

of this autocorrelation peak will be narrower than the PSF, because it is determined by the

LPSIM field size, which is much smaller than the illumination wavelength. Therefore, the

function p′ can be approximated as a delta function,

p′(r)∼= p(r)δ(r) = p(0)δ(r) (2.8)

Finally, we can see that the resolution of our reconstruction image will be dependent

on how finely we can structure our illumination patterns. Fortunately in the case of LPSIM,

we can get very tightly confined patterns from localized plasmons, and thus we achieve

super resolution.

2.3 Numerical imaging results

To demonstrate the effectiveness and robustness of the method described above, we

tested the performance for the case of a single point particle, a distribution of quantum dots,

and a non-sparse object with varying feature sizes. These objects were placed 40 nm behind

the back edge of the nano-antenna array, where they were subjected to the near-field patterns

generated by the LP excitations. For these simulations, we used fluorescent objects, with an

emission wavelength of 430 nm. We assumed that the LP field intensity was in the linear

regime of the fluorophore. Furthermore, we assumed that the objects themselves would not



26

dramatically affect the LP fields. The fluorescent emission is controlled by the LP-generated

near-field patterns, but to be clear, the actual recorded image is captured in the far-field.

Near-field, high k-value information is recovered and incorporated into the image during the

reconstruction post-processing.

One of the most common ways to characterize the resolution of an imaging technique

is with point particles. For this reason, we looked at the full width half maximum (FWHM)

and two-point resolution of our technique using 5 nm quantum dots as our object. Shown

in Fig. 2.3(a) is the standard, diffraction-limited image of a single quantum dot. This

is effectively the PSF of the standard system. By comparison, Fig. 2.3(b) shows the

image (or PSF) using the LPSIM technique. As can readily be observed, there is a marked

improvement in resolution. Some asymmetry is introduced, in the form of weak circular

artifacts surrounding the central spot. This is a result of an antenna design which maximizes

resolution by positioning the high-frequency k-space lobes just on the edge of the standard

OTF (Fig. 2.3(c)). This results in some small gaps in our overall k-space information, but

it allows us to achieve excellent resolution with only minimal sacrifice in image quality,

much of which can be eliminated in post-processing if necessary. Fig. 2.3(d) shows a profile

across the x-axis of Fig. 2.3(a),(b), and from this graph we determine the FWHM. For

the standard image, if we assume an oil-immersion NA of 1.4, the FWHM is 153 nm. For

the LPSIM image, again with a NA of 1.4, the FWHM is reduced 3-fold to 52 nm. This

is a dramatic improvement that surpasses the expected performance of both SIM [Gus00]

and metal-dielectric PSIM. No deconvolution is used to enhance this result, although in

many relevant specific cases, deconvolution or other numerical processing of the LPSIM

image will allow for additional improvement in image quality. It should be noted that

some asymmetry is present in our curves due to position-dependent distortion introduced by
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imperfectly controllable excitation patterns. Another test of resolving power is the Rayleigh

criteria [Won01]. This can be approximated by observing the distance at which two point

particles are separated by a 30% intensity dip. As shown in Fig. 2.3(e), two quantum dots

spaced 51 nm apart are totally unresolvable with a standard epifluorescence setup. With the

LPSIM approach, however, we observe a 30% dip, as expected. This confirms our goal of a

3-fold improvement over the standard image resolution.

Figure 2.3: Resolution characterization: PSFs of (a) a diffraction-limited system,
and (b) the LPSIM technique. (c) Expanded OTF after LPSIM reconstruction. Note
that the six lobes surrounding the central region are high-frequency information
captured by LPSIM. (d) FWHM comparison of diffraction-limited [blue] and
LPSIM [red] techniques, for fluorescent emission at 430 nm. The green curve
shows the FWHM taken along the vertical line in (b). (e) Two-point resolution.
For two 5 nm quantum dots placed 51 nm apart, a standard setup [blue] will not
resolve the points, but with LPSIM [red], the typical Rayleigh criteria of a 30%
intensity dip is satisfied.

While a point particle is useful for measuring FWHM and testing the Rayleigh

criteria, many practical objects of interest to biologists and others are more complex. For

this reason, we show results for a distribution of many quantum dots, including several
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that are clustered together. Fig. 2.4(a) shows the standard image of such an object, and

Fig. 2.4(b) shows the LPSIM-recovered object. By normalization of the collected image’s

frequency-domain magnitude to a generally expected magnitude envelope, a clean, highly

resolved image is obtained, shown in Fig. 2.4(c). As can be seen by examination, in addition

to a sharpening of single point particles, several unresolved clusters of quantum dots have

been resolved into separate points by our LPSIM method. The dot distribution is more

general than a single quantum dot, but it is still a sparse object. We also tested a non-sparse

converging stripe object (Fig. 2.4(d)), which was chosen for its varying feature size as a

visual demonstration of resolving power. Fig. 2.4(e),(f) show the standard and LPSIM

images, respectively. Clearly, the diffraction-limited image is completely unresolved in the

central region, whereas the LPSIM image reveals the converging stripes deep in towards the

center of the object. These objects are shown as examples, but the LPSIM method will be

useful for a wide variety of object types.

Like other existing methods, LPSIM has its strengths, but it is not without its

disadvantages. Silver as a material choice has drawbacks due to oxidation issues, while

gold has a resonance at longer wavelengths, making small geometry arrays inefficient.

Although LPSIM is a far-field imaging technique, it relies on near-field LP excitation to

induce the fluorescent emission, so any object of interest must be within ∼100 nm of the

metallic substrate in order for the near-field to have sufficient strength [WE79][DKF+02].

However, this limitation can at times be useful if one wishes to probe only the surface of a

sample, without interference from layers at other depths. In a well-designed experiment,

quenching and bleaching effects are negligible further than 20 nm from the LP source

[Bar98]. In a LPSIM experiment, accurate antenna simulation, fabrication, and alignment

will be important for a reconstruction based on known illumination patterns. Careful design
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and optimization of the nano-antennas and the incident light polarization is needed, because

getting effective pattern translation is difficult with fields confined to a fixed geometry. This

limitation in illumination pattern flexibility leads to the irregularities seen in Fig. 2.4(c),(f).

Fortunately, these problems can be minimized by careful design and reconstruction.

Figure 2.4: Imaging results: (a) Diffraction-limited image of a distribution of
5 nm-diameter fluorescent quantum dots. (b) LPSIM image of the same object.
Previously unresolvable points are resolved. (c) Additional Fourier-based deconvo-
lution combined with LPSIM yields a clean, highly resolved image. (d) A solid
striped object. (e) Diffraction-limited image. (f) LPSIM image. The stripes are
now resolvable much further in towards the center of the image.

To reiterate, there are a number of advantages to the proposed LPSIM method in

comparison with the various existing methods. In point-scanning techniques, if a large field

of view relative to the scanning point size is desired, the imaging speed will be slow since

the point must scan across the entire plane to reconstruct a single full image. In our method,

we translate known, non-sparse excitation patterns in a strategic manner, to collect the

information for many locations in parallel, enabling a large field of view without sacrificing

speed. Our method is also scalable; for different incident wavelengths the same 3-fold



30

resolution improvement could be achieved by resizing the antennas and the pitch of the

array to appropriately position the k-space collection region. The expected imaging speed

is similar to that of SIM [FSR+12], with a comparable number of sub-images required to

capture each full frame. And to re-emphasize, this method allows us to design illumination

patterns with deep sub-wavelength features, regardless of the photonic dispersion curve.

The k-space region collected by LPSIM is confined only by fabrication limitations. In

fact, in cases such as certain dark-field microscopy setups [KCN+10] only very high-k

information is relevant. Our method could be used in these situations with even smaller

geometry to achieve greater than 3-time resolution improvement. Furthermore, a cleverly

designed substrate could be used with multiple feature sizes or a quasi-periodic structure,

each excited by a different illumination wavelength. This strategy could be employed to

collect information from a larger area in k-space and further enhance resolution. Besides

experimental demonstration of this concept, further work could include a combination of

PSIM and LPSIM, utilizing the high k-vector of LPSIM in concert with the pattern flexibility

of PSIM to make smoother field patterns, allowing for better pattern control. This would

allow for high-quality, high-speed, high-resolution imaging. Lastly, designing an antenna

with a resonance peak at the incident wavelength enhances fluorescence and reduces the

required exposure time.

In conclusion, we have demonstrated a new technique for super resolution imaging,

named localized plasmon assisted structured illumination microscopy (LPSIM). Our numer-

ical results have shown a resolution improvement larger than that expected from SIM or

PSIM, without resorting to high intensity light and the nonlinear response of fluorescence

emission subject to such light. The objects we have imaged in this paper consistently show

a cleanly resolved 3-fold improvement over conventional epifluorescence microscopy. In
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the future, LPSIM may find useful application in many biological and biomedical fields of

research, especially among researchers interested in taking live video of cellular dynamics.

Chapter 2, in part, is a reprint of the material as it appears in Nanoscale, 2014, 6,

5807-5812. Joseph L. Ponsetto, Feifei Wei, Zhaowei Liu, “Localized plasmon assisted

structured illumination microscopy for wide-field high-speed dispersion-independent super

resolution imaging”. The dissertation author was the first author of this paper.



Chapter 3

Experimental demonstration of LPSIM

In recent years, surface imaging of various biological dynamics and biomechanical

phenomena has seen a surge of interest [Axe01][MTH12][CSP+13]. Imaging of processes

such as exocytosis [SGAS00] and kinesin motion [LKW+03] are most effective when depth

is limited to a very thin region of interest at the edge of the cell or specimen. However, many

objects and processes of interest are of size scales below the diffraction limit for safe, visible

wavelength illumination. Super-resolution imaging methods such as structured illumination

microscopy [Gus00][KSS+10] and others [RBZ06][LL12][WHMH07] have offered various

compromises between resolution, imaging speed, and bio-compatibility. Here we report a

new experimental technique which offers advantages over existing methods. Using finely

structured, resonant, and controllable near-field excitation from localized surface plasmons,

we achieve wide-field surface imaging with resolution down to 75 nm while maintaining

reasonable speed and compatibility with biological specimens.

32
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3.1 LPSIM imaging setup

Since Ernst Abbe described the diffraction limit over a century ago, high reso-

lution optical imaging has become increasingly limited by the fundamentally diffractive

nature of the illumination used to obtain an image. Many creative methods to circum-

vent this limitation have been developed, such as structured illumination microscopy

(SIM) [Gus00][KSS+10], stochastic optical reconstruction microscopy (STORM) [RBZ06],

the hyperlens [LL12][WPLon], stimulated emission depletion (STED) [WHMH07], pho-

toactivated localization microscopy (PALM) [BPS+06], and the far-field superlens (FSL)

[LDL+07].

All of these methods have tradeoffs between several factors such as resolution, speed,

field of view, bio-compatibility, sensitivity, and experimental complexity. Localization-based

techniques such as STORM and PALM are typically slow, albeit with very high resolution.

Other techniques such as STED and saturated SIM (SSIM) [Gus05] require strong intensities

which can harm sensitive biological samples. Standard SIM has seen widespread adoption

[SEG15] due to its combination of super-resolution, practicality, and reasonable imaging

speed [KCG+09][SCH+08]. However, since the illumination structure in SIM is itself

diffraction-limited, the resolution can only be improved about two-fold versus standard

microscopy. Traditional SIM utilizing the best available optics is not enough to bring the

resolution down to deep sub-100 nm scales [LSC+15], despite tremendous demand for such

a tool in various applications.

It is always possible to improve resolution by decreasing the illumination wavelength.

However, this is accompanied by an increase in photon energy, which becomes prohibitive

for bio-samples even at ultraviolet frequencies. One approach with demonstrated success,

plasmonic SIM (PSIM) [WL10][WLS+14], achieves shorter wavelength without increasing
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the photon energy by taking advantage of surface plasmon polariton (SPP) [BDE03] disper-

sion at a metal-dielectric interface. The PSIM method has potential for higher resolution,

if the dispersion properties can be specially designed and combined with traditional SIM

[FDLP15].

Figure 3.1: LPSIM conceptual overview: (a) Illustrative plot of temporal frequency
versus wavenumber for the illuminating laser, the PSIM method (light gray curve),
and the LP field (gold star) in an example LPSIM experiment. Here, kLP is
the spatial frequency generated by the nano-antenna array, which can be tuned as
desired, within fabrication capabilities. (b) Spatial frequency scheme: The collected
wavevectors in a traditional image are limited by the emission wavenumber kem
(blue circle). With structured illumination via LP fields, this imaging resolution is
enhanced dramatically in a controllable manner (gold dashed circle, in this specific
example).

Taking the push for subwavelength imaging significantly further is a new technique,

localized plasmonic SIM (LPSIM), demonstrated here in experiment for the first time.

Rather than be confined to the energy-wavelength relation dictated by either photonic

or SPP dispersion, we design a substrate which gives us controlled, tunable, ultrafine

illumination patterns, untethered to any dispersion relation. This is accomplished using

localized plasmons (LPs) generated by a nano-antenna array [PWL14]. Localized plasmons

are bound to the local geometry of a metal-dielectric interface [WVD07], and thus do not
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have a wavelength, strictly speaking. The spatial frequency of an array of LPs is therefore

determined primarily by the local geometry itself, which can be designed arbitrarily and can

be much larger than that of light or SPPs, as shown in Fig. 3.1(a).

The spatial frequency k of a pattern generated with LPs can thus be dramatically

higher than the wavenumber of the fluorescent light which is collected to form the image.

Images formed in the far-field will have diffraction-limited resolution, as shown by the blue

circle in Fig. 3.1(b). Under structured illumination, the Moiré effect [OWZ64] transfers

information from higher spatial frequencies into the observable regime of the diffraction-

limited optical transfer function (OTF). With knowledge of the illumination structure and

the point spread function (PSF) of the imaging system, this high-k information can be

shifted back to its origin in Fourier space [GAS00], enabling super resolution. This concept

is used in all SIM-based techniques. LPSIM is differentiated by the very fine structure

enabled and dictated by a nano-antenna array through kLP, which breaks the diffraction limit

for propagating waves and allows for the collection of extremely high spatial frequency

information. A combination of SIM, PSIM, and LPSIM could be used to fill in a very large

effective OTF, and provide a 5X or more improvement in resolution over standard optics.

However, the kLP chosen in this proof-of-concept experiment was designed to yield a 3X

resolution improvement over a diffraction-limited image, solely by LPSIM.

To generate changeable structured excitation patterns with LP fields, a 2D hexagonal

array of silver nanodiscs was illuminated with a laser near the disc dipole resonance. The

resulting plasmonic field patterns can be shifted in a controllable manner within the object

plane by changing the incident angle and polarization of the laser [PWL14]. These fields

excite fluorescent emission in a fluorescent tagged object (Fig. 3.2, inset).

Fig. 3.2 shows the schematics of the experimental LPSIM setup. The incident
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angle is controlled by a 2D scanning mirror system in combination with a high numerical

aperture (NA) 4f system. The achievable incident angle range in the setup was ± 56◦ in

any incident plane. A cylindrical lens was used to account for the spatial offset of the

first scanning mirror relative to the 4f system. Fluorescent emission was collected by a

1.2 NA 60X magnification water immersion objective, filtered, and passed through a tube

lens for additional magnification. The images were recorded with an electron-multiplying

charge-coupled device (EMCCD). Several lasers at various visible frequencies were aligned

in parallel at the beginning of the optical path, to allow for easy switching based on the

fluorescent dyes present in different objects.

The illumination lasers used for the images shown in this work were a Coherent

OBIS 405 LX, and a Coherent Sapphire 488. The linearly polarized output laser light was

passed through a quarter wave plate (QWP), providing circular polarization incident to a

custom polarizer plate that passively picks out the desired in-plane polarization to pass to

the nano-antenna array. The laser beam profile was cleaned using a pinhole placed in the

Fourier plane between two lenses. The 2D scanning mirror system used was a Cambridge

Technology MicroMax 673. A Zeiss Axioskop 2 microscope with motorized objective

control was used for fluorescence imaging. Images were recorded with an Andor iXon 897

EMCCD, with 0.6 s exposure time. A dichroic beamsplitter and a band-stop emission filter

were used to separate the fluorescent signal. A custom sample stage, translatable in three

dimensions, was used to position the sample relative to the 4f system.

To ensure the proper polarization was used at all times during our 2D laser angle

scan, a custom polarizer plate was designed (Fig. 3.3). Edmund Optics wire grid polarizer

film was used due to a good compromise between power damage threshold, extinction ratio,

and the practicality of cutting custom shapes out of the polarizer material. The polarizer
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Figure 3.2: Schematic of the experimental imaging setup: An excitation laser is
directed via 2D scanning mirrors through a high-NA 4f system which dictates the
angle and plane of laser incidence to the nano-antenna array. In-plane polarization
regardless of angle is guaranteed by a custom-made polarizer plate, which ensures
the correct excitation patterns are formed. Emitted fluorescence is collected by
the objective, filtered, and passed to the EMCCD. Inset: at the sample plane,
fluorescent tagged objects are selectively excited by LP fields with fine-grained
spatial dependence dictated by the nano-antenna geometry and the laser angle.
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Figure 3.3: Custom polarizer plate: Strips of wire grid polarizing film were cut
and placed as shown, with the allowed polarization direction indicated by the
red arrows, along the length of the strips. This enabled us to passively maintain
in-plane polarization while rapidly changing the incident laser angle within our 4f
system.
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was placed between the two lenses of our 4f system, where beam position corresponds to

incident angle in the object plane. Exactly normal incident laser light was not used, as the

beam was distorted by the polarizer edges at this angle. This polarization selection method

inevitably causes insertion loss, but its passivity has the advantages of both simplicity and

instantaneous response. Fig. 3.4 shows 9 example sub-images generated at different laser

angles.

Figure 3.4: Example sub-images for reconstruction: For different laser angles,
significantly different images are obtained. The scale bar is photon count (with
electronic gain). The changing LP fields excite different areas of the object,
resulting in nine different diffraction-limited images. The overall intensity varies
for each plane of incidence, because the QWP is not perfectly aligned to generate
circular polarization. In addition, the spot center moves somewhat for different laser
angles due to various lens aberrations. Fortunately, much of this low-k intensity
variation can be accounted for easily during image reconstruction.

As an initial proof-of-concept experiment focusing on super-resolution performance,

the imaging speed of the LPSIM technique was not pushed to its maximum in this paper.



40

Based on already-demonstrated 11 Hz SIM imaging [KCG+09], combined with a resonant

LP field enhancement factor in the object plane which we have both predicted and observed

to be more than 5x, we are confident that future work will demonstrate fast, video-rate

imaging capability.

Figure 3.5: LPSIM setup photograph: The LPSIM setup in its uncovered state.
Three lasers were aligned along the same axis to easily switch excitation wave-
lengths for different applications. A back focal plane camera was used for verifica-
tion of the laser incident angle. During experiment, the optical path was covered
the and room was dark.

Fig. 3.5 shows a photograph of the experimental setup. A Measurement Computing

1208HS digital acquisition (DAQ) device was used with a MATLAB script (included in

Appendix B) to automate the LPSIM experiment. A preset sequence of nine voltages was

sent to each of the mirrors to control incident angle, while a synchronized trigger signal

initiated the camera exposures. The captured image data was loaded into MATLAB for

super-resolution reconstruction. Fig. 3.6 shows a schematic of the control connections
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between various electronics hardware used in the experiment. The mirror module gave

output information allowing us to monitor the real mirror angle at high speeds, to ensure

that the system was stabilized for each image capture.

Figure 3.6: Hardware control connections: A computer generates the desired
voltage sequence and starts the DAQ. The CCD can be cooled to -80◦ C with ther-
moelectric cooling, or to -100◦ C by circulating chilled water, to reduce electronic
noise.

A cylindrical lens in the front of our 4f system corrected for a practical path-length

issue. Our two scanning mirrors were separated 5 mm apart along the optical path. Thus,

only one could be at the optimal position for our 4f system. The cylindrical lens left the

correctly-placed mirror angle unaltered, but adjusted the effective angle of the out-of-position
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mirror to give the desired 2D angle sequences.

3.2 Nano-antenna array fabrication

Since the LP fields are determined by local geometry, care was taken in the design

and fabrication of our nano-antenna array. The design shown in this work, illustrated in

Fig. 3.7(a), is just one of many potential LPSIM geometries that can be used to achieve

super resolution of varying degrees. In addition to the geometric parameters, the material

properties at the operating frequency are also important. Our final structure was validated via

full-wave simulations prior to fabrication. Several factors contribute to the overall design, as

several criteria must be met for an effective LPSIM substrate. First, the operating wavelength

was chosen to be in the visible range for our application. From there, silver was chosen for

its strong plasmonic response. The geometrical parameters of the structures were chosen so

that patterns appropriate for LPSIM could be reliably generated.

To get the super-resolution image information, a total of nine diffraction-limited

sub-images were collected for each LPSIM image frame. Taking advantage of the three-fold

symmetry of our array, the angle was varied three times in each of three planes of incidence,

always with in-plane polarization. The fluorescent samples were placed directly on the

plasmonic substrate, so that the evanescently-bound LP fields would have a strong effect.

Once the sub-images were collected, a straightforward reconstruction algorithm [MBG+12]

allowed for an accurate recovery of the super-resolution image, even when the plasmonic

excitation patterns were not precisely known.

Shown in Fig. 3.7(c),(d) are SEM images of the real LPSIM geometry from above,

and from a cross-section view, at different stages of the fabrication process. Good uniformity

is observed over a wide area, which is essential to final image quality. This uniformity is
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also shown at a larger scale by the camera image in Fig. 3.7(b).

Figure 3.7: Fabrication overview: (a) 3D schematic of a fabricated LPSIM struc-
ture. A = 20 nm is the protective layer thickness. B = 60 nm is the disc height.
C = 150 nm is the disc pitch. D = 60 nm is the disc radius. (b) Backlit camera
image of full patterned area, showing uniform blue/violet LP transmission of silver
discs across imaging surface (c) Main: SEM image of nanodisc array mold from
above, showing the hexagonal lattice geometry. Scale bar: 2 µm. Left inset: the
same mold at a higher magnification. Scale bar: 100 nm. Right inset: SEM image
cross-section of an unfinished array prior to silver deposition, with the scale bar
representing 300 nm. The etched depth for the nano-antennas is 60 nm.

A protective layer of SiO2 was sputtered on top of the silver antenna array. This

layer serves multiple purposes, and the chosen thickness of 20 nm is carefully optimized. It

protects the silver from oxidation and handling damage, it prevents fluorescence quench-

ing, and it protects biological samples from direct contact with silver, with only minimal

separation of the object from the evanescent LP field excitation.

We devised a fabrication process using nanoimprinting to allow for repeated, reliable

production of many LPSIM substrates without excessive time or cost. Figures 3.8, 3.9, and
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3.10 give a detailed summary of the full fabrication process. Nanoimprinting was used to

allow for inexpensive, repeatable results. Our three-step etching process was calibrated

by cross-sectional scanning electron microscope (SEM) images, as in Fig. 3.7(d), which

allowed for accurate adjustment of our etch times.

The nano-antenna geometry was designed via full-wave simulation to provide a 3X

resolution enhancement using LPSIM. This scheme is scalable to different wavelengths, as

long as a good plasmonic material is available. For this reason, two versions of the LPSIM

substrate were made, at different scales. Each patterned covered a 2 mm2 area, to allow for

a very wide super-resolved field of view. Both arrays consisted of a hexagonal lattice of

nanodiscs embedded in fused silica.

Figure 3.8: Master mold fabrication: This process only had to be done once to
make many LPSIM samples.

In the smaller-scaled array, the discs were 60 nm in diameter, 60 nm in height, and
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Figure 3.9: Nanoimprinting process: Stamps were made from the master mold.
Each stamp could be used for approximately 20 nanoimprints before a new one
became necessary.
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Figure 3.10: Final fabrication steps

spaced 150 nm apart from the nearest neighbor, measured center-to-center. This smaller array

was designed to use silver as the metallic element, and works best with laser wavelengths in

the short end of the visible spectrum, such as 405 nm or 488 nm. All of our experimental

images shown in this work were taken using the smaller-featured array. The larger-featured

pattern (shown in Fig. 3.11) had 80 nm diameter discs, still 60 nm in height, spaced 200 nm

from their nearest neighbors. This array was designed to use gold as the metallic element,

and works best with laser wavelengths in the middle or longer end of the visible spectrum,

such as 532 nm. This design can be useful if a particular biological sample is very sensitive

to shorter-wavelength light, although the resolution performance will be somewhat less.

One significant advantage of generating structured excitation via local geometry is

that the pattern will be less prone to distortion. Whereas in SIM or PSIM, an interference-

based standing wave depends on a reliable and undisturbed phase relationship between

counter-propagating waves in the object plane, LPSIM does not. If there is a local defect in
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the substrate, or if the object itself perturbs the intended field pattern, the defect will not

cause the pattern to deteriorate outside of the localized area.

Figure 3.11: SEM images of nano-antenna array: (a),(b) SEM images of nanodisc
array from above, showing silver discs arranged in a hexagonal lattice. Shown here
is the larger-featured array, with disc diameter of 80 nm and pitch of 200 nm. Scale
bars represent 200 nm and 1 µm, respectively.

The fabrication of our LPSIM substrates was centered on a nanoimprinting process

to ensure cost-effective, timely repeatability. All fabrication steps took place in the Nano3

cleanroom facility at University of California, San Diego. The master mold was formed

on a silicon wafer. A 60 nm layer was oxidized, and then spin coated with poly(methyl

methacrylate) (PMMA). Electron beam lithography (EBL) patterning of the hexagonal array

geometry was done with a Vistec EBPG5200. The pattern was etched into the oxidized

layer. All etching steps in this fabrication process were done with an Oxford Plasmalab

80. After lift-off of the resist layer, the master mold was coated with a non-stick vapor

treatment. The stamp polymer, shaped by the master mold, was adhered to a glass wafer

in an ultraviolet oven to create the soft nanoimprint stamp. The LPSIM substrate began

with a fused silica wafer, coated with a 300 nm PMMA resist under-layer, and then a 70

nm top-layer of UV resist (I-UVP, EZ Imprinting). This bilayer resist was stamped using

an EVG620 mask alignment system. The nanoimprinted pattern was etched into the fused

silica LPSIM substrate. Metal deposition was done with a Temescal BJD 1800 electron
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beam evaporator, and included a 2 nm titanium adhesion layer. After lift-off of the resist

and unwanted metal, a 20 nm spacer layer of SiO2 was deposited with a Denton Discovery

18 sputtering system.

The etching conditions in the chamber of a shared etching machine are not always

consistent, so scratch tests on a dummy sample were used to calibrate the true etch depth

for each fabrication run. The calibration scratch profile was measured with a Dektak 150

surface profiler. However, since the real substrate etch involves etching into high aspect

ratio holes, the dummy sample is not always a strictly reliable indicator. For this reason,

additional validation of the finished sample with an atomic force microscope (AFM) was

done to confirm that the etched depth and deposited silver height were close to the desired

parameters. An example AFM image of a less-than-perfect result is shown in Fig. 3.12.

Figure 3.12: AFM validation of fabrication result: An AFM image (left) and
profile (right) along the white line in the image shows 10 to 20 nm height variation
across the sample. In this case, the imperfect flatness of the surface is a result
of slower etching conditions into a high aspect ratio hole geometry. Because the
holes were etched slightly less than intended, the silver protrudes somewhat from
the surface. However, small unevenness as shown here is usually acceptable for
imaging with a blind reconstruction method. For lateral scale, note that the pitch of
the nano-antenna array is 150 nm.

Another verification step is measurement of the dark field scattering spectrum. To a
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rough approximation, the LPs present in the LPSIM substrate are intuitively comparable to

the dipole resonance of a sphere, which can be solved analytically [Mai07]. However, there

are many differences found in the LPSIM antenna array. First, the cylinder geometry is more

complex and lends itself to modes at the corner of the cylinder. Second, the dipole behavior

is redshifted to longer wavelengths due to the high index of the SiO2 surrounding media.

Third, and importantly, there is an additional redshift provided by near-field coupling in the

array. The dipole resonance can be thought of as a spring, with a displacement of charge

from an external electric field, and a restoring force due to Coulomb repulsion. The spring

constant κ is related to the spring’s resonant frequency ω0 ∼
√

κ. The longitudinal dipole

modes of each antenna will lower the restoring force for the neighboring antennas, thus

shifting the resonance to longer wavelengths. Observed violet transmission in Fig. 3.7 is a

result of the relatively weak scattering at that wavelength, when illuminating with a white

backlight. The strong, clean scattering peak indicates a consistent nano-antenna geometry,

and a good fabrication result.

During development of the fabrication process, several challenges were encountered

and overcome. One challenge of particular interest involved the reactive ion etching step.

The PMMA resist underlayer is susceptible to hardening at high temperatures. The etching

process, if done in single-shots, subjects the sample to high enough temperatures that the

PMMA becomes very difficult to lift off of the SiO2 substrate. To solve this problem, the

etching recipe was adapted to avoid high temperatures by etching in periods of just ten

seconds, followed by a cool-down period. This approach entails somewhat longer sessions

on the etching machine, but successfully avoids hardening the PMMA.
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Figure 3.13: Dark field spectrum of LPSIM substrate: Measurement taken with
Andor SR-303-B spectrograph and Andor Newton 920 CCD. The sample was
illuminated with a halogen lamp. A clear scattering peak is present.

3.3 Experimental super resolution imaging

To test the super-resolution performance of our LPSIM setup, a random distribution

of fluorescent polystyrene beads was used as a simple object. The beads had 50 nm diameter,

and were excited by a 405 nm laser with an initial output power of 150 mW. The beads

(Fluoresbrite YG Microspheres) exhibited filtered fluorescent emission centered around 500

nm. Beads were drop-cast directly onto the LPSIM substrate, fixed, and imaged with an

Olympus UPLSAPO 60XW water immersion objective. The fluorescent beads were diluted

in water and drop-cast onto the LPSIM substrate. After air-drying, the substrate was rinsed

to reduce loose fluorescence.

Characterization of the resolving power was done by looking at both single-bead

full-width half-maximum (FWHM) as well as two-bead separation. Fig. 3.14(a),(c),(e)

show the imaging results of a single bead, with a LPSIM FWHM of just 74 nm, which is
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approximately 1/3 the diffraction-limited FWHM, as expected. Fig. 3.14(b),(d),(f) show

two closely-spaced beads, which are unresolvable under normal imaging conditions, but

can be clearly resolved via LPSIM. The center-to-center spacing of the beads was 78 nm,

which means the edge-to-edge gap between them was approximately 28 nm. Fig. 3.14(g)-(j)

show the Fourier space and real space results of a larger distribution of beads, both with and

without the LPSIM technique applied. We find confirmation that the OTF is dramatically

enlarged by the LPSIM technique, in agreement with the expected 3X improvement. Over a

wide area, a clean, super-resolved image is obtained, with minimal distortion.

One motivation for super-resolution imaging is to be found in cellular biology.

Genomic and neuronal activities in particular are hot areas of research. As an initial

demonstration of bio-compatibility and general imaging capability, we used our LPSIM

technique to image neuron cells expressing Fzd3-tdTomato. This particular type of sample

is of interest [OSL+13] in understanding how growth cones steer themselves within their

environment. Relevant features of Fzd3-containing vesicles can be as small as 50 to 100

nm in diameter. LPSIM is well-suited for use with this type of sample. For the tdTomato

emission, the minimum resolvable feature size under the diffraction limit was 240 nm, but

using LPSIM we observe resolution down to ∼80 nm. As shown in Fig. 5, important

sub-cellular features can be imaged at much greater resolution (∼3x) compared with the

diffraction-limited case.

To prepare this biological sample, rat E13 embryos of either sex were eviscerated,

and the notochord was removed. Using a pulled glass needle, Fzd3-tdTomato expressing

plasmids [OSL+13] was injected into the neural tube. Using 5 mm gold-plated electrodes

(#45-0115; Harvard Apparatus, South Natick, MA), square-wave current was passed across

the dorsal neural tube using a BTX #ECM 830 electroporator. Electroporation conditions
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Figure 3.14: Demonstration of super resolution performance: (a) Diffraction-
limited image of a 50 nm diameter fluorescent bead. Scale bar: 120 nm. (b)
Diffraction-limited image of an unresolved pair of beads. Scale bar: 120 nm. (c)
LPSIM image of (a) with significantly improved resolution. (d) LPSIM image
successfully resolving the closely spaced beads in (b). (e) Normalized intensity
profile of the images in (a) and (c), along the dashed white line. The FWHM of
the bead image in (c) is 74 nm. (f) Intensity profile showing resolution of two
beads spaced 78 nm apart. (g),(h) Spatial frequency spectra (log-scale amplitude)
of a standard and LPSIM image, respectively. The LPSIM technique increases the
spatial bandwidth of the imaging process by a factor of approximately three. (i),(j)
Diffraction-limited and LPSIM images of many beads within a wider area. Scale
bar: 0.5 µm.
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were as follows: three pulses, 25 V, 100 ms pulse, 1 s interval. After electroporation, the

spinal cord was dissected and dissociated commissural neurons were plated on the matrix

coated with 20 µg/ml PDL. After 2 DIV, the neurons were fixed in 4% PFA for 15 min at

37◦ C and mounted in Fluoromount G. Experiments were conducted in accordance with the

NIH Guide for the Care and Use of Laboratory Animals and approved by the UCSD Animal

Subjects Committee.

Figure 3.15: LPSIM fluorescence imaging results for a fixed neuron cell: Fzd3
receptors were labeled with tdTomato. A 150 mW, 488 nm laser was used for
illumination. The central fluorescence wavelength was 570 nm. (a),(b) Wide-field
diffraction-limited and LPSIM images, showing consistent, dramatic resolution
enhancement over the full area. Scale bar: 500 nm. (c),(d) A closer look at the area
inside box 1 from (a) and (b), showing clear resolution of fine features, consistent
with theoretical expectations, which are not detectable in the diffraction-limited
image. Scale bar: 100 nm. (e),(f) A closer look at the area inside box 2. Scale bar:
100 nm.

In many practical cases, the LPSIM technique offers an optimal balance between the

many factors influencing the usefulness of an image to biologists. LPSIM does not require
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point-scanning to generate the image. The nano-antenna fields are scanned in parallel, so the

field of view is limited only by optics and the area of the fabricated substrate itself, and can

be increased without sacrificing imaging speed. The resonant LP fields decay exponentially

away from the substrate. Therefore, the vast majority of the fluorescent signal comes from

the surface of the object, as is essential for fluorescent imaging. Additional post-processing

can be used [NJW97] to remove any remaining out-of-plane noise. The resonant plasmonic

enhancement of the LP fields in our optimized structure provides several advantages. For

one, the local enhancement allows for strong excitation of the targeted fluorescent labels

without using an unnecessarily high-powered laser, or irradiating the entire sample with

strong intensity. The resonant excitation also allows for shorter exposure times and faster

imaging speed, since the strongly excited signal will be boosted relative to the noise sources

present in a given experiment.

The LPSIM substrate’s protective layer dramatically improves durability and com-

patibility with biological samples. However, SiO2 is somewhat permeable to oxygen, and so

the silver generally degrades after several months due to oxidation. This degradation can

be slowed by storing in a vacuum, when possible. If the protective layer seal is imperfect,

due to etching inaccuracies or other issues, then certain biological preparation procedures

requiring harsh chemicals may cause destruction of the silver structure. When possible, this

risk can be avoided by doing the initial preparation of the biological sample on a cover slip

rather than on the substrate itself.

The super-resolution performance achieved in this work was consistent and robust for

the various samples tested. The resolution could easily be incrementally improved by using

shorter laser wavelengths or a higher-NA objective, in combination with an appropriately

designed LPSIM substrate. Due to the dependence of LP resonances on particle size
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[KCZS03], and the various emission spectra of available fluorescent dyes, this technique

is readily scalable to different operating wavelengths. To push resolution even further,

more complex substrate designs possibly incorporating both LP and SPP structure into the

excitation patterns may hold promise. The technique shown here should prove useful for a

multitude of fluorescence imaging applications, especially for biological surface dynamics.

3.4 The blind reconstruction algorithm

Because the LP field excitation patterns in the LPSIM method were generated on

nano-antennas rather than via a standing wave, the structured illumination profile was not a

simple shifted sine wave, as is the case for many SIM experiments. Although the LPSIM

substrate was carefully designed and simulated to ensure it would provide the appropriate

patterns for super-resolution, it is difficult to expect perfect knowledge of the real patterns at

the 60 nm scale, due to fabrication tolerances and other sources of experimental error. To

reconstruct a super-resolution image using the more complex, quasi-periodic patterns and

pattern shifts present in LPSIM, a variant of blind-SIM [MBG+12] was implemented with a

MATLAB algorithm, as shown in Appendix A. This reconstruction method is very useful as

it does not require perfect knowledge of the real excitation patterns. Suppose an unknown

fluorescent-tagged object o is excited by nine LP field patterns I(l=1,...,9). For each pattern,

the image m recorded by the camera is the convolution of the excited object and the PSF,

ml(r ∈ Γ) =
∫

Ω

o(r′)Il(r′)p(r− r′)dr′ (3.1)

where r is the position in the object plane, and p is the PSF. Γ represents the

measurement plane, and Ω represents the object plane. We can abbreviate the expression for
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m by defining an operator A,

ml = A(Ilo) (3.2)

and we can specify the residual error R between the expected and measured image,

Rl = ml−A(Ilo) (3.3)

Remember that all matrix “multiplication” here is actually the element-by-element

Hadamard product. In this “blind” scheme, both the object o and the excitation patterns Il

are treated as unknowns. So, we have 9 equations and ten unknowns. To make this system

of equations solvable, an additional constraint must be introduced.

If it is assumed that over the nine sub-images, the total excitation is approximately

equal throughout the object plane, then we can write

I9 = 9Ī−
8

∑
l=1

Il (3.4)

where Ī is the average excitation intensity. An iterative error-minimization algorithm

is used to steadily improve initial estimates for the 9 unknown 2D matrices: o, and I(1,...,8).

Thus we can define a cost function

F (o,{Il}) =
9

∑
l=1
‖Rl‖2 =

8

∑
l=1
‖ml− (Ilo)∗ p‖2 +‖m9− (I9o)∗ p‖2 (3.5)

where ∗ represents convolution. Iteratively improved estimates for on and I(l,n)

(where n represents the iteration count) are found using the conjugate gradient method. A
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sequence of updated guesses are built for the object and illumination patterns,

on = on−1 +αndo,n

Il,n = Il,n−1 +βl,ndIl ,n

(3.6)

where α and β represent step size coefficients, and d is the updating direction. This

direction is calculated based on the gradients of the cost functional with respect to each

unknown matrix. The directional derivative D(u) with respect to the object matrix is

Do(u) = lim
s→0

F (Il,o+ su)−F (Il,o)
s

(3.7)

where s is a constant step size. This expression can be re-written,

Do(u) = lim
s→0

∑
9
l=1 ‖ml−A(Ilo)−A(Ilsu)‖2

Γ
−‖ml−A(Ilo)‖2

Γ

s

= lim
s→0

−2∑
9
l=1〈ml−A(Ilo)|A(Ilsu)〉Γ +‖A(Ilsu)‖2

Γ

s

=−2
9

∑
l=1
〈Rl|A(Ilu)〉Γ

=−2
9

∑
l=1
〈IlA†Rl|u〉Ω

(3.8)

Where 〈·|·〉 represents the inner product and † denotes the Hermitian adjoint. The
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gradient is the function that maximizes D,

go =−
9

∑
l=1

IlA†Rl (3.9)

In a similar manner, the gradient for each illumination pattern can also be calculated,

DIl(u) = lim
s→0

F (Il + su,o)−F (Il,o)
s

=−2〈Rl|A(ou)〉Γ +2〈RL|A(ou)〉Γ

=−2〈oA†(Rl−RL)|u〉Ω

(3.10)

gIl =−oA†(Rl−RL) (3.11)

Using the conjugate gradient method, we define our updating directions at each

iterative step as

do,n = go,n + γo,ndo,n−1

dIl ,n = gIl ,n + γIl ,ndIl ,n−1

(3.12)

where γ is defined as
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γn =
〈gn|gn−gn−1〉Ω
‖gn−1‖2

Ω

(3.13)

Since the real object intensity can never be negative, a positivity constraint was

incorporated into the cost function, improving reconstruction stability with respect to

experimental noise. It can also be shown that the operator A is equal to its own Hermitian

adjoint for a real-valued, symmetrical PSF, which simplifies our reconstruction algorithm.

Fig. 3.16 shows the reconstruction convergence for an example set of data. After 80

iterations, the cost function has been reduced by approximately two orders of magnitude.

Figure 3.16: Reconstruction convergence: Plot of the cost function reduction (in
log scale) with respect to iteration number. For most LPSIM images, 60 to 100
iterations is sufficient to converge to a super-resolution image. After this point,
changes to the image are usually minor.

The camera pixels, with magnification, had 67 nm effective size. To improve the

smoothness of the final reconstruction, the measured images were interpolated prior to
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reconstruction. Occasional experimental drift was also corrected using reference point

orientation for each sub-image, when necessary.

Figure 3.17: Sub-image preprocessing: Left, raw image data from the CCD, from
an example biological specimen. Right, the result of preprocessing for the (still
diffraction-limited) sub-image. The objects of interest are undisturbed, but the
SNR is enhanced.

Especially for biological samples, the raw captured fluorescent image was often

noisy, due to loose fluorescence and out-of-plane signal from a thick object. To help the

reconstruction proceed more smoothly, automated de-noising was added as a preprocessing

step. First, a simple Gaussian smoothing filter was applied to mitigate any single-pixel elec-

tronic noise. Then, objects in the field of view above a threshold intensity were emphasized

relative to low spatial frequency background noise. An example result can be seen in Fig.

3.17. For certain convenient objects such as fluorescent microspheres, this preprocessing

was less important.

Chapter 3, in part, is a reprint of the material as submitted to Nature Photonics, 2016.

Joseph L. Ponsetto, Anna S. Bezryadina, Feifei Wei, Keisuke Onishi, Hao Shen, Eric Huang,

Lorenzo Ferrari, Qian Ma, Yimin Zou, Zhaowei Liu, “Experimental demonstration of wide-

field super resolution surface imaging with localized plasmonic structured illumination
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microscopy”. The dissertation author was the first author of this paper.



Chapter 4

Numerical study of 3D hyperlens

imaging

The development of nanostructured metamaterials and the ability to engineer material

dispersion has led to impressive advances in the diverse field of nanophotonics. Of interest to

many is the enhanced ability to control, illuminate, and image with light on subwavelength

scales. In this chapter, we numerically demonstrate a hyperlens with unprecedented radial-

resolution at 5 nm scale for both imaging and lithography applications. Both processes

are shown to have accuracy that surpasses the Abbe diffraction limit in the radial direction,

which has potential applications for 3D imaging and lithography. Design optimization is

discussed with regards to several important hyperlens parameters.

4.1 Physical principles of the hyperlens

The optical microscope has been enabling important scientific discoveries since its

invention centuries ago. The ability to observe features and processes otherwise invisible
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to the human eye has broadened the scope of scientific knowledge considerably, especially

in life sciences and microelectronics. The resolution of a standard microscope is limited,

however, by the Abbe diffraction limit [BW99] to approximately 200 nm for visible light

wavelengths. To observe elusive sub-diffraction features, various approaches are used such

as near-field scanning optical microscopy (NSOM) [HSW+00], stochastic optical recon-

struction microscopy (STORM) [RBZ06], photoactivated localization microscopy (PALM)

[BPS+06] and saturated structured illumination microscopy (SSIM) [Gus05]. However,

most of these methods involve high-intensity light or slow scanning processes, which limits

usefulness for imaging sensitive, dynamic biological samples.

With the realization and exploitation of negative index materials [Ves68], many new

imaging tools have been developed at optical frequencies. The perfect lens [Pen00] was

proposed to aid in high-resolution imaging by allowing detection of larger wavevectors,

which ordinarily are lost to evanescent decay. In recent years, many variations of the perfect

lens idea have been proposed and demonstrated, including the cylindrical perfect lens

[Pen03], and the superlens [FLSZ05], but these all rely on near-field imaging techniques.

As fabrication abilities have improved, thin metal-dielectric multilayer structures

possessing hyperbolic dispersion relations have emerged as a way to capture evanescent

details in the far-field. These structures, when used for imaging, are known as hyperlenses

[SE06][JAN06][LLX+07b][LLX+07a]. A hyperlens is comprised of alternating metal and

dielectric planar layers with deeply sub-wavelength thicknesses.

Because of the aforementioned dispersion relation, large wavevectors that decay

exponentially in free space may propagate along the radial (ρ) direction in a hyperlens. Ad-

ditionally, by curving the overall multilayer into a concentric structure, a magnifying effect

is obtained, which gradually shrinks the spatial frequency components as they reach layers
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with larger radii. By careful design, this can transform high-spatial-frequency information

into the collectable aperture of an otherwise standard optical system. This is the primary

function of the hyperlens as an imaging apparatus.

Figure 4.1: Hyperlens conceptual overview: (a) Isofrequency surface in a hyper-
bolic metamaterial with ερ < 0 and εθ > 0. (b) Illustration of a hyperlens structure,
showing the time reversal concept. If a point source imaged by a hyperlens pro-
duces a given wavefront at the CCD plane, then the same distribution (accounting
for losses) sent in the opposite direction will focus to a point on the other side of
the hyperlens.

The concept of time reversal in electromagnetics [LdRTF07][BLZ09] allows us to

think of the hyperlens as having two potential applications for both imaging and lithog-

raphy [XLZ09], as illustrated schematically in Fig. 4.1(b). In one direction, high spatial

frequencies from a source are converted to propagating light and collected at a detector

such as a charge-coupled device (CCD). This is the imaging configuration. In the opposite

direction, a specially-designed diffraction-limited wavefront can be sent into the hyperlens

and have its features spatially compressed, resulting in a sub-wavelength focus point for use

in lithography.

In past work on hyperlenses, super resolution has been primarily discussed only in the

lateral direction. Pyramid-shaped hyperlenses have been designed [CW09] with a specialized
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geometry that enables some limited sub-diffraction imaging of sources distributed in three

dimensions. However, with this method, there is no clear way to discern the z-position of an

object without a priori knowledge. In our paper, we look carefully at the radial resolution

of a spherical multilayer hyperlens. The dispersion and geometry of this design allows for

far-field focusing behavior that is highly sensitive to radial position. We show the ability

to resolve differences in radial position as small as 5 nm, in concert with lateral super

resolution, via simple far-field detection.

Any significant z separation between an object and the hyperlens surface has, to date,

been regarded as sub-optimal, since the evanescent field strength drops off exponentially

away from the object. However, within a thin volume close to the surface, evanescent fields

from objects with a distribution of z depths can be focused and imaged in the far-field. This

allows for three dimensional super resolution imaging and lithography.

4.2 Numerical 3D imaging results

To examine the imaging capability of a hyperlens in the radial direction, two-

dimensional full-wave simulations using COMSOL Multiphysics were conducted. The

polarization-dependent behavior of the hyperlens dictates that only the transverse magnetic

(TM) field components will propagate and contribute to a resolved image. Transverse electric

(TE) components will be reflected and will neither contribute to nor degrade the hyperlens

performance [RYX+10]. A TM-polarized point source was placed several nanometers away

from the hyperlens surface, and the propagation through the hyperlens and out on the other

side was monitored. For the most realistic result, a real multilayer structure was used in

our model. The metal layer material used was silver (εm = -2.4 - 0.25i). The dielectric

layers had permittivity εd = 3.75, and the imaging half space had a permittivity of 3.217.
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The real permittivity in the vicinity of the point sources was chosen as 2.89. The real

silver permittivity for 365 nm light was based on an interpolation of previous experimental

measurements [JC72]. The metal filling fraction p was 0.5. For these calculations, the radii

of the inner and outer hyperlens layers were 400 nm and 1840 nm, respectively. Numerical

calculation time was shortened by restricting the simulated region to a central area where the

vast majority of the field strength was concentrated. This restriction is acceptable because

the anisotropic nature of the hyperlens medium prevents significant propagation in the

tangential direction. Perfectly matched layer boundaries were added at the top and bottom

of the simulation region to reduce unwanted reflections. Results are shown in Fig. 4.2.

Figure 4.2: Hyperlens imaging depth resolution: (a)-(c) Intensity distributions
for imaging of a point source at varying separations d (5, 10, 15 nm) from the
inner hyperlens surface. The radii of the inner and outer hyperlens layers were
400 nm and 1840 nm, respectively. The thickness of each layer is 10 nm. The
colorbar represents the normalized, linear-scale intensity. Note that the white areas
indicate “saturated” intensity above the normalization value, which was chosen
for illustrative purposes to show the focus spot clearly. (d)-(f) A closer look at
the intensity focus spot movement in (a)-(c). The focal positions away from the
outermost surface ( f ) are 640, 580, 470 nm, respectively. The white scale bar in
(a) represents 500 nm.
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The radial separation of the point source from the hyperlens surface was set to d =

5, 10 and 15 nm. In all cases, the emitted light captured by the hyperlens was refocused

to a point f (defined along the radial direction) away from the outermost surface of the

hyperlens, which was defined as f = 0. Note that the results for each of the three separations

were contrasted to clearly show the focus point. For separations of 5, 10 and 15 nm, the

focus position was at f = 640, 580 and 470 nm, respectively. We see that the focus point

position f varies significantly when d is changed.

As light travels through the hyperlens, the lateral k-vectors from the object are

compressed and the resulting image is projected into the far-field. The change in f with

respect to the change in d is also magnified, nearly by a factor of 17. This has potential to

bring very fine depth resolution into a far-field measurement. In Fig. 4.2(b), we see a close

look at the focus spot movement as a function of d. For only a ten nanometer change in d,

we have more than 150 nm change in f , which can be detected quite easily using mechanical

translation stages.

Figure 4.3(a) shows the simultaneous focusing result for two point sources. As

pictured in Fig. 4.3(b), although the sources are 130 nm apart in x, and just 10 nm apart in

ρ, their far-field focus points are dramatically separated on the other side of the hyperlens

(160 nm apart in ρ and even further separated in x). Because the light is steered along in the

ρ direction within the hyperlens, the small initial separation is magnified considerably.

The hyperlens is well known to have sub-diffraction imaging capability in the lateral

direction. We have shown here that in addition, extremely fine radial resolution can be

achieved. This is a coveted capability for imaging of biological specimens. By stepping

a motorized z-stage, or potentially by recording in multiple z-planes simultaneously, a

three-dimensional image can be obtained, although the total image depth in z direction is
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Figure 4.3: Hyperlens imaging two point resolution: (a) Imaging result for two
365 nm sources, showing focusing at two different positions for the two sources.
The white scale bar represents 500 nm. (b) Magnified view of the focus spots and
a schematic illustration of the source positions. The two point sources are 130 nm
apart in x, and just 10 nm apart in the radial (ρ) direction. The far-field foci differ
by 160 nm in ρ.

always limited by the evanescent wave decay length.

4.3 Hyperlens design parameters

Many geometrical variations of the multilayer hyperlens [XLZ09][MZC+11] have

been explored for the overall shape of the multilayer structure, ranging from flat to spherical

to trumpet shapes. For shaping and focusing wavefronts in the manner of a lens, a broad

spatial curvature is favored.

Analysis based on effective medium theory (EMT) [LLX+07a] of a subwavelength,

anisotropic multilayer structure such as a hyperlens reveals a hyperbolic dispersion relation,

as shown in Fig. 4.1(a) and described as,
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k2
θ

ε2
ρ

+
k2

ρ

ε2
θ

=
ω2

c2 (4.1)

where kθ and kρ represent the wavevector components in orthogonal directions, ω is

the angular frequency, and c is the speed of light. ερ is the permittivity in the ρ direction,

while εθ is the permittivity in the θ plane, which is parallel to the layer orientation as shown

in Fig. 4.1(b). The permittivities are defined as

εθ = pεm +(1− p)εd (4.2)

ερ =
εmεd

(1− p)εm + pεd
(4.3)

where εm and εd are the frequency-dependent permittivities of the metal and dielectric

materials used in the multilayer. p represents the filling fraction of metal in the structure. If

Cartesian coordinates are needed, the effective permittivity (εxx, εxy, εyy) of a hyperlens can

be calculated according to [CPS+06]. A multilayer hyperlens has negative permittivity in

the ρ direction, and positive permittivity in the θ plane.

Choice of multilayer materials is an important step in the design process of the

hyperlens. The conductive layer must support surface plasmon polaritons excitable by the

illuminating light. In our case, using silver enabled operation towards the short-wavelength

end of the visible spectrum, which is commonly used for both imaging and lithography

purposes. Another key “lever” we can pull in our design process is the material we choose

as our dielectric spacing layer. The desirable material properties should be low loss and a

permittivity and refractive index that yield an effective medium with the desired dispersion

relation.
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Figure 4.4: Hyperlens dispersion analysis: Analytically calculated isofrequency
curves for different (a) wavelengths with a fixed metal filling factor (p = 0.5) and
(b) filling factors with a fixed operational wavelength (λ = 365 nm) in various
hyperlens designs.

In fact, the nature of the hyperbolic dispersion curve can be fairly sensitive to a

number of parameters. Shown in Figs. 4.4(a),(b) is a series of isofrequency curves for a

hyperlens with a single variable changed. It bears mentioning that at the operating frequency,

a desirable dispersion curve should be broad and flat. When the slope is steeper, the wave

will experience higher loss and the Poynting vector will be directed at an angle relative to

the multilayer ρ axis.

A design parameter that should be delicately tuned in a hyperlens is the metal filling

fraction. The relative percentage of metallic and dielectric materials has a strong effect on

the material behavior. Dependent on each layer thickness, fabrication limits may also come

into consideration. Physically, the dispersion relation will have a direct influence on the

focusing and imaging performance of the hyperlens. The group velocity of propagating

light in a medium is equal to the slope ∂ω/∂k, and the phase velocity is equal to the ratio

ω/k. These two terms will dictate the phase, amplitude, and directionality of light passing

through the hyperlens.
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Figure 4.5: Ray tracing analysis: The hyperlens has a local dispersion based on the
wavevector components in the θ and ρ directions for a ray entering and propagating
within a hyperlens. (a) Poynting vector ~P′ and wavevector~k′ for a ray entering a
hyperlens (blue isofrequency curve) from a vacuum (red isofrequency curve). (b)
~P′′ and~k′′ for a ray propagating within a hyperlens. Changes from ~P′ and~k′ at
the initial surface of the hyperlens are a result of the ray’s changing orientation
relative to the layer geometry during propagation. (c) and (d) show the ray tracing
calculation for εd = 2.6 and εd = 3.75, respectively. The corresponding dispersions
are shown in the inset. The radii of the inner and outer hyperlens layers were 400
nm and 1840 nm, respectively. The separation between the point source and the
inner surface is set to d = 5 nm. (e) Ray tracing diagram illustrating the focusing
behavior for different object positions with εd = 3.75. Only one pair of incident
rays with equal angle is shown.



72

Based on a simplified ray-tracing analysis [JAN07], we can further analyze the

design and functionality of the hyperlens. The Poynting vector ~P represents the directional

electromagnetic energy flux density, and also gives us the directionality of a ray in a ray-

tracing picture. In a low-loss scenario, the Poynting vector always points in a perpendicular

direction to the isofrequency curve. Thus, in hyperbolic materials, ~P and~k are usually not in

parallel. Note that due to conservation of momentum, the wavevector component parallel to

an interface is always conserved. Thus, if we know the initial kθ, we can quickly calculate

the angle ϕ that the Poynting vector makes with the ρ̂ axis, starting from Eq. (4.1).

tan(ϕ) =
∂kρ

∂kθ

=
εθkθ

ερkρ

=
εθ

ερ

kθ√
εθ(k2

0 +
kθ

ερ
)

(4.4)

Figure 4.5(a) illustrates the group velocity (in the Poynting vector ~P′ direction) and

phase velocity (in the wavevector~k′ direction) for a ray entering a hyperlens from a vacuum

with initial wavevector~k. Note that the Poynting vector is parallel to~k in the vacuum.

Because the hyperlens has a curved multilayer geometry, rays with an initial incident angle

will see changes in the local dispersion as they propagate inside of a hyperlens, since their

orientation relative to the local coordinates will also be changing. This will affect the

Poynting vector and the wavevector during propagation between the layers in a hyperlens,

as shown in Fig. 4.5(b). The result from a ray-tracing perspective is a subtle bending of the

ray path.

In Fig. 4.5(c),(d) we show how this ray tracing approach can be used to design

the dispersion property of a hyperlens in order to optimize the material properties in our

full wave simulations. Here, d is set to 5 nm, and p = 0.5. As an example, we change

only one parameter, the permittivity of the dielectric layers. The result of this change is a

change in the dispersion relation, which directly affects the ray tracing path. For εd = 2.6,
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the isofrequency curve is quite flat. The light propagates almost completely along radial

direction and forms a focal image at the outer interface. For εd = 3.75, we see a greater

curvature in the dispersion, and a greater bending of the light. The rays are successfully

focused at a point away from the outer surface of the hyperlens. It should be noted that the

results in Fig. 4.5 are shown as a conceptual illustration; phase is not considered in this

simplified model. We can clearly see that by altering the permittivity of the dielectric layers,

we can dramatically change the focusing location of the hyperlens.

Interestingly in our imaging simulations, the focal position f gets closer to the

hyperlens as the source position d gets farther away. We also calculated the path of a few

rays with 30◦ off-axis angles, generating Fig. 4.5(e) for different source positions (5 nm and

15 nm). We note that the rays undergo a subtle bending as they travel through the hyperlens,

a behavior which is dependent on the initial kθ. We can see very clearly that the separation

of the point source from the initial surface of the hyperlens will directly affect the focusing

distance on the outer side. Matching with our COMSOL simulations, there is an inverse

relationship observed between d and f .

4.4 Potential lithography applications

For an exploration of deeply sub-wavelength focusing with potential for application

in lithography, simulations of a real hyperlens multilayer structure were conducted. Shown

in Fig. 4.6(a) is the full wave simulation result and the real multilayer modeled geometry

of the hyperlens. The inner surface of the hyperlens is assumed to be polished flat in this

calculation. Alternating layers of silver (εAg = -2.4 - 0.25i) and Al2O3 (εAl2O3 = 3.217) were

used, with realistic material parameters [JC72][Pal98]. Each layer was 10 nm thick. The

outermost layer had a radius of curvature of 1400 nm, and the innermost layer had a radius
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of curvature of 600 nm. The illumination wavelength was chosen to be 365 nm, as this is an

important wavelength in lithography applications.

Our time-reversal strategy involved two main steps. First, we calculated the far-fields

detected through a hyperlens from a point source placed in the location we wish to use for

lithography. The simplest design possesses a single spot below the center of the flat edge of

the lens. Second, knowing the loss properties and geometry of the hyperlens, we can design

a specific wavefront to send in the reverse direction to recreate the point source, or at least as

small a spot as the hyperlens can manage. Because light propagates in the opposite direction,

the spatial frequencies of the incoming wavefront are in fact increased dramatically, and so

an otherwise unattainable sub-wavelength focus for lithography is realized.

Optical fabrication has many promising applications including creation of complex

3D extracellular microenvironments [ZQS+12]. An extremely fine z-resolution was numeri-

cally demonstrated above for imaging. We can also achieve a similarly deep sub-wavelength

z control in lithography, as shown in Figs. 4.6(b)-(d). By calculating the necessary wave-

fronts for different lithographic focus point positions, we can control the depth precisely.

Because the hyperlens increases the kθ component of light propagating in the radial direction,

the focus spot will be tighter in all three dimensions than what would normally be achievable

in a diffraction-limited setup.

The x-y resolution ability of the hyperlens is well established [MAL10][LL12]. In

combination with the z performance shown in this work, we now can see the potential for

three-dimensional super resolution imaging and lithography capability.

We have thus numerically demonstrated the super radial-resolution capability of

hyperlenses, which has potential applications for 3D imaging and lithography within a

thin volume close to the inner surface. Applications where visible-light super resolution is
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Figure 4.6: Hyperlens sub-wavelength focusing for lithography: (a) Multilayer
structure for focusing ultraviolet light to a point using a hyperlens. The radii of
the inner and outer hyperlens layers were 600 nm and 1400 nm, respectively. The
normalized log-scale intensity is shown. The scale bar represents 200 nm. (b)-(d)
Different distributions of amplitude and phase in three wavefronts sent towards the
curved surface of the hyperlens result in three different focal z-depths. Note that d
represents the spacing of the local maxima away from the hyperlens surface. This
shows potential for very fine control of three-dimensional lithographic patterns.
Note that the local maxima are highlighted with white color.
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desired in conjunction with three dimensional capabilities are most obvious in biological

fields. Since many sub-cellular and intracellular processes occur on the millisecond time

scale, having high-speed potential is also attractive. Three-dimensional lithography and

more generally scanning of a fine point of light with precise control could aid in a wide

variety of patterning and manipulation tools.

There are some practical issues to be confronted with any multilayer hyperlens.

Since the super resolution mechanism relies on the collection of evanescent fields, the

sample of interest must be placed very close to the hyperlens. For objects thicker than

several tens of nanometers, the evanescent decay will quickly become problematic. Despite

this depth limitation, it should be feasible to fabricate (via lithography) or image larger

3D volumes using a layer-by-layer approach, similar to what is done in stereolithography

[ZQS+12] and 3D printing. With this approach, the final 3D structure height would be the

individual layer depth multiplied by the number of layers. However, for certain applications,

the combination of three-dimensional control and a strictly enforced and shallow z-range can

be useful for eliminating unwanted background signal. These results hold promise for the

development of hyperlenses with impressive 3D super resolution performance which avoid

the typical sacrifices in speed and biological compatibility. Experimental implementation

can be achieved without introducing prohibitive cost or complexity. As fabrication abilities

continue to improve, new geometries and new possibilities will emerge. The 3D super

resolution capability of the hyperlens shows great promise for a wide variety of exciting

applications, although significant aspects still need further exploration, such as increasing

the operational bandwidth, and enhancing experimental practicality.

Chapter 4, in part, is a reprint of the material as it appears in Optics Express, 2015,

23, 18501-18510. Weiwei Wan†, Joseph L. Ponsetto†, Zhaowei Liu, “Numerical study of
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hyperlenses for three-dimensional imaging and lithography” [†Equal contribution]. The

dissertation author was the co-first author of this paper.



Chapter 5

Conclusions and future work

In this work, new optical imaging techniques using plasmonics as a key physical

mechanism have been introduced, demonstrated, and discussed at some length.

The LPSIM technique uses localized plasmons to translate a resonantly enhanced,

finely structured near-field excitation pattern across an array of nano-antennas in parallel.

It dramatically expands the super-resolving power of previous Structured Illumination

Microscopy (SIM) by switching from simple laser interference patterns to localized plasmons

as our source of structured illumination. Utilizing localized plasmons allows for fine

near-field illumination structure which not only breaks the diffraction limit, but in fact

is completely unchained from the dispersion curve of propagating light – a first for any

SIM-based technique. With a straightforward image reconstruction process, high-quality

imaging results are obtained for a variety of real fluorescent objects including relevant

biological samples. A 3X resolution enhancement is achieved versus standard microscopy.

Going forward, this technique may prove highly useful to biologists in the study of cellular

and molecular activity in living organisms, especially where surface imaging is required.

Because several aspects of this technique are scalable, there are many possibilities for future

78
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application and improvement.

New LPSIM results not shown in this work suggest a clear path to 50 nm resolution

of a biological sample by simply increasing the NA of the microscope objective. Video-rate

imaging speed is also demonstrable for bright biological samples, using commercially

available CMOS cameras with high frame rates.

This work also shows new capabilities of the hyperlens. For super resolution, the

evanescent object fields must come into contact with the hyperlens surface before exponential

decay becomes problematic. However, within a thin volume close to the hyperlens, three

dimensional super resolution imaging is possible. In full wave imaging simulations, it

is shown that axial object localization accuracy down to just five nanometers is possible

via far-field detection, in addition to the lateral super resolution commonly expected of

the hyperlens. Using a time-reversal approach, it is also shown that a carefully designed

wavefront sent backwards through the hyperlens can create a sub-wavelength focus point,

and the axial depth can be controlled with similar accuracy down to five nanometers. Ray

tracing analysis is used to analyze the underlying physical picture for light passing both

ways through a hyperlens. This understanding guides an optimization of our hyperlens

structure based on the parameters affecting the hyperbolic dispersion such as operating

wavelength, metal filling fraction, and dielectric layer permittivity. This work demonstrates

promising potential for applications requiring three dimensional super resolution in either

imaging, lithography, or both, at optical frequencies.

The differences between plasmons and photons as carriers of optical information

can be exploited in a multitude of ways, and can lead to significant advances in science.



Appendix A

MATLAB reconstruction code

%%%%% BLIND LPSIM/PSIM EXPERIMENTAL RECONSTRUCTION CODE

%%% By Joe Ponsetto

%%% Run with fconv2 in the same folder.

clearvars; clc; format compact; close all;

tic;

%%% Specify sub-image files

filepath = 'C:\Users\jlpon\Dropbox\Data\LPSIM_images\d';

SubIms(:,:,1) = importdata([filepath '0001.asc']);

SubIms(:,:,2) = importdata([filepath '0002.asc']);

SubIms(:,:,3) = importdata([filepath '0003.asc']);

SubIms(:,:,4) = importdata([filepath '0004.asc']);

SubIms(:,:,5) = importdata([filepath '0005.asc']);

SubIms(:,:,6) = importdata([filepath '0006.asc']);

80
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SubIms(:,:,7) = importdata([filepath '0007.asc']);

SubIms(:,:,8) = importdata([filepath '0008.asc']);

SubIms(:,:,9) = importdata([filepath '0009.asc']);

SubIms = SubIms(:,2:end ,:); % clean .asc file

L = size(SubIms ,3); % number of sub-images used

%%% Specify some reconstruction parameters

N_iter = 100; % number of iterations to run

ls_iter = 20; % maximum line search sub-iterations

c1_step = 5; % larger --> better line search

int_fac = 5; % interpolation factor

m = 800; % reconstructed image size (post -interpolation)

r_top = 50; % topmost row to reconstruct

c_left = 50; % leftmost column to reconstruct

descent = 2; % 1: gradient; 2: conjugate gradient

desdir = 2; % 1: new; 2: old

align_im = 0; % 1: align sub-images

i_mod = 1; % intensity multiplier

if align_im == 1

pxmin = 0; pxmax = 0; % define peak search pixel box

pymin = 0; pymax = 0;

end

nr = 1; % 1: mitigate noise

if nr == 1
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nymin = 10; nymax = 30; % define noise background box

nxmin = 10; nxmax = 30;

f_wien = 0; % 1: weiner filter smoothing

f_p = 3; % filter parameter

end

%%% Specify some experimental parameters

NA = 1.2; % numerical aperture

mag = 60*4; % optical magnification

wavelength = 500; % fluorescence WL [nm]

campix = 16000; % CCD real pixel size [nm]

mag_pix = campix/mag; % magnified effective hardware pixel

size [nm]

pixelsize = mag_pix/int_fac; % pixel size [nm] after

interpolation

SubIms = i_mod*SubIms; % increase photon count for better

reconstruction

%%% Align sub-images automatically with a designated marker

if align_im == 1

search_1 = SubIms(pymin:pymax ,pxmin:pxmax ,1); ssize =

size(search_1);

[˜,max_ind] = max(search_1(:)); % find peak in first
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sub-image

[max_row ,max_col] = ind2sub(ssize ,max_ind);

for ind_sub = 2:L

search_m = SubIms(pymin:pymax ,pxmin:pxmax ,ind_sub);

[˜,max_ind_i] = max(search_m(:));

[max_row_i ,max_col_i] = ind2sub(ssize ,max_ind_i);

shift_ud = max_row - max_row_i; shift_lr = max_col -

max_col_i;

SubIms(:,:,ind_sub) = ...

circshift(SubIms(:,:,ind_sub),[shift_ud shift_lr

]);

end

end

figure(80); imagesc(mean(SubIms ,3)); axis image; colormap(

hot(256));

title('Averaged diffraction -limited raw images (full)');

set(gca,'fontsize',15);

%%% Crop image area

crop_dim = round((m*pixelsize)/mag_pix); % m*pixelsize =

dimension [nm]

c_right = c_left + crop_dim; r_bottom = r_top + crop_dim;

CropIms = SubIms(r_top:r_bottom ,c_left:c_right ,:);
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%%% Mitigate noise

figure(81);

subplot(1,2,1); imagesc(CropIms(:,:,2));

title('CCD data'); colormap(hot); axis image;

if nr == 1

% if f_wien == 1

for ind_nr = 1:L

CropIms(:,:,ind_nr) = wiener2(CropIms(:,:,ind_nr

),[f_p f_p]);

end

% end

BGC = zeros(size(CropIms));

for ind_bg = 1:L

bg_sub = mean2(CropIms(nymin:nymax ,nxmin:nxmax ,

ind_bg));

BGC(:,:,ind_bg) = CropIms(:,:,ind_bg) - .80*bg_sub;

end

BGC(BGC <0) = 0; CropIms = BGC;

end

subplot(1,2,2); imagesc(CropIms(:,:,2));

title('Noise reduction'); colormap(hot); axis image;

%%% Interpolate image area

InterpIms = imresize(CropIms , [m m], 'bicubic');
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InterpIms(InterpIms <0) = 0; % correct for interpolation

overshoot

f82 = figure(82); set(f82,'units','normalized','

outerposition',[0 0 1 1]);

colormap(hot(256));

for ind_plot = 1:L

subplot(3,3,ind_plot); imagesc(InterpIms(:,:,ind_plot));

title(['sub-im_' num2str(ind_plot)]);

axis image; axis off; colorbar; set(gca,'fontsize',13);

end

sup82 = suptitle(['Raw sub-images (L = ' num2str(L) ')']);

set(sup82 ,'FontSize',18);

%%% Define PSF

L1 = (0.61* wavelength/NA)/pixelsize; % pixels within

Rayleigh criterion

u = floor(L1)-2;

[Xpsf ,Ypsf] = meshgrid(-u:u,-u:u);

R = sqrt(Xpsf.ˆ2 + Ypsf.ˆ2); % polar r-coordinate

R = R*1.220*pi/L1;

psf = (2*besselj(1,R)./R).ˆ2; psf(u+1,u+1)=1;

psf = psf/sum(psf(:));

%%% Zero -pad sub-images
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z_edge = 2*ceil(L1);

mzp = m + z_edge;

M = zeros(mzp,mzp,L); r_x = M;

M(1+z_edge/2:z_edge/2+m,1+z_edge/2:z_edge/2+m,1:L) =

InterpIms;

%%% Define initial guesses [M - Ip*h]

X0 = zeros(mzp,mzp,L); % tensor holding initial guesses

obj = sum(M,3)/L;

objcoeff = round(sqrt(max(obj(:))));

obj = objcoeff*obj/max(obj(:)); mean_obj = mean2(obj);

X0(:,:,1) = obj; % initial guess at object

X0(1:z_edge/2,:,1) = mean_obj;

X0(z_edge/2+m+1:end ,:,1) = mean_obj;

X0(:,1:z_edge/2,1) = mean_obj;

X0(:,z_edge/2+m+1:end ,1) = mean_obj;

X0(:,:,2:L) = ones(mzp,mzp,L-1).*objcoeff; % SIP guesses

I0 = ones(mzp,mzp)*objcoeff; % initial guess at average

illumination

%%% Define edge mask for cost function evaluation

maskc = zeros(mzp,mzp);

maskc(1+z_edge/2:z_edge/2+m,1+z_edge/2:z_edge/2+m) = 1;

maskcm = repmat(maskc ,1,1,L);
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%%% Initiate iteration parameters

alpha0 = 1e-5;

gamma = zeros(1,L);

gammat = gamma;

g = zeros(mzp,mzp,L);

d = g; dp = g;

F_x = zeros(N_iter ,1);

alcoef = zeros(N_iter ,1);

gammacoef = zeros(N_iter ,L);

fcost = zeros(N_iter ,2);

c1t = [0.9,0.9,0.2,0.2,0.01,0.01,0.001,0.001,1e-4];

X = sqrt(X0); % sqrt used to enforce positivity constraint

%% Iterative reconstruction

for k = 1:N_iter

c1 = c1t(min(floor((k-1)/c1_step)+1,length(c1t)));

X_obj = X(:,:,1).ˆ2;

f83 = figure(83);

set(f83 , 'units','normalized','outerposition',[0 0 1 1])

subplot(2,2,1); imagesc(X0(:,:,1)); axis off; axis image

; colorbar;
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title('Initial guess');

subplot(2,2,2); imagesc(X_obj); axis off; axis image;

colorbar;

title(['Reconstructed object (k = ' num2str(k) ')']);

subplot(2,2,3); imagesc(X(:,:,2).ˆ2); axis off; axis

image; colorbar;

title('SIP_1 estimate');

subplot(2,2,4); imagesc(X(:,:,L).ˆ2); axis off; axis

image; colorbar;

title('SIP_L estimate');

sup83 = suptitle('Iterative reconstruction progress');

set(sup83 ,'FontSize',18);

drawnow;

if mod(k,10) == 0

checkfig = figure; imagesc(X_obj);

axis off; axis image; colorbar;

title(['Result after ' num2str(k) ' iterations']);

end

%%% Calculate residual error

for ind_rx = 1:L-1

r_x(:,:,ind_rx) = M(:,:,ind_rx) - ...

fconv2(X_obj.*(X(:,:,ind_rx + 1).ˆ2),psf).*maskc

;
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end

Isum = sum(X(:,:,2:L).ˆ2,3);

XF = L*I0 - Isum;

r_x(:,:,L) = M(:,:,L) - fconv2(X_obj.*XF,psf).*maskc;

%%% Define cost function

F_2d = sum(abs(r_x).ˆ2,3);

F_x(k) = sum(F_2d(:)); % total cost: sum of cost in each

pixel

%%% Define gradients

g_obj = 0;

for ind_gr = 1:L-1

g_obj = g_obj + ((X(:,:,ind_gr + 1).ˆ2).*X(:,:,1)).*

fconv2(r_x(:,:,ind_gr),psf);

end

g_obj = g_obj + XF.*X(:,:,1).*fconv2(r_x(:,:,L),psf);

g(:,:,1) = g_obj;

for ind_g = 2:L

g(:,:,ind_g) = ...

(X_obj.*X(:,:,ind_g)).*fconv2(r_x(:,:,ind_g -1)-

r_x(:,:,L),psf);

end

if descent == 1 %%% gradient
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d = g;

f_15 = ' [Grad. descent]';

elseif descent == 2 %%% conjugate gradient

f_15 = ' [Conj. grad. descent]';

for ind_cg = 1:L

if k ˜= 1

gamma(ind_cg) = ...

sum(sum(g(:,:,ind_cg).*(g(:,:,ind_cg)-gp

(:,:,ind_cg))))...

/sum(sum(gp(:,:,ind_cg).ˆ2));

end

end

%%% Guarantee descent direction

if desdir == 1

gamma(gamma <0) = 0;

end

if min(gamma) < 0

gamma = zeros(1,L);

end

for ind_d = 1:L

d(:,:,ind_d) = g(:,:,ind_d)+gamma(ind_d)*dp(:,:,

ind_d);
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end

dp = d; gp = g;

end

gammacoef(k,:) = gamma;

%%% Find alpha

alpha = alpha0;

gsum = sum(sum(sum(-d.*g.*maskcm))); % scale to matrix

magnitude

for ls_count = 1:ls_iter

minimprove = F_x(k) + c1*alpha*gsum;

Xt = X + alpha*d;

%%% re-calculate cost function

F_rc = 0; XFi = L*I0;

for ind_cf = 1:L-1

F_rc = F_rc + (abs((M(:,:,ind_cf) - ...

fconv2((Xt(:,:,1).ˆ2).*(Xt(:,:,ind_cf + 1)

.ˆ2),psf)).*maskc).ˆ2);

XFi = XFi - Xt(:,:,ind_cf+1).ˆ2;

end

F_rc = F_rc + (abs((M(:,:,L) - ...

fconv2((Xt(:,:,1).ˆ2).*XFi,psf)).*maskc).ˆ2);

f1 = sum(sum(F_rc));

if f1 <= minimprove
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break

else

alpha = alpha/2;

end

end

alcoef(k) = alpha;

fcost(k,:) = [f1 minimprove];

%%% Update X

X = X + alpha*d;

end

%%% Select reconstructed image

re = X(1+z_edge/2:z_edge/2+m,1+z_edge/2:z_edge/2+m,1).ˆ2;

%% Plot reconstruction parameters

parfig = figure(25);

set(parfig , 'units','normalized','outerposition',[0 0 1 1]);

subplot(2,2,1); semilogy(alcoef ,'LineWidth',2); xlabel('

Iteration #'); ylabel('\alpha');

title(['\alpha -coefficient' f_15]); set(gca,'fontsize',13);

subplot(2,2,2); imagesc(flip(rot90(gammacoef)));

xlabel('Iteration #'); ylabel('Object / SIP matrix');
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colorbar; title('\gamma -coefficient'); set(gca,'fontsize'

,13);

subplot(2,2,3); semilogy(fcost(:,1),'r','LineWidth',2); hold

on;

semilogy(fcost(:,2),'b','LineWidth',2); set(gca,'fontsize'

,13);

legend('Reduced CF','Max Allowed'); xlabel('Iteration #');

ylabel('Cost');

title('Convergence');

ax = subplot(2,2,4);

toc15 = num2str(round(toc ,2));

PctR15 = num2str(round(100*(F_x(end -1)-F_x(end))/F_x(end),2)

);

text(0.1,0.6,...

{['Reconstruction time: ' toc15 ' s'];...

[];['Last iteration cost reduction: ' PctR15 '%']},'

FontSize',15);

set (ax,'visible','off')

%% Plot reconstruction result

resfig = figure(26);

set(resfig , 'units','normalized','outerposition',[0 0 1 1]);

im0 = sum(InterpIms ,3)/L;
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im0_N = im0/max(max(im0));

re_N = re/max(max(re));

colormap(hot(256));

subplot(1,2,1); s9 = pixelsize/2;

imagesc((1e-3)*[s9 pixelsize*(m-1)+s9],(1e-3)*[s9 pixelsize

*(m-1)+s9],im0_N);

colorbar; axis image; set(gca,'fontsize',15);

title('Diffraction -limited image');

xlabel('x position [\mum]'); ylabel('y position [\mum]');

subplot(1,2,2);

imagesc((1e-3)*[s9 pixelsize*(m-1)+s9],(1e-3)*[s9 pixelsize

*(m-1)+s9],re_N);

colorbar; axis image; set(gca,'fontsize',15);

title('LPSIM super resolution image');

xlabel('x position [\mum]'); ylabel('y position [\mum]');

sup17 = suptitle('Reconstruction result'); set(sup17 ,'

FontSize',20);

%% Plot Fourier transform

contrast_f = 1; % 0: none; 1: 0-min;

cimin = 0.70; cimax = 0.95;

crmin = 0.70; crmax = 0.95;

f_i = 8; % interpolation factor
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fftfig = figure(27);

set(fftfig , 'units','normalized','outerposition',[0 0 1 1]);

im0_Nf = im0_N; re_Nf = re_N;

f_im0 = log(abs(ifftshift(fft2(im0_Nf))));

f_re = log(abs(ifftshift(fft2(re_Nf))));

if contrast_f == 1

min_im = min(min(f_im0)); max_im = max(max(f_im0));

% find min and max

min_re = min(min(f_re)); max_re = max(max(f_re));

zshift_im = abs(min([0 min_im])); % get log scale with 0

as min

zshift_re = abs(min([0 min_re]));

f_im0 = (f_im0 + zshift_im);

f_re = (f_re + zshift_re);

max_fz_im = max_im + zshift_im; max_fz_re = max_re +

zshift_re;

min_fz_im = min_im + zshift_im; min_fz_re = min_re +

zshift_re;

C_txt_im0 = ',[cimin*max_fz_im cimax*max_fz_im]';

C_txt_re = ',[crmin*max_fz_re crmax*max_fz_re]';

else

C_txt_im0 = '';

C_txt_re = '';

end
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a_fac = 0.5; am = round(a_fac*m); a_width = m*pixelsize; %

FOV [nm]

a_c = (1 + round((m/2) -(am/2))):round((m/2)+(am/2)); % look

at low-k features

f_im0_c = f_im0(a_c,a_c);

f_re_c = f_re(a_c,a_c);

f_im0_i = imresize(f_im0_c , f_i, 'bicubic');

f_re_i = imresize(f_re_c , f_i, 'bicubic');

sf = size(f_im0_i); [Xm,Ym] = meshgrid(-sf/2:sf/2-1, -sf/2:

sf/2-1);

k0 = 2*pi/wavelength; % [rad/nm]

fxy = 2*pi*(round(-am/2):round(am/2))/a_width; % [radians

per aperture width]

kxy = fxy/k0; % [k/k0]

subplot(1,2,1);

eval(['imagesc(kxy, kxy, f_im0_i' C_txt_im0 ')']);

axis image; set(gca,'fontsize',15); xlabel('k_x/k_0');

ylabel('k_y/k_0');

title('Diffraction -limited spatial frequencies');

subplot(1,2,2);

eval(['imagesc(kxy, kxy, f_re_i' C_txt_re ')']);

axis image; set(gca,'fontsize',15); xlabel('k_x/k_0');

ylabel('k_y/k_0');

title('LPSIM spatial frequencies');
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sup18 = suptitle('Fourier transform comparison'); set(sup18 ,

'FontSize',20);

%% 1D intensity comparison plot

deg = 0; % positive: CCW

col_prof = 143; % [X]

row_profi = 247; % [Y]

i_fac = 2;

proffig = figure(28);

set(proffig , 'units','normalized','outerposition',[0 0 1 1])

;

im0_rot = imrotate(im0,deg,'nearest','loose');

re_rot = imrotate(re,deg,'nearest','loose');

subplot(1,2,1); imagesc(re_rot); axis image; title('Rotated

reconstructed image')

colormap hot(256);

subplot(1,2,2);

im_line = im0_rot(row_profi ,:);

im_line = interp(im_line ,i_fac);

im_line = im_line/max(im_line);

re_line = re_rot(row_profi ,:);

re_line = interp(re_line ,i_fac);

re_line = re_line/max(re_line);
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x_i = pixelsize*(1e-3)*(1:length(im_line))/i_fac;

x_r = pixelsize*(1e-3)*(1:length(re_line))/i_fac;

plot(x_i,im_line ,'b','LineWidth',3); hold on;

plot(x_r,re_line ,'r','LineWidth',3); hold off;

set(gca,'fontsize',15); xlabel('Position [\mum]');

ylabel('Intensity [A.U.]');

legend('Diffraction -limited','LPSIM');

toc;



Appendix B

MATLAB experimental automation code

%%%%% LPSIM EXPERIMENTAL DAQ --> MIRROR/CAMERA

%%% By Joe Ponsetto

clearvars; clc; format compact;

%%% Experimental parameters

x_offset = 0; % voltage offset [V]

y_offset = 0;

a1o = 0; a2o = 0; a3o = 0; % angle offset [deg] (positive:

CW)

max_ang = 50; % [deg]

ang_step = 25; % [deg]

t_exp = .05; % [s]

%%% Initialize DAQ

99
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daqregister('mcc');

MCC_Info = daqhwinfo('mcc');

Construct_Names = daqhwinfo('mcc','ObjectConstructorName');

pause(.2);

%% Prepare output

%%% Set voltages:

% (0.5 V per mechanical degree)

% (0.25 V per theta_1 optical degree)

theta_2 = -max_ang:ang_step:max_ang; % [deg]

theta_1 = atand ((1.5/5.5)*tand(theta_2));

V_t = 0.25*theta_1; % [V]

v1 = 0; v2 = 60; v3 = 60;

V_a1 = [V_t*sind(v1 + a1o); V_t*cosd(v1 + a1o)]';

V_a2 = [V_t*sind(v2 + a2o); V_t*cosd(v2 + a2o)]';

V_a3 = [V_t*sind(v3 + a3o); -V_t*cosd(v3 + a3o)]';

V_xy = [V_a1; V_a2; V_a3];

V_xy(:,1) = V_xy(:,1) + x_offset; V_xy(:,2) = V_xy(:,2) +

y_offset;

l_seq = length(V_xy);

%%% Initialize output channel

ao = analogoutput( 'mcc', 0 );
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addchannel(ao ,[0 1 2]);

% NOTE: [X Y CCD]

%% Run experiment

tic;

%%% Send output voltages

putsample(ao,[x_offset y_offset 0]); pause(.1); % zero

initial voltages

% CCD trigger defined by rising edge

V_c = 5; % [V]

for ind_V = 1:l_seq

V_m = [V_xy(ind_V ,:), 0];

putsample(ao,V_m); % set mirrors

V_out = [V_xy(ind_V ,:), V_c];

putsample(ao,V_out); pause(t_exp); % trigger camera

end

putsample(ao ,[0 0 0]); % zero final voltages

toc;
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