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Executive Summary

Overview

How can credit unions
differentiate on trust?
This report reviews a
key area where trust is

increasingly at a premium:

the use of consumers’
data in algorithmic credit
scoring. With this change
comes new questions

and concerns, especially
about the potential for
bias and discrimination in
algorithmic underwriting.

Melissa K. Wrapp

Bill Maurer

Consumers have expressed distrust in the financial services industry

while also indicating a high degree of trust in their own primary financial
services provider. Given the rise in use of alternative data for credit scoring,
credit unions have a responsibility to ensure that bias and discrimination
do not occur while implementing algorithmic underwriting. With the rapid
advancement of technology, the time to build authentic trustworthiness

and consider the ethics of algorithmic decisionmaking is now.

What Is the Research About?

This report reviews a key area where trust is increasingly at a premium:
the use of consumers’ data in algorithmic credit scoring. The promise of
new forms of data-driven credit scoring is that the risk of lending to whole
segments of the population currently excluded from financial services
because of a lack of a credit score will now be able to be priced. This has
the potential to vastly expand access to financial services. It also poses
new challenges. While the use of algorithms to assess credit risk is not new,
it has changed dramatically with the increase in the amount and diversity
of personal data, the emergence of new algorithmic systems (sometimes
based on machine learning techniques), and the growth in the importance
of household debt to people’s financial lives.

Algorithmic credit scoring presents new questions and concerns, especially
about the potential for bias and discrimination in algorithmic underwriting.
There is growing evidence that automating credit and other kinds of financial
decisions may perpetuate long-standing kinds of inequality and exclusion,
despite efforts to the contrary. Yet there is hope, as researchers have begun
to devise methods to tackle the challenge of holding algorithmic systems to
shared standards of fairness and accountability.

What Are the Credit Union Implications?

Credit unions are only just beginning to assess the opportunity to use their
members’ data in algorithmic systems of all kinds, from fraud protection to
underwriting to service interactions through chatbots and the like. Many
credit union leaders feel that the implementation of any such algorithmic
system is years away. But the time to consider the ethics of algorithmic
decisionmaking is now. This is because building authentic trustworthiness
is a long-term process. When it comes to trust in the uses of personal data,
it has to start from the beginning, in the creation of data governance and

management systems. The opportunity to differentiate on trust will not wait.



EXECUTIVE SUMMARY

It is important to remember that credit unions have always provided
services to consumers otherwise excluded from the financial system. They
have done so through traditional underwriting and bold, mission-driven
decisions like no-credit-check, small-dollar loans for members in good

standing.

Because of the high risks of alternative credit scoring contributing to
“technological redlining,” credit unions must acknowledge this history
in the United States and take steps to ensure that there is equity in their

lending practices whether or not they use alternative data.

Credit unions are in a unique position to establish industry standards

for algorithmic audits. First, as financial services become more explicitly
driven by the use of consumer data, the security, transparency, and
accountability of the organizations that have access to that data become
paramount. Second, there will be a regulatory push at some time, in some
form, to protect consumer data; credit unions must get out ahead of this
curve to help shape the regulatory landscape, rather than be shaped by it.

In evaluating data governance plans and algorithmic financial services,

credit unions need to address the following challenge areas:

- Explanatory Power. Maintain a clear sense of the gaps and

limitations in these analytics.

- Social Discrimination. Machine learning systems must be
designed to actively seek out, identify, and eliminate social
inequalities.

-  Privacy. Members must be given a choice about how their data
is collected, used, and potentially exposed. To be meaningful,

choice requires two things: consent and transparency.

- Auditing. Establish industry standards that shift the burden of
proof from those claiming harm from artificial intelligence (AI)
systems to those who own and operate these systems.

-+ Entrenching Inequality. Exercise caution: alternative scores
risk reinforcing social discrimination by perpetuating bias and
can further entrench social inequality because of the perceived
objectivity of algorithmic processes.
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Fairness and Accountability for
Algorithms in Financial Services
Addressing Bias and Discrimination

to Prevent Digital Redlining

Introduction

Coercion is essential to the manner in which the “gift” is created.
People must compel others to enter into debt: an object in the
regard of one actor must be made to become an object in the regard
of another. The magic of the gift economy, then, lies in successful
persuasion.

Trust is central to our relationships with friends, neighbors, distant strangers, organizations,
institutions, governments, markets, and technology. Almost everything we do involves an
implicit act of trust—from drinking a glass of water from a bottle or a faucet, to crossing

a street, to using the Internet. While trust was always important in consumer finance, it
has seemingly become even more significant in recent years. We seem to live in a world

of increasing distrust. Equipment fails, databases are breached, misinformation spreads.

INTRODUCTION FILENE RESEARCH INSTITUTE



There is no shortage of proclamations about the disappearance of trust. The Edelman Trust
Barometer, an annual survey of more than 30,000 respondents around the world, argues
that only 1in 5 people “believe that the system is working for them.”" Financial services

is the least trusted sector measured by Edelman, and new financial services innovations
designed to expand access and meet evolving consumer technology expectations—like
robo-advisers, peer-to-peer transactions, and mobile wallets—are among the least trusted

areas.’

Trust, some say, is therefore a business frontier. It is also at the center of credit unions’

mission and their value proposition.

Even as many consumers express distrust in the financial services industry, they also
indicate high degrees of trust in their own primary financial services provider. One reason
for this “trust paradox,” as Ernst & Young (EY) calls it, is the growing importance of data
in financial services. That is, while consumers remain attached to financial institutions
in terms of those institutions’ banking capacity, they are growing increasingly—and
rightfully—concerned about data security, data sharing, and the unethical uses and
misuses of data by technology companies and other organizations that impinge on their

financial lives.

This presents both a social challenge and a business opportunity. Consumers are not averse
to sharing their data to be used by their bank or credit union—but they expect to see
something of value in return. There is increasing consumer demand for financial services
providers that offer not simply data security and privacy protections but comprehensive
transparency and control over how consumer data is collected, shared, and used.

In fact, EY estimates that the emergence of new services with clear features of data
trustworthiness—the ability to decide who uses personal data, guarantees not to share
personal data beyond what is consented to, and so on—will result in the movement of

$11.3 trillion in assets over the next five years.

How can credit unions differentiate on trust?

How can credit unions differentiate on trust? In this report, we review a key area where
trust is increasingly at a premium: the use of consumers’ data in algorithmic credit scoring.
The promise of new forms of data-driven credit scoring is that the risk of lending to whole
segments of the population currently excluded from financial services because of a lack of
a credit score will now be able to be priced. This has the potential to vastly expand access
to financial services. It also poses new challenges, however. We show, in particular, that
while the use of algorithms to assess credit risk is not new, it has changed dramatically
with the increase in amount and diversity of personal data, the emergence of new

algorithmic systems (sometimes based on machine learning techniques), and the growth

INTRODUCTION FILENE RESEARCH INSTITUTE



in the importance of household debt to people’s financial lives. We are still in the wake of

the 2008 financial crisis, which has shaped a generation’s financial perspectives and habits

as well as altered people’s visions of the good life and their planning of their own personal
futures. We are also in the middle of a tech boom (or bubble), in which machine learning

and Al promise fantastic leaps forward in everything from health care to transportation to

financial services. Fintech and alternative credit scoring are part of this new world.

With this change comes new questions and concerns, especially about the potential
for bias and discrimination in algorithmic underwriting. There is growing evidence
that automating credit and other kinds of financial decisions may perpetuate long-
standing forms of inequality and exclusion, despite efforts to the contrary. Yet there
is hope, as researchers have begun to devise methods to tackle the challenges in
holding algorithmic systems to shared standards of fairness and accountability. These
challenges include:

-+ Explanatory power.
-+ Social discrimination.
-+ Privacy.

-+ Auditing.

- Entrenching inequality.

There is growing evidence that automating credit and other
kinds of financial decisions may perpetuate long-standing
forms of inequality and exclusion, despite efforts to the contrary.

It is important to remember that credit unions have always provided services to
consumers otherwise excluded from the financial system. They have done so through
traditional underwriting and bold, mission-driven decisions like no-credit-check, small-
dollar loans for members in good standing. In this sense, credit unions compete with
alternative financial services providers. Historically, this has meant payday lenders and
the like, but with the rise of data-driven fintech, there’s a lot more, and much different,

competition.

It is important to remember that credit unions have always
provided services to consumers otherwise excluded from the
financial system.

Credit unions are only just beginning to assess the opportunity to use their members’

data in algorithmic systems of all kinds, from fraud protection to underwriting to service

INTRODUCTION
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interactions through chatbots and the like. Many credit union leaders feel that the
implementation of any such algorithmic system is years away. But the time to consider

the ethics of algorithmic decisionmaking is now. This is because building authentic
trustworthiness is a long-term process. When it comes to trust in the uses of personal data,
it has to start from the beginning, in the creation of data governance and management
systems. The opportunity to differentiate on trust will not wait.

The time to consider the ethics of algorithmic decisionmaking
is now. This is because building authentic trustworthiness is a
long-term process.

Credit and Crisis: Three Historical
Moments

Credit scoring is a way of managing risk. How likely is an applicant to default on a loan?
Is that a risk a lender is willing to take? A “traditional” credit score is comprised of the

following:

- Payment history.

- Accounts owned.

- Length of credit history.

-+ Credit mix (or type of credit in use).

-+ New credit.

Though this seems simple enough, it took centuries for people to conceptualize the risk of
lending this way. And it happened not only because of new recording technologies, new
financial products, and changing societal norms, but also in response to various crises.

In US history, efforts toward instituting a more systematic means of assessing risk and
managing the uncertainty of repayment developed in response to financial crises. We
review three periods in US history to illustrate. This schematic history will help situate
contemporary moves to further automate the credit scoring process through the use of
artificial intelligence.

CREDIT AND CRISIS: THREE HISTORICAL MOMENTS FILENE RESEARCH INSTITUTE



The Panic of 1837: Capital, Capacity, and Character

In 1837, the United States experienced a financial crisis, commonly referred to as the Panic
of 1837, that led to a long recession. In part because of speculative lending practices that
reduced monetary reserves,* the Panic led to what some have termed the United States’
“first Great Depression.”” In the wake of the crisis, legislation was passed to allow debtors
to voluntarily file for bankruptcy and have their debts discharged. This sent many creditors
themselves into a panic about the prospect of universal debt pardon and prompted lenders

to ask a new question: Which borrowers could they trust?®

In 1841, a silk wholesaler in New York City named Lewis Tappan capitalized on creditors’
fears by establishing the Mercantile Agency, an organization that centralized information
about potential customers and sold it to subscribers. The Mercantile Agency relied on a
network of attorneys who, in exchange for referrals on local debt collections they could
prosecute, would file reports on what became known as the “three Cs”: capital (or assets),
capacity (or profitability), and character (or reputation). The anecdotes, hearsay, and local
rumors that attorneys scooped up were transcribed by hand into massive ledgers that then
became an “independent” point of reference for assessing potential customers. In seeking
to institute a national system of credit checking, the Mercantile Agency (and competitors
that followed, like Bradstreet) made not just a system of recordation, therefore, but created

a new form of abstracted financial identity that could be represented by those three Cs.”

MERCANTILE RATINGS: “INDISPENSABLE TO BUSINESS”

TR S S ST S RS A R A S it A i S B R

Thte Mercantite Hyencies,

They FHave Srown Indispensable fo Business

= FITHOUT the mercantile agency the D¢ kept. It was seen that ona man

modern wholesale merchant would |h chore time to the work of lookin,

o the standing of dealers seeking credi

not know how to do business. It accomplish more with greater econon

Is true the wholesale merchant's ”m"ﬂ“gh“ﬁ“ lfhﬂ", was possible fq

idfather did verv nicely without the @ Sl bumber of merchants todo. Th
Source: “The Mercantile Agencies: They Have Grown Indispensable to Business,” Chicago Tribune,

March 15, 1896, p. 6 (no author attributed).
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EXPLANATORY KEY AND LISTINGS FROM A MERCANTILE AGENCY REFERENCE BOOK, 1877
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Source: Mercantile Agency Reference Book. 1877 (2nd ed.). New York: Dun, Barlow. archive.org/details/mercantileagency1877merc/page/n3.

The Great Depression: New Statistical Methods and Racial
Discrimination in Creditworthiness

The second crisis was the Great Depression, exactly a century after the Panic. Interestingly,
throughout the Depression there were only small losses in the area of consumer loans.
After weathering the Great Depression, the National Bureau of Economic Research (NBER)
led a study into standards around “consumer installment financing.” Consumer lending
grew increasingly competitive post-Depression, and pressure mounted to relax some of
the more stringent credit assessment procedures that were instated after the crash. This

prompted the NBER to investigate and aggregate best practices for setting credit standards.

A 1941 study, Risk Elements in Consumer Instalment Financing [sic], used questionnaires
to survey commercial bankers and retail merchants, ultimately compiling data on 7,200
loans to statistically identify the two criteria most indicative of “good risk.” Of primary
importance was an applicant’s “moral character,” based on past payment record, general
reputation, and stability of employment. Of secondary importance were assets and
obligations to other creditors. (One repeatedly referenced result of the analysis was that
women were seemingly less risky to lend to than men—*“a fact that seems puzzling to a

number of credit executives”®

). In addition to generating an “efficiency” index to rank

the importance of various factors in creditworthiness, the NBER study also developed
several “credit-rating formulae.” These NBER formulas were among the first to differentiate
between “good” and “bad” loans using the new statistical techniques.’ Interestingly,

these formulas were not intended for practitioners; they were meant for “students of

CREDIT AND CRISIS: THREE HISTORICAL MOMENTS FILENE RESEARCH INSTITUTE
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statistical theory.”"°

Statistics was a relatively new field in the 1920s and 1930s. R. A.
Fisher’s Statistical Methods for Research Workers (1925), for example, and other classic
texts were just being published. Yet in identifying forms of “good risk,” the NBER study
also contributed to normalizing lending as a potential source of profit, a risk to be

probabilistically assessed rather than avoided wholesale.

Assessments of “moral character” and creditworthiness in the United States have been
highly racialized. On the heels of the Great Depression in particular, New Deal policies like
the National Housing Act of 1934, which established the Federal Housing Administration
(FHA), created the possibility for millions of Americans to access financing for home
building and buying for the first time. However, “confidential” city surveys generated by
the FHA largely funneled funding for loans to white communities and away from people
of color. In the racially diverse community of Boyle Heights in Los Angeles, for example,

appraisers from the FHA denied homebuyers federally supported loans because it was a

e 9911

melting pot’ area literally honeycombed with diverse and subversive racial elements.

This perception of risk was visualized in the notorious color-coded Home Owner’s Loan
Corporation (HOLC) maps, which represented neighborhoods with a high proportion

of African Americans as red: hazardous (see Figure 3). These maps, along with racially
restrictive agreements (“covenants”) on government-insured housing, not only helped to
nationally systematize racial segregation'? but also seeded generations of white families
with the capital for future financial stahility and upward mobility while effectively denying
the same to Black families. As Mehrsa Baradaran has shown, such home-lending policies
were one of many examples of racial discrimination via credit: “The New Deal created

a separate and unequal credit market—high-interest, non-bank, installment lenders in
Black ghettos, and low-cost, securitized, and revolving credit card market in the white
suburbs.”® This history is important to recall as we consider the emergence, or perhaps re-

emergence, of bias in algorithmic processes.

Although historically consumer credit was only available to a very select proportion of the
American population, access gradually expanded throughout the twentieth century, and
with it expanded the use of credit scoring systems. In the early 1950s, Bill Fair and Earl
Isaac formed the first consultancy for statistically derived lending decision models. Fair
Isaac’s FICO score remains essential to consumer lending today. With the advent of credit
cards in the late 1950s, a more widespread appreciation for the usefulness of a scoring
system emerged. Firms relying on direct marketing also became early adopters of credit
scoring methods. Sears, for example, used scores to target where to send its catalogs."*
With the rise in computing power in the latter half of the twentieth century, it increasingly
became possible to automate certain aspects of the credit decisioning process, leading

to a greater reliance on inferences from consumer data sets.” And yet, even by the late

1990s, many still relied on traditional credit assessment methods, trusting “gut feel” and

CREDIT AND CRISIS: THREE HISTORICAL MOMENTS
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1938 HOLC “RESIDENTIAL SECURITY” MAP OF ATLANTA WITH
NEIGHBORHOODS COLOR-CODED BY RISK LEVEL
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Source: Mapping Inequality Project at the University of Richmond, s3.amazonaws.com/holc/tiles/GA/
Atlanta/1938/holc-scan.jpg, accessed December 16, 2019.

subjective judgments about a borrower’s character rather than depending on scoring
anallytics.16 Even the NBER study suggests that the very credit rating formulas it developed
should be used to supplement judgment and experience, not as a substitute."”

Later, two key pieces of legislation were enacted that crucially shaped the formation of
traditional credit scores as we know them today. The Fair Credit Reporting Act (FCRA)
regulates how reporting agencies’ collect consumer information and requires them to allow
consumers to access their credit reports; the Equal Credit Opportunity Act (ECOA) gives
every consumer the equal opportunity to apply for loans by prohibiting discrimination
based on factors not related to creditworthiness.

Despite these legal efforts, biases in traditional lending processes, which have historically

centered on heteronormative, nuclear family, white notions of respectability, remain

CREDIT AND CRISIS: THREE HISTORICAL MOMENTS
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important. To take one illustrative example from the auto lending industry, in 2018 a
National Fair Housing Association investigative report revealed that “more than half the
time white borrowers with weaker credit profiles received less expensive financing options
and more favorable treatment than their non-white counterparts who were more financially

qualified.”?® This is not an isolated case study. Others include:

-+ Discrimination in Lending Markets: Status and the Intersections of Gender

and Race™
In 2016, sociologist Sarah K. Harkness published an experimental study into

mechanisms of discrimination in peer-to-peer (P2P) lending.

- Harkness drew a sample of 225 participants using Amazon.com’s Mechanical

Turk service to rate a random series of P2P loan applications.

The study demonstrated that cultural stereotypes about the borrowers’ status,
particularly related to gender and race, significantly affected lenders’ funding

decisions.

- Discrimination in Mortgage Lending: Evidence from a Correspondence Experiment®

In 2016 economists used an experimental email correspondence test to analyze
differential treatment by mortgage loan originators (MLOs) based on applicant
race and credit score.

CREDIT AND CRISIS: THREE HISTORICAL MOMENTS FILENE RESEARCH INSTITUTE



MLOs were found to be more likely to send follow-up correspondences to whites
and responded to emails from African Americans at a rate equivalent to those
with a credit score 71 points lower.

- Kept Out: For People of Color, Banks Are Shutting the Door to Homeownership”

A yearlong analysis was done of 31 million records from 61 metro areas in the

United States by Reveal from the Center for Investigative Reporting.

The 2018 Reveal study, which was independently reviewed by the Associated
Press, determined that African American and Latino applicants are denied

conventional mortgage loans at rates far higher than white applicants.

These old biases may be taking new forms with the development of novel analytics
capabilities. “Stability,” for instance, is a fairly nebulous term used by Experian, among
others in the alternative credit scoring space. It includes elements such as housing,
employment, and financial stability. Scholars have found that such factors closely correlate
to race and class.** It is important to note that “residence/stability” is also a factor assessed
by Northpointe’s predictive policing analytics system known as Correctional Offender
Management Profiling for Alternative Sanctions (COMPAS). ProPublica has demonstrated
that COMPAS’s algorithmic system differentially rates African Americans as being at a

greater risk for recidivism and criminal behavior than whites.?52¢

The Global Financial Crisis and Great Recession: New
Financial Challenges and New Financial Technologies

This brings us to the third crisis in this brief history: the 2008 Great Recession. Given its
origins in the 2007 subprime mortgage crisis, it is unsurprising that the global financial
crisis, and new regulations that followed, led to a withdrawal (or at least greater caution)
around serving the nonprime market. A wave of financial technology innovations
(hereafter “fintech”) has emerged in the last decade to fill this void, offering new channels
and sources of credit to consumers. Fintech promises reduced loan approval times and
greater objectivity through the use of new data sources, analyzed using machine learning

algorithms and Al

Contemporary Americans’ financial lives are dramatically different from those that

were the basis for developing traditional credit scores. Key differences can be found in
income and savings rates, levels of consumer debt, and a more heterogeneous lending
landscape, peppered by new entrants from the fintech sector. Over the past 10 years since
the recession, inflation-adjusted expenses such as higher education have continued to
soar, closely followed by medical care and childcare while early career salaries and the

minimum wage have dipped (Figure 4). Rising higher education costs have resulted in
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10-YEAR CUMULATIVE CHANGES IN PRICES OR AMOUNTS
(ADJUSTED FOR OVERALL INFLATION, 2009-2018)
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ballooning student debt, which now represents the largest share of nonhousing debt

(Figure 5). Nearly 37 million Americans are saddled with student loan debt—approaching

10% of the US population.”’ As the amount of nonhousing debt grows postrecession, so

has the proliferation of nonbank lending companies.

Though home-buying statistics have not flagged, more people are deferring purchasing

a home to a later age: 41% of millennial college and grad school students live with their

parents.28 With the casualization of labor, more and more Americans are employed on

short-term contracts (1 in 5, according to a recent Marist/NPR poll), which means greater

instability in employment.*® For those age 60 and older, 13% have no retirement savings

or pension, and 55% do not think their savings are on track.>® Forty percent of American

households lack a basic level of savings. If their income was interrupted, these “liquid asset

poor” households would not have enough savings to subsist at the poverty level for three

months, and 12.0% of Americans have less than one week of living expenses saved in 2019.>"
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NONHOUSING DEBT BALANCE AND ITS COMPOSITION, 2003-2019
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For many Americans, therefore, nonbank
lenders may present an opportunity to
gain access to credit instruments at a

rate more indicative of their ability and
willingness to pay. With the rise of fintech
and the return of alternative financial
services after the 2008 financial crisis,

we are arguably seeing a return to a
diverse, competitive lending landscape.
This poses challenges for credit unions in
competing with new entrants. Moreover,
this shifting landscape changes how
consumers navigate financial services and
piece together their own financial lives.

It also makes tracking and evaluating
responsible lending all the more difficult.
This is fertile ground for credit decisioning
systems fueled by alternative data.

CREDIT AND CRISIS: THREE HISTORICAL MOMENTS

The Growth of Nonbank
Credit Providers

The number of loan brokers continues to grow, with 2019 totals
topping 12,000 businesses.>? Over the past few years, in keeping
with the growth in debt loads, the share of loans originated by
nonbank providers has grown rapidly. Nonbank credit providers
offer credit cards, mortgages, student loans, consolidation,

and other products. Alternative credit providers often provide
consumers with easier access to credit and relaxed eligibility
criteria.> Mortgages issued by nonbank lenders reached 53% in
2016, up from 9% in 2009.%* This share grew in part because of
banks pulling back from the mortgage market after the financial
crisis, but also because nonbanks have taken advantage of
technological innovations such as algorithmic underwriting.35
Nonbank lenders such as SoFi and Quicken Loans have become

industry leaders in an abbreviated amount of time.
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With the rise of fintech and the return of alternative financial
services after the 2008 financial crisis, we are arguably seeing a
return to a diverse, competitive lending landscape.

This brief history shows that innovation follows crisis: each new technique for understanding
and scoring risk—the three Cs, the statistically generated credit score, and alternative
credit scoring through data analytics—followed major economic downturns, even ones not

caused primarily by bad lending decisions.

Next, we explore some of the perceived shortcomings of traditional credit scores, as well as
the promise of alternative data analytics.

Closing the Information Gap

Despite being entrenched as an industry standard for assessing borrowers, traditional
credit scores are no longer reflective of contemporary financial obligations for many
consumers. This is reflected in efforts by both the credit bureaus and a wide range of new
companies to build scores intended to supplement or supplant traditional credit histories.

There are two types of “unscoreable” consumers: people who are “un-estimated” (so-called
thin-file or no-file consumers) and those who are underestimated (scored as marginal or
subprime, or otherwise scored below their true ability to pay). Some studies have suggested
that 20% of adult Americans (45 million people) do not have a traditional credit bureau
score (although others put the estimate closer to 35 million to 70 million36), while 32% who
are scoreable have a poor credit score.” Marginalized groups are particularly vulnerable to
being un(der)estimated. African American, Hispanic, and low-income consumers are more
likely to have no or thin credit histories.3® Moreover, one-third of millennials are unable to
receive a score from a national consumer reporting agency.>® People with poor traditional
credit scores, or no score at all, struggle to access affordable credit from the mainstream
financial system.*° Yet, there is a growing recognition that an “un-scoreable” person is not

inherently risky but rather is an unknown risk.

There is a growing recognition that an “un-scoreable” person is
not inherently risky but rather is an unknown risk.
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Mainstream financial institutions and fintechs alike are turning to “alternative” data—that
is, data not captured within the scores from traditional credit reporting agencies—to bridge
this information gap. Alternative data for credit scoring can include metrics such as the

following:

- Bill payment (from utilities, cable companies, and wireless providers).
- Rental history (duration of residence and record of payment).

- Online marketplace, payday, and subprime lending.

% Insurance claims.

-+ Bank account activity (bank balances, account transfers, electronic records of

deposits and withdrawals).
-% Personal credentials (occupation, education).

-+ Digital communication (social media networks, email, Internet usage).

Example: Amanda, a marginal consumer with a traditional bureau score of 656, approaches

an online fintech lender that considers cell phone payment history. Analysis of this alternative
data reveals that Amanda opened a cell phone account four years ago and has not missed any
payments. This positive track record benefits Amanda in her loan application, and she is able

to get a small-dollar loan at an affordable rate.

Example: Paul, who has a traditional credit bureau score of 627, is denied a loan from his
bank because of a series of late credit card payments he incurred when a family member was
sick. Paul then applies for a loan from a fintech that considers rental history; however, this

data reveals that he also missed a few rent payments. Paul’s loan application is denied again.

Though seemingly far-fetched, even things like email meta-data (e.g., a consumer’s inbox
structure, message-length, and the timing of their account creation) are being considered
for use in fraud detection and credit scoring.*' A number of recent studies suggest that
alternative data are meaningfully predictive of risk** and are able to capture more abstract
characteristics that are key in repayment (like “stability”) by more holistically describing
a person’s life course. These data may be better able to capture individual behavior missed
by credit bureaus and traditional credit scoring—for example, people who suffered from a
financial or personal hardship but are on a path to recovery—closing the information gap

with a more granular analysis of people’s financial lives.

Extensive marketing by credit rating agencies and the growing availability of credit scores

through dashboards provided by financial institutions and third parties have made people

CLOSING THE INFORMATION GAP
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more cognizant of their credit score—that is, both aware that it exists and, increasingly,
preoccupied with improving it. Those annoyingly catchy tunes from Freecreditreport.com,
featuring a musician forever plagued by bad marriages, crappy cars, basement apartments,
and more, all because of his ignorance of his credit score, were ubiquitous in the late
2000s. Credit Karma’s commercials, presenting bizarre scenarios with “not great” odds
(e.g., the odds of a doofus-y older man “dominating the skate park”) compared to 