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Abstract 

Electrochemical carbon capture and concentration (eCCC) offers a promising alternative to 

thermochemical processes as it circumvents the limitations of temperature-driven capture and release. 

This review will discuss the history of eCCC and transition towards discussing more recent approaches. 

For each approach, the achievements in the field, current challenges, and opportunities for improving 

these technologies will be described. This review is a comprehensive survey of the eCCC field and 

evaluates the chemical, theoretical, and electrochemical engineering aspects of different methods to aid 

in the development of modern economical eCCC technologies that can be utilized in large-scale CCS 

processes.  
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1. Introduction. 
Burgeoning population and industrialization have resulted in significantly increased global energy 

demand and fossil fuel consumption. As a result, anthropogenic carbon dioxide (CO2) emissions have 

quickly grown to unsustainable levels. Despite aggressive targets and policies implemented globally to 

reduce emissions over the last several years, our annual rate of net CO2 released has reached record levels, 

exceeding 36 Gt CO2/year from fossil fuels and industry in both 2019 and 2021.1-3 To limit global 

temperature rise to well below 2°C, as called for by the 2015 Paris agreement,5 rapid and widespread 

decarbonization efforts are needed across all sectors of our economy.  

In 2020, the power (i.e., electricity, heat) and industrial (e.g., cement production, 

chemicals/petrochemicals manufacturing) sectors accounted for over 50% of total emissions worldwide.6 

Within these sectors, large scale stationary “point-sources” make up the majority of these emissions, 

which are generated from burning fossil fuels or as chemical process byproducts.7 The remaining 

generators of CO2 emissions consist of small, disperse, and often mobile sources, primarily from the 

transportation, waste, and agricultural sectors.2, 6, 8 The transition towards decarbonizing all of these 

sectors will need to be driven by a significant expansion of renewables and electrification, coupled with 

energy efficiency improvements. However, pathways towards decarbonization also call for large scale 

carbon capture and storage (CCS) or utilization/conversion (CCU). The proposed suite of carbon capture 

technologies can specifically address emissions from existing fossil-fuel based infrastructure, account for 

hard-to-decarbonize sectors (e.g., industrial byproducts), and enable net-negative applications.1 9, 10 

Considerable progress has been made in the development and optimization of carbon capture 

systems, particularly for coal and natural gas power plant applications.1 According to the Global CCS 

institute, more than 100 commercial scale CCS facilities are operational, in construction, or in 

development stages as of 2021, most of which capture CO2 from the power and industrial sectors.11, 12 

However, in order to meet the Paris agreement, not only would all “point-source” processes need to 

approach net-zero carbon emissions, but emissions from other distributed sources also need to be 

significantly reduced or eliminated.13  Direct air capture (DAC) of CO2 represents a carbon-negative 

technology that could further act to lower emissions from non-point-source emitters.14, 15 There are 

currently fewer commercialized DAC processes (19 plants operating worldwide), and those that do exist 

are relatively small-scale, although DAC is currently receiving increased levels of attention and monetary 

support from both public- and private-sector organizations.16 



 4 

Despite the role CCS is project to play in emissions reduction, a major drawback to current 

technologies is that carbon capture and concentration (CCC) methods remain energy-intensive and costly, 

preventing widespread implementation.17-21 One of the most mature CCC technologies is the utilization of 

amine-based absorbent solutions for capture from power plant flue gas. Such a process exploits the 

natural affinity of amines for absorbing CO2 at room temperature, followed by the thermal regeneration 

of the absorber to enable cyclic use.22 A weakness of this approach, and thermally driven separation in 

general, is the Carnot limitation incurred by the temperature swings necessary for absorption and 

desorption. As a result, a typical alkanolamine capture process operating between ~37–117 °C can only 

approach a maximum of ~21% energetic efficiency.23 After decades of research, most state-of-the-art 

amine capture systems still have high heating demands of > 2.3 GJ/ton CO2 (>110 kJ/mol CO2). Therefore, 

current systems are limited to ca. < 20% of the Carnot efficiency, or < 5% overall energetic efficiency, upon 

optimization at scale.24-27 To put this efficiency into context, 20–30% of the entire power output of a typical 

coal-fired power plant would be required to power a retrofitted CCC process alone.28, 29 Using these 

systems, every ton of captured CO2 would cost an estimated $50-100 for power generation plants and 

$40-120 for industrial sources (i.e., cement, iron, or steel).30-33 CCC systems for DAC are further 

underdeveloped, and the heating demands are much higher due to the significantly lower CO2 

concentrations. Typical thermochemical DAC systems require > 5 GJ/ton CO2 (or > 240 kJ/mol CO2), 

operating at < 10% of the energetic efficiency, resulting in higher system costs; however, it is important 

to note that due to the early development stage of DAC technologies, these energy estimates are 

generated with less certainty than point-source capture facilities.18, 34  Reported DAC cost estimates are in 

the range of $130–1000/ton CO2, dependent upon the source of heat to drive regeneration (i.e., waste 

heat or generated heat) and the carbon footprint associated with this heat.18, 33-36  Specifically, methods 

which fall on the lower end of this cost range typically assume access to a source of waste heat to carry 

out process heating needs. Reaching net-zero emissions by 2040 is estimated to require about 2,000 large-

scale CCS facilities worldwide.37 While most current commercial demonstrations primarily use 

thermochemical approaches, achievement of large-scale carbon capture will likely require a diverse 

portfolio of options. Development of methods which offer higher energetic efficiencies than thermally-

driven processes and are operated with low-carbon energy sources could enable more widespread 

deployment of CCC.  

More efficient CO2 separation strategies would specifically enable operation closer to the 

thermodynamic minimum for system energy requirements.  To separate a species from a gaseous mixture, 

the minimum energy is equal to the difference in Gibbs free energy before and after separation. In the 
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limit of “skimming”, where an infinitesimal quantity of CO2 is removed from a feed gas mixture at ambient 

pressures, the Gibbs free energy of separation (Δ𝐺) is given by Equation 1.38  

Δ𝐺 = −𝑅𝑇 ln )
!!"#
!$
*             Eq. 1 

where 𝑅 is the ideal gas constant (8.314 J mol-1 K-1), 𝑇 is the absolute temperature (K), 𝑃"##  is the partial 

pressure of CO2 in the feed gas mixture, and 𝑃$ is the ambient pressure. The relationship between the 

change of free energy and partial pressure demonstrates that CO2 separation is an endergonic process 

whose energetics depend on the reaction conditions as well as the required changes in concentration. For 

example, for DAC, separating 400 ppm CO2 from air at standard temperature (T = 298.15 K) and pressure 

(1 bar) to generate a pure CO2 stream at 1 bar will require at least 19 kJ/mol CO2. However, concentration 

from a flue gas stream containing 15 mol% CO2 at ambient conditions requires a minimum work of 

separation of 4.7 kJ/mol CO2. Note that “skimming” considered in Equation 1 represents a lower bound 

of energy requirements, which will increase with the fraction of CO2 removed from the feed gas. 

Considering 90% removal of CO2 from a flue gas mixture (15 mol% CO2), and using expressions 

demonstrated in previous work,18, 38 at least 6.4 kJ/mol CO2 is required. The minimum thermodynamic 

work constitutes a limit which is unachievable under practical conditions due to irreversible losses (e.g., 

entropic losses); however, all processes, whether they are thermochemical, electrochemical, or 

otherwise, aim to balance these losses with process efficiency, selectivity, and yield, with a goal of 

minimizing cost. 

Electrochemical carbon capture and concentration (eCCC) offers a promising alternative to 

thermochemical processes as it circumvents the limitations of temperature-driven capture and release.39-

43 More specifically, electrochemical carbon capture systems are not bounded by Carnot efficiencies, and 

can theoretically approach operation at the thermodynamic minimum energy requirement (i.e., 100% 

energetic efficiencies).41 As such, in electrochemical systems, the minimum cell potential (𝐸%&'') is related 

to the minimum separation work (represented by the change in Gibbs free energy). 

𝐸%&'' = − ∆)
*+

     Eq. 2 

where 𝑛 is the moles of electrons transferred per mole of CO2 captured, 𝐹 is the Faraday constant (96485 

C mol-1), and together, they describe the charge transferred during the reaction. As CO2 separation is a 

nonspontaneous process (∆G > 0), the cell potential, or difference between the potential of the cathode 

and anode, is negative (𝐸%&'' < 0). This minimum cell potential is directly related to the relative CO2 

concentrations at the two electrodes via the Nernst equation. To perturb the reaction equilibrium and 

drive the process toward favorable CO2 separation, the actual cell potential must be greater than |𝐸%&''|, 
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resulting in energetic losses. This deviation from 𝐸%&'' is dependent on the thermodynamic cycle of the 

separation system and overpotentials that result from resistive losses in the electrochemical cell(s). These 

cell resistances arise from a summation of inefficiencies associated with kinetic, ohmic, and transport 

phenomena that underlie system operation and their magnitudes are influenced by the chosen cell 

materials and reactor operating conditions (i.e., current density). Thus, cell potential and associated 

energy requirements are influenced by several design and operational factors. Despite these potential 

energetic penalties, an advantage of electrochemical systems is their ability to apply electric currents (via 

polarized electrode surfaces) that directly act on target redox-active molecules rather than on the entire 

capture medium via heating and cooling, thus reducing or eliminating sensible heat losses. Due to these 

differences in process energetics, electrochemical systems can potentially operate with reduced energy 

requirements over thermochemical systems and are therefore particularly attractive. Additionally, eCCC 

systems present an opportunity to operate at milder conditions (i.e., at or near room temperature), allow 

for modular designs that can more readily be scaled up or down, and can run on electricity from renewable 

sources.  

This review will begin by discussing the history of eCCC, describing early work in the field and the 

motivation for pursuing such a process. We will then transition towards discussing more recent 

approaches, with a heavier emphasis on methods that employ redox mediators to facilitate CO2 capture 

and release. These methods rely more on optimization through chemical design and include pH-mediated 

systems (Section 3), electrochemically-mediated amine regeneration (Section 4), and direct capture with 

redox-active molecules (Section 5). For each approach, we provide a general overview of the system, 

discuss redox mediator chemistries that have been studied in literature, and highlight requirements for 

future generations of redox mediators. We also describe previous demonstrations of each method and 

current cell/system designs that have been used at the lab-scale. To conclude (Section 6), we summarize 

achievements in the field, current challenges, and opportunities for improving these technologies. Overall, 

this review is a comprehensive survey of the eCCC field and evaluates the chemical, theoretical, and 

electrochemical engineering aspects of this approach. We hope this work can be used to assist the 

community in the development of modern economical eCCC technologies that can be utilized in large-

scale CCS processes.  

 

2. History of eCCC: Early work and Motivation. 
Electrochemical carbon dioxide capture uses electron transfer reactions to capture and concentrate 

carbon dioxide. The original motivation for using an electrochemical approach to CCC can be traced back 
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to 1969, when Huebscher and Babinsky were interested in developing an efficient way to separate carbon 

dioxide from the atmosphere to be used for life support systems, specifically for use in submarines as well 

as air and space travel.4  

The system design can operate continuously and includes two electrochemical concentration cell 

stacks, a process air blower, and a dehumidifying-humidifying unit (Figure 1). The process of CO2 

separation can be broken down into two stages, which are both typically operated at temperatures of 

65°C or lower. The first stage (Stage I, Figure 1) features the carbonation cell, in which a CO2-rich air stream 

(0.6%) is supplied to the cathode, where both CO2 and oxygen (O2) are removed (Scheme 1, cathodic 

reactions). Then, a concentrated mixture of CO2 (66.7%) and O2 (33.3%) is generated at the anode (Scheme 

1, anodic reactions). 

Since the first stage captures both oxygen and carbon dioxide, the second stage (Stage II, Figure 1) is 

used for their separation. The cell is similar to the carbonation cell in Stage I, but it uses an acidic 

electrolyte such that oxygen is reduced at the cathode and reacts with protons to form water (i.e., O, +

4H- + 4e– → 2H,O). During this reduction step which removes oxygen, CO2 can be recovered at high 

purities. At the anode of the Stage II cell, water decomposes via oxidation to reform oxygen and protons 

(H+); the O2 is transferred out of the cell, and the protons are re-consumed at the cathode. 

Scheme 1. Reactions governing Huebscher and Babinsky’s low-temperature carbonation cell.4 

Cathodic Reactions       Anodic Reactions 

O, + 2H,O + 4e– → 4OH–     HCO/– → CO, + OH–  

CO, + OH– → HCO/–       CO/,– + H,O → CO, + 2OH– 

HCO/– + OH– → CO/,– + H,O   	 	 4OH– → O, + 2H,O + 4e–	
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This system captured CO2 

from low levels with 

concentration at high purities (97–

98%) and was stable for over 1000 

hours of operation. Additionally, 

this system was similar or lighter 

in weight than other systems at 

the time,44,45 making it an effective 

option for mobile applications. 

However, the process is energy 

intensive, requiring cell voltages 

ca. ≥1 V for both stage I and stage II. This voltage is quite high, considering that the minimum cell voltage 

for separating 0.6% CO2 is ca. 0.1 V (from eq. 1 and 2). Despite these limitations associated with Huebscher 

and Babinsky’s system, it was the first demonstration of electrochemical CO2 capture and concentration. 

Later, in 1971, Wynveen and Quattrone used an ambient-temperature eCCC system for aircrafts,46 

which was also demonstrated by Wynveen et al. for spacecrafts.47 Winnick et al. also explored the use of 

this system for O2 regeneration during manned space missions using carbon capture, concentration, and 

conversion.48 Wynveen and Quattrone’s technology contained electrochemical cells operating 

continuously in series, where each used an aqueous cesium carbonate (Cs2CO3) electrolyte. The electrodes 

were made of a fine mesh onto which Teflon and platinum were cast, forming a porous platinum 

electrode. The setup was similar to that of a fuel cell, where the cathode and anode were separated by 

the electrolyte (supported by a porous matrix), and gas-phase reactants were fed directly to the 

electrodes. The feed gas on the cathode side is humid, CO2-containing cabin air. The cathode had a similar 

function to the Stage I cathode of the Huebscher and Babinsky method described above (Scheme 1), 

where both CO2 and O2 are reduced and thus captured. On the anode side, hydrogen is fed to the cell, 

 
Figure 1. Huebscher and Babinsky model for the first known eCCC 

system. From ref 42 Reprinted with permission from SAE 

International.  

 

Scheme 2. Reactions Governing Wynveen and Quattrone’s Low-Temperature Carbonation Cell 

Cathode Reactions     Anode Reaction 

O, + 2H,O + 4e– → 4OH–     2H, + 4OH– → 4H,O + 4e– 

CO, + OH– → HCO/–       CO/,– + H,O → HCO/– + OH–  

HCO/– + OH– → CO/,– + H,O     HCO/– → CO, + OH–	
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which is oxidized, reducing the solution pH, leading to the dissociation of either bicarbonate ions or 

carbonic acid into CO2 (similar to the anode reaction of Scheme 2). 

A major problem associated with this system was the poor ionic selectivity of the electrolyte-imbibed 

porous matrix used to separate the electrodes. The architecture was improved by Eisaman et al. by the 

use of anion exchange membranes,49 but the current density of the CO2 concentrator was low (0.5 mA 

cm-2) and the system required a particularly high humidity in order to prevent electrolyte precipitation. 

Additionally, the energy required to run the process was 350 kJ/mol CO2 for separation from air, which is 

significantly higher than the minimum separation work, yielding low energetic efficiencies. 

2.1 High Temperature Molten Cell Electrolyzers.  
Carbonation cells for CO2 capture, as described in Section 2.1 in the context of low temperature 

applications, can also be operated at higher temperatures. These technologies have adapted molten 

carbonate fuel cell platforms for carbon capture and concentration (i.e., driven mode), with some 

methods also using schemes that can generate energy simultaneously (i.e., fuel-cell mode). Compared to 

the low temperature carbonation cells, which use aqueous-based electrolytes, these devices employ 

molten salt electrolytes. This enables lower sensitivity to feed-gas humidity and higher conductivity, and 

in previous demonstrations, allowed for higher current densities with either similar or improved system 

efficiencies. The higher temperatures also improve electrode kinetics, which can reduce the need for 

noble metal catalysts.50, 51 The reaction mechanisms are similar to that described for low-temperature 

carbonation cells in Section 2.1, where CO2 is consumed at the cathode and discharged at the anode, but 

the cells are run at much higher temperatures (≥500°C). Kang and Winnick demonstrated a molten 

carbonate CO2 capture device in a driven mode, where CO2 was concentrated from 1% to 5.8%  and 0.25% 

to 3.4% in a lab-scale cell.52 The low CO2 concentration at the anode was due to use of a nitrogen sweep 

gas to collect the released CO2; therefore the level of CO2 concentration at the anode is expected to be 

higher in a more optimized and scaled up device. However, similar to low temperature devices, this type 

of cell is limited in its ability to recover CO2 at high purities due to the simultaneous production of O2 at 

the anode (as described in Scheme 1). Additionally, to keep the molten carbonate electrolyte from 

decomposing, the voltage range was limited, which also limited accessible current densities in this 

demonstration. 
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3. pH-Mediated eCCC Systems 
3.1 Overview 

Electrochemically generated pH changes in aqueous solutions presents a particularly unique approach 

for the absorption and release of carbon dioxide. Like other solvents, the concentration of physically 

dissolved CO2 in water remains constant at a given temperature and pressure in accordance with Henry’s 

law. Unlike other solvents, however, water readily reacts with dissolved CO2 in solution to form a complex 

buffer consisting of carbonic acid, bicarbonate, and carbonate (eq. 3–5).  

CO,(12) + H,O
		5%		;⎯= H,CO/      Eq. 3 

H,CO/ + OH–
		5#		;⎯=HCO/– + H,O    Eq. 4 

HCO/– + OH–
		5&		;⎯= CO/,– + H,O    Eq. 5 

The concentration and proportion of these species is dependent upon the solution pH. At high pH, the 

reactivity of CO2 with hydroxide results in a larger concentration of CO2 to effectively be “stored” in 

solution in the form of carbonate or bicarbonate. Acidification of the solution reverses the buffer 

equilibrium and releases the captured gas. Recently, research groups have sought to exploit this 

characteristic of aqueous systems for the development of electrochemical CCC systems. Here, we provide 

a short overview of electrodialysis/electrodeionization systems and more extensively describe pH-swings 

with redox mediators. A more thorough description of electrodialysis/electrodeionization is provided in 

the recent review by Sharifian et al.53 

3.1.1 Electrodialysis/Electrodeionization.  
Bipolar membrane electrodialysis (BPMED) has been applied as one method for pH-mediated eCCC.54 

BPMED uses a combination of cation and anion exchange membranes and a current to separate a solution 

by charge. In aqueous media, the water molecules are split into protons and hydroxide ions to balance 

charge. Thus, using a sodium chloride (NaCl) electrolyte, the electrolyte separates into sodium hydroxide 

(NaOH) and hydrochloric acid (HCl). In the capture stage, CO2 reacts with NaOH to form carbonate 

(specifically Na2CO3•10H2O), which can be removed through crystallization. The process can also be 

reversed to release concentrated CO2. 

BPMED has been studied for a variety of carbon capture applications. For direct air capture (~400 ppm 

CO2), Eisaman et al. found that when using solutions of sodium or potassium hydroxide and applying a 

constant-current across a BPMED stack, it is possible to remove CO2 with an energetic cost of about 200 

kJ/mol CO2; the regeneration of CO2 using BPMED from carbonate requires an additional ~100 kJ/mol 

CO2.55, 56 Therefore, the entire process requires a minimum energy input of about 300 kJ/mol CO2 to 

extract and recover carbon dioxide from the atmosphere. Sabatino et al. noted in their techno-economic 
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review that their direct air capture setup has an energy requirement as low as 236 kJ/mol CO2, but a 

minimum cost of $773/ton CO2 due to the high costs of bipolar and ion exchange membranes 57 

BPMED was also used to remove CO2 from seawater, samples were run through a BPMED system to 

separate them into acidified and basified sea water solutions. The minimum total electrochemical 

energetic input for extracting 59% of the total CO2 in solution was 242 kJ/mol, which was expected to 

improve with the scale-up of the BPMED to commercial-scale seawater capture systems.58 Additionally, 

Carlson and coworkers attempted to capture CO2 from flue gas using a combination of BPMED and 

electrodeionization.59 This system effectively modulated the solution pH, and capture was achieved from 

a 15% stream to 80% CO2. 

3.1.2 pH swing with PCET mediators.  
Other systems capitalize on pH changes by using 

redox-active proton mediators. Compounds capable of 

proton coupled electron transfer (PCET) have the 

potential to be particularly useful for pH-swing eCCC 

processes, which utilize an electrochemical bias to shift pH 

in one direction or the other to facilitate CO2 capture or 

release. In a typical system, a CO2-containing feed stream 

is contacted with a basic solution and captured in the form 

of dissolved inorganic carbon (HCO3-, CO32-, and CO2(aq)). 

To release the captured gas, a potential is applied (Eapp1, Figure 2) to oxidize the mediator, which 

consequently undergoes deprotonation. Acidification due to mediator deprotonation shifts the 

equilibrium to favor CO2 evolution. To regenerate the basic solution, a more negative potential (Eapp2, 

Figure 2) is applied to reduce, and consequently protonate, the mediator. The resulting increase in 

solution basicity promotes CO2 capture via dissolved inorganic carbon formation, completing the overall 

cycle.  

For efficient CO2 separation via pH-swing eCCC, an ideal PCET redox mediator should be highly soluble 

and have a sufficiently high pKa difference in its reduced/oxidized forms to generate large pH changes 

adequate for CO2 capture and release. The mediator must also be stable under both acidic and alkaline 

conditions for extended periods of time. Additionally, these molecules must exhibit stability in the 

presence of the feed gas composition of interest. For example, air contains high concentrations of oxygen, 

and thus the mediator must be O2-stable in these DAC applications. Lastly, mediators capable of concerted 

proton-electron transfer (CPET) reactions are beneficial as they can enable operation at milder 

Figure 2. General representation of a pH 
mediated eCCC cycle. 

Figure 2. General representation of a pH-
mediated eCCC system.
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potentials.60 Several classes of molecules have been identified as candidate redox mediators for pH-swing 

driven eCCC, including quinones,61-68 phenazines, 69, 70 redox-active amines,71 inorganic compounds, 61,72 

and even a riboflavin compound.73 

3.2 Demonstrations. 
3.2.1 Quinones.  

Quinones are a well-studied family of molecules that have been shown to readily undergo 2 H+, 2 e– 

PCET reactions to interconvert between their quinone and hydroquinone forms (Scheme 3).74, 75 Reduced 

quinones have also been used directly to capture CO2 

in aprotic conditions, as described in Section 5. In this 

section, their use in pH-swing cycles will be discussed. 

The ubiquity of quinones in nature and other fields of 

research have led to a large catalogue of 

commercially available or readily accessible 

derivatives that span an extensive range of measured 

redox potentials and solubilities.61-63 Additionally, 

many quinones undergo PCET reactions in aqueous 

solutions with facile conversion between quinone 

and hydroquinone forms.74 Unfortunately, most 

commercially-available quinones have limited 

solubility and stability in aqueous solutions, confining the current landscape of suitable candidates to only 

a handful of examples.64-66 However, these types of properties can be improved with molecular 

functionalization.67 Huang et. al. reported the utilization of tiron (disodium 4,5-dihydroxy-1,3-

benzenedisulfonate, an ortho-hydroquinone) as a redox-active pH mediator to successfully capture and 

release carbon dioxide from simulated flue gas streams.62 In a proof-of-concept demonstration with 0.7 

M quinone concentration in solution, the pH was changed between 9.2 and 5.7 using constant current 

electrolysis at 18 mA cm-2. The system was generally effective, operating at >90% Faradaic efficiency, and 

the estimated energy requirements were similar to existing thermally-driven systems (2.4 GJ/ton CO2 or 

105.6 kJ/mol CO2). However, a nitrogen sweep gas was used in this demonstration to remove desorbed 

CO2, which is unrepresentative of expected system operation where CO2 is collected at high 

concentrations. Thus, energetic and Faradaic efficiencies are expected to be lower than these reported 

values under more realistic operating conditions. However, the experiment was run in a non-optimized 

H-cell platform, and performance would be expected to decrease as the cell and overall system are 

 

Scheme 3. Quinones can undergo two separate 
one-electron reductions in the presence of a 
proton source to form the semiquinone (SQ) 
and the hydroquinone (HQ). 
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engineered for higher performance. Another challenge with this PCET chemistry is its long-term stability; 

the system was unable to perform multiple capture-release cycles, limiting its practicality. 

 Watkins et al. explored a different system, 

where 2,6-dimethylbenzoquinone was used as the 

pH mediator of choice and was employed in a gas-

fed electrolyzer.68 In their system, a porous 

separator was soaked in the liquid electrolyte 

solution containing 10 mM 2,6-

dimethylbenzoquinone and 10 mM of the equivalent 

hydroquinone and supported between two gas 

diffusion electrodes (depicted in Figure 3). In their 

system, the liquid electrolyte saturated separator 

works in conjunction with metal catalyst-coated 

electrodes to effectively drive a pH gradient across 

the cell. Using platinum (Pt) deposited electrodes, CO2 was selectively transported from the feed gas side 

of the cell (cathode) to the collection side of the cell (anode). They demonstrated CO2 removal at the 

cathode and recovery at the anode from a simulated flue gas stream (14% CO2, 3% O2, and 87% N2) with 

no transport of other gases detected. Although no energetic efficiencies were reported, large cell voltages 

were applied (between 1–2.5 V for the Pt catalyst). Jin et al. estimated that the required energy of this 

experimental demonstration was ~600 kJ/mol CO2.76 Additionally, the low quinone concentrations that 

were used due to solubility issues limited the pH range and thus CO2 removal efficiency. 

3.2.2 Phenazines.  
Phenazines are another promising family of redox-active pH-mediator compounds. Analogous to 

quinones, phenazines reversibly undergo 2 H+, 2 e– PCET reactions over a wide pH range. Sulfonated 

phenazine derivatives have also displayed high aqueous solution solubilities and stabilities. Jin et al. 

demonstrated use of 3,3’-(phenazine-2,3-diylbis(oxy))bis(propane-1-sulfonate) in a pH-swing system for 

carbon capture.69 In the absence of CO2, the pH was increased from 4 to 13.4 using 0.1 M phenazine 

concentration, and then cycled between a pH of 13.4 and 7.5 over four total cycles. When a continuous 

flowing stream of a CO2/N2 mixture (CO2 partial pressure of 0.465 bar) was contacted with the electrolyte, 

they observed a decrease in CO2 partial pressure down to ca. 0.38 bar following deacidificiation and an 

increase up to ca. 0.57 bar following acidification. They cycled using a stream of 100% CO2 during the 

desorption step to simulate more realistic operating conditions, where CO2 must be released and 

Figure 3. General representation of a 
membrane-supported polymer system 
developed by Watkins et al. in ref. 65. Figure 
used with permission from the American 
Chemical Society. 

Figure 3. General representation of a membrane-
supported polymer system developed by Watkins, 
et. al. Figure adapted used with permission from 
Ref. XXthe American Chemical Society
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concentrated to high purities. For their system set-up, Jin et al. estimated from thermodynamic 

calculations that a minimum of 16–75 and 30–75 kJ/mol CO2 is required for capture from 10% and 

atmospheric CO2 sources, respectively (8–35% and 27–67% energetic efficiency, respectively). 

Comparatively, experimental data indicates that their system can separate carbon dioxide from a mixture 

containing ca. 46.5% CO2 with energy requirements in the range of 49–120 kJ/mol CO2, depending on the 

operating current density. One limitation of this system, and pH-mediated processes for eCCC in general, 

is slow CO2 absorption kinetics. In their specific demonstration, CO2 absorption had to be continued for 

roughly 40 minutes after completion of electrochemical deacidification.  

In another recent study, Xie et al. utilized a series of phenazine PCET pH-mediators in a continuous 

flow eCCC setup (Figure 4).70 They 

identified 7,8-

dihydroxyphenazine-2-sulfonic 

acid as the most effective 

phenazine derivative. Using a 25 

mM phenazine concentration, 

capture from a simulated flue gas 

composition (15:85 CO2:N2) with 

an estimated energy consumption 

of 0.49 GJ/ ton CO2 (22 kJ/ mol 

CO2) and Faradaic efficiency >95% 

was performed. Their estimated 

energetic efficiencies are highly competitive with other CCC approaches, surpassing state-of-the-art 

amine capture systems.28, 29 However, CO2 release during desorption was measured using a N2 or argon 

(Ar) carrier gas, which is not representative of a real system where carbon dioxide is released and 

concentrated to high CO2 concentrations. Thus, energy requirements will be higher and Faradaic 

efficiencies will be lower than reported values in the study. Their system displayed high stability in the 

presence of CO2 and N2 over the tested time-scale; Xie et al. estimated a capacity retention of 97.9% over 

8 capture-release cycles. However, they anticipate that this phenazine compound may be O2-sensitive, 

which could significantly reduce its effective stability under practical conditions. 

The same group (Xie et al.) has more recently demonstrated the use of the proton-carrier riboflavin 

5’-monophosphate sodium salt hydrate at a concentration of 25 mM in aqueous solution as a PCET pH-

mediator in these types of systems.73 In a similar set-up, they demonstrated CO2 capture from a 15:85 

Figure 4. Continuous flow eCCC system featuring phenazine PCET pH-
mediators reported by Xie et. al. Figure used with permission from Ref. 
67. 
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CO2:N2 flue gas stream, with estimated energy requirements of 9.8 kJ/mol CO2 (~48% efficiency) and 

Faradaic efficiencies of >93%. Similar to their previous study, they used a carrier gas (N2 or Ar) during 

desorption. Therefore, expected energy requirements and Faradaic efficiency under more practical 

operation is currently unclear for this system. This chemistry exhibited relatively good stability in the 

N2/CO2 environment, with 0.39% capacity fade per cycle measured over 21 total cycles; however, O2 

stability was not reported. One current limitation of this riboflavin derivative is its low solubility, which 

limits redox-mediator concentration and thus quantity of CO2 that can be separated in each cell.  

3.2.3 Redox-Active Amine.  
Hatton and coworkers recently investigated a system that uses a redox-active amine for capture via 

pH swing. Cationic 1-aminopyridinium nitrate was identified as a redox-active pH mediator as it furnishes 

a reversible redox couple in water. An aqueous 0.2 M 1-aminopyridinyl solution was reduced in the 

presence of N2, then exposed to 100% CO2.71 Full conversion to the radical had a 53% Faradaic efficiency 

with an estimated minimum energy consumption of 101 kJ/mol CO2. However, the authors projected that 

reducing conversion can enable lower energy requirements. Notably, they studied the stability of the 

radical in an oxygenated atmosphere over a period of one month. The radical was not stable over long 

periods of time, leading to capacity decreases of 6.6 and 46% over 1 and 30 days, respectively. However, 

they also studied the radical in a nitrogen atmosphere and found that after 30 days, the capacity 

decreased to 55%. The authors conjecture that the radical may be reacting with itself to form 4,4’-

bipyridine.      

3.2.4 Inorganic Compounds.  
In a different approach, Rahimi et al. proposed using manganese oxide (MnO2) coated electrodes to 

act as heterogeneous PCET pH-mediators, according to eq. 6, for CO2 capture.61 

MnO2(s) + H+ + e- ⇌ MnOOH(s)      Eq. 6 

One benefit to this system is that manganese oxides and hydroxides (MnOOH) are highly stable at various 

pH values and MnO2 readily undergoes PCET reactions in aqueous solutions.72 In this system the pH 

mediator is immobilized on the electrode surface and requires batch-type operation, where the electrode 

polarity must be switched periodically to drive CO2 capture and release via proton intercalation and 

deintercalation of the electrodes, respectively. A cell voltage of 1 V was applied, and polarity was switched 

every 2 hours for a total of 4 cycles (i.e., 8 hours), where ~0.4 mmol of CO2 was captured and recovered 

each cycle. Energetic efficiencies where not reported; however, Rahimi et al. estimated with a simple 

modeling analysis that this pH-swing process could theoretically separate CO2 from flue gas (15% CO2) at 

an energetic cost of 33.2 kJ/mol CO2 (~14% energetic efficiency).  
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3.3 Cell and System Design. 
Current studies involving pH swings (and eCCC systems in general) mainly include proof-of-concept 

demonstrations with candidate chemistries, which are important in early-stage research. However, there 

is less research involving characterization of cell performance and optimization of experimental 

configurations. Transitioning towards higher performance pH-swing eCCC systems will require not only 

optimized redox mediator molecules, but also engineered cell/system designs which maximize CO2 

separation capacity and simultaneously minimize losses associated with kinetics, ohmics, and mass 

transport. Here we briefly review current experimental cell designs for electrochemical CO2 separation 

processes which use a pH swing, to contextualize where the field is at and highlight key areas for future 

work. 

A common experimental set-up employed for pH-swing systems resembles a redox-flow battery (RFB) 

(shown in Figure 4). Both Xie et al. and Jin et al. used this type of set-up to test their phenazine and 

riboflavin chemistries, as previously described.77,70, 73 This type of system is comprised of a flow cell, two 

reservoir tanks to contain the positive and negative electrolytes (7-50 mL), respectively, and pumps to 

circulate the working and counter electrolytes through the cell (Xie et al. reported using electrolyte flow 

rates of 200 mL min-1 ).The cell design employs porous carbon electrodes (typically paper, cloth, or felt) 

and engineered flow fields to deliver the electrolyte solution to the electrode. A membrane or separator 

is used to physically separate the two electrodes while enabling ions (e.g., Na+ or K+) to exchange between 

the electrolytes to maintain electroneutrality. This setup operates in a cyclic fashion (charge / discharge 

cycles), applying a current or cell voltage to deprotonate the mediator, then switching the direction of 

current flow or electrode polarity to protonate the mediator. CO2-containing feed gas (or sweep gas) is 

then contacted with the liquid electrolyte in the working-side reservoir during and/or after the 

protonation (or deprotonation) half-cycle to enable CO2 capture (or removal). Xie et al. used 4 cm2 

(geometric/projected area) graphite felt electrodes, serpentine or flow-through flow fields, and a Nafion 

115 or 117 cation exchange membrane in their experiments.70, 73 Their cell was operated with applied 

current densities of 10–30 mA cm-2, resulting in average cell voltages of ca. 0.06–0.2 V. While these low 

voltages led to low energy requirements, the experimental system requires validation with a pure CO2 

sweep gas at the anode to understand performance under more realistic operating conditions. 

Additionally, a key engineering challenge for this cell set-up in its current form is a relatively high ohmic 

resistance (2.48 Ω or 9.92 Ω cm2 measured with EIS), which may induce large energetic penalties and/or 

limit achievable current densities.70 Jin et al. reported a flow cell consisting of a Fumatech cation exchange 

membrane (E-620(K)) and 5 cm2 electrodes (although the electrode and flow field type were not 
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specified).77 The cell was operated galvanostatically at 50 mA cm-2 with potential holds at the end of each 

half-cycle. Cell performance metrics (i.e., overpotentials or resistances) and challenges associated with 

this set-up were not directly discussed. 

Watkins et al. employed a different cell configuration, similar to a fuel cell, to test solubilized quinone 

mediators.68 The system utilized a gas-fed electrochemical reactor (shown in Figure 3 above) which could 

operate in a continuous fashion. As described previously, the cell contained catalyst-coated gas diffusion 

electrodes and an electrolyte imbibed separator. Their electrodes consisted of Sigracet 25 BC carbon 

paper with a hydrophobized microporous layer (MPL), and they applied a catalyst layer on top of the MPL. 

Their separator was a hydrophilic porous polypropylene material (Celgard 3501), which was soaked in 

liquid electrolyte before assembling and running the cell. The liquid electrolyte was an aqueous solution 

consisting of 10 mM of the quinone, 10 mM of the hydroquinone, and 1 M NaHCO3 which served as both 

the sorbent and supporting salt. Flow fields (25 cm2) were employed to distribute and remove gases to 

and from the electrodes. Gases that were fed to their system on the capture (cathode) and release (anode) 

sides were pre-humidified, which is typically done in low-temperature fuel-cell technologies to prevent 

the membrane/separator from drying out. Watson et al. explored the use of platinum, palladium, and 

ruthenium catalysts, and found that platinum enabled the greatest CO2 concentration change and 

suppressed water splitting across a range of cell potentials (1–2.5 V). Cell voltage requirements were high 

for this system compared to the approaches mentioned above, without a clear understanding of what 

phenomena contributed to this inefficiency (e.g., ohmic resistance, mass transport, etc.). 

The MnO2-based technology of Rahimi et al. makes use of immobilized rather than solubilized pH 

mediators. In their demonstration, they used a liquid flow-based setup to test their MnO2 mediator 

system. The platform was similar to the RFB-type systems described above, consisting of an 

electrochemical cell to drive protonation/deprotonation, reservoir tanks to hold liquid electrolyte for the 

working and counter sides of the cell, and pumps to circulate electrolyte between the cell and reservoirs. 

Their liquid-fed cell consisted of 25.8 cm2 carbon cloth electrodes (AvCarb) coated with MnO2 particles, 

parallel flow channels to deliver electrolyte to the electrodes, and a Selemion AMV anion exchange 

membrane.61 The flow channels also contained plastic baffles to promote turbulence and enhance mass 

transport by specifically disrupting boundary layer growth, preventing channeling, and increasing local 

velocity.78 Fabrication of the MnO2 electrodes was demonstrated using two separate methods. The first 

was a casting method, where MnO2 powder was synthesized using co-precipitation, and then a slurry 

containing this active species was cast onto a carbon-based, porous substrate.79, 80 The second method 

involved electrodeposition of MnO2 onto the substrate, which was shown to achieve more uniform 
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deposition and higher capacitance (specific and geometric). Due to the use of redox mediators 

immobilized on the electrode surface, the cell must be operated in a batch mode, where polarity is 

switched in cycles to prevent the complete proton saturation and depletion of the electrodes, 

respectively. In this study, the cell adopted a symmetric format with identical electrodes on either side, 

and the experiments were also started with the same electrolyte concentrations. During each half-cycle, 

the cell was operated with a constant applied potential of ±1 V, while the measured current density varied 

within the range of ±0–2 mA cm-2. Absorption or desorption of CO2 was carried out in a separate step 

following each electrolysis half-cycle by contacting the electrolyte with the feed or sweep gas. Overall, the 

current cell format operated with high cell voltages and low operating current densities, and thus, cell 

optimization work would be beneficial. 

 

4. Electrochemically Mediated Amine Regeneration (EMAR). 
4.1 Overview. 

As previously described, one of the most investigated methods for CO2 capture from power plant flue 

gas uses amine absorbents. The standard amine used for this method is monoethanolamine (MEA) since 

it has a high rate of CO2 absorption, easy regeneration, and low replacement cost.81 In this process, the 

flue gas is bubbled through the amine solution in the absorber, where the amine effectively captures CO2 

to form a carbamate. To release the CO2, the carbamate solution is heated (~110°C for MEA) in order to 

thermally break the amine-CO2 bond.82 The released CO2 is concentrated and collected. However, there 

are challenges with this traditional regeneration process, including low energetic efficiencies and 

degradation of amines at high temperatures. Thus, the operational temperature must be high enough to 

break the bond with CO2, but low enough that the amine does not degrade. As a result, the temperatures 

used for the desorption process are not extreme enough to fully liberate the CO2 bound to amines and 

typically only half of the bound gas is released.83 Additionally, the narrow temperature range decreases 

the achievable energetic efficiency of the process due to greater Carnot limitations. In order to increase 

the efficiency of CO2 release, methods other than temperature swings have been investigated.  

Electrochemically mediated amine regeneration (EMAR), developed by Hatton and co-workers, is a 

promising alternative to temperature swing amine regeneration. EMAR relies on the use of an absorbent 

blocker that is electrochemically activated and deactivated to induce the release of covalently bound CO2 

from the amine. This process still capitalizes on the affinity of amines for binding CO2. However, when the 

blocker is activated, it will preferentially bind to the amine and displace CO2 from the carbamate.82-84 Since 
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amine regeneration in EMAR is not temperature-driven, where the desorption temperature is limited due 

to thermal amine degradation, it can potentially liberate 80 to 90% of the absorbed CO2. 

The success of EMAR relies on the difference between binding constants of the amine-CO2 and amine-

blocker complex. The amine and blocker should form a stable complex with the equilibrium constant that 

is much larger than that of the amine with the CO2. The standard blocker and amine used in EMAR are 

copper and ethylenediamine (EDA). These species both fit the designated requirements, such that once 

Cu2+ is present in solution the amine will release CO2 in favor of binding to copper. The equilibrium 

constants for EDA with CO2 and Cu2+ are given below 82, 84 

 2EDA(aq) + Cu,-			𝐾67			⇌ Cu(EDA),,-  𝐾"8 = 2.10 x 1018 (Eq. 7) 

 EDA(aq) + CO,(aq)
			𝐾69# 			
⇌

EDA(CO,)(aq) 𝐾"##  = 4.90 x 104 (Eq. 8) 

 

The EMAR process is similar to the temperature driven amine-based solvent system, except the 

desorber is exchanged with an electrochemical cell (Figure 5).82 EMAR begins with contacting flue gas with 

the amine solution in an absorber, where the CO2 reacts to form a carbamate. The carbamate solution 

then flows to the anode of the electrochemical cell where copper (Cu0) is oxidized to Cu2+ and dissolved 

into solution. The amine preferentially binds to Cu2+, liberating the CO2, which is then collected. The 

copper-amine complex in solution is circulated back to the cathode of the electrochemical cell where 

copper is reduced back to Cu0 and plated onto the electrode, effectively regenerating the amine so the 

cycle can begin anew.82-84  

Figure 5. EMAR cycle in which an 
amine-based solvent is brought into 
contact with simulated flue gas to 
form carbamate. The carbamate-rich 
amine-based solvent is pumped to 
the anodic compartment. Upon 
electrochemical oxidation, Cu2+ is 
introduced to the solution, and the 
Cu–amine complex forms, releasing 
CO2. The gas phase is separated, and 
the Cu–amine solution is pumped 
back to the cathodic compartment 
where Cu2+ ions are 
electrochemically plated onto the 
electrode, releasing—and, hence, 
regenerating—the amine. Reprinted 
with permission from the American 
Chemical Society from ref 79. 
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4.2 Demonstrations. 
In early work for the EMAR process, Stern et al. compared fourteen different amines that included 

monoamines, amino acids, and polyamines before narrowing the selection to just four polyamines - 

ethylenediamine (EDA), triethylenetetramine (TETA), aminoethylethanolamine (AEEA), and 

diethylenetriamine (DETA). Polyamines were selected as they are more likely to chelate copper ions with 

high binding constants to form stable copper complexes. The other ten amines had a tendency to 

precipitate as salts, especially in the presence of CO2, making them unsuitable candidates.85 The four 

polyamines were analyzed for their preference for Cu2+ in the presence of CO2, CO2 loading capacity, and 

open-circuit potential measurements. the amount of copper required to deactivate the amine was 

examined. It was found that for EDA, AEEA, and TETA, one equivalent of Cu2+ binds to each amine; 

however, this ratio for DETA depended on the copper loading (which is proportional to Cu2+ 

concentration). At higher copper concentrations, one DETA molecule binds to each Cu2+, and at lower 

copper loading, two DETA molecules bind to each Cu2+. meaning that more copper is required to 

deactivate the molecule and release CO2. Commonly used amines theoretically have a CO2 capacity of 0.5 

as carbamate formation results in a zwitterion, where two amines are required for every molecule of 

captured CO2 (See Section 4.4). TETA, AEEA, and DETA all showed loading below 0.5, which could be 

caused by unreacted secondary amine groups present in these three polyamines. EDA, which has no 

secondary amine group, possessed a loading slightly over 0.5 likely due to the formation of bicarbonate, 

a common side reaction for primary amines.83 Lastly, the difference in the open-circuit potentials for a 

copper electrode under anodic and cathodic conditions was used to estimate the minimum energy 

needed for releasing and removing Cu2+ into solution. Here, the concentration of EDA and Cu2+ was 

identical at the two electrodes, and thus open-circuit potential differences arise from differences in CO2 

concentrations at the electrodes. After these initial tests, EDA was selected as the standard amine for use 

in EMAR due to its high CO2 loading capacity (likely due to a lack of secondary amine groups). EDA has also 

been identified as a desirable candidate in the thermal-swing CO2 capture systems; however, the heat 

required for CO2 desorption from EDA is too high to be economically practical.83 

Early bench-scale demonstrations of the EMAR system captured and concentrated CO2 from a pure 

feed stream (100%) of CO2 with an energy requirement of ≤ 100 kJ/mol CO2 and Faradaic efficiencies up 

to 80%.85, 86 Separation from streams with lower CO2 concentrations was not performed in this early 

system, as the copper swing of their benchtop system (i.e., conversion between Cu0 and Cu2+ in the 

electrochemical cell) was not high enough compared to the concentration of CO2 physically dissolved in 

solution. Advances in the EMAR cell design have resulted in significant performance improvements, as 
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described in the following section. Additionally, more recent EMAR demonstrations have operated at an 

elevated fluid temperature (55 °C), which enhanced electron transfer kinetics at each electrode and 

reduce CO2 solubilities during desorption.87, 88,82 The current bench-scale process can capture CO2 from a 

15% CO2 feed stream (N2 balance), while operating at 40–80 kJ/mol CO2.87 The system has also 

demonstrated stable operation for 50 hours. 

Liu et al. studied the use of MEA rather than EDA in a thermal-electrochemical co-driven system 

(TECS),  where they essentially combined the more commonly used amine from thermally driven CO2 

capture and EMAR.62 This system parallels the EMAR scheme described above (Figure 5), with MEA binding 

to CO2 and then Cu2+ being introduced electrochemically; however, a thermal step is also used. After Cu2+ 

ions have been stripped and dissolved, the solution is heated to 90 °C to assist in the removal of CO2 from 

MEA.89 The additional heat is needed in TECS likely because the solubility of copper in MEA-based 

solutions is moderately low, leading to insufficient Cu2+ concentrations in solution to displace CO2 in all of 

the MEA-CO2 present.84 One challenge Liu et al. encountered was the reduction of Cu-MEA—and thus the 

regeneration of Cu0 and MEA—was slow. Adjusting Cu2+ concentration, CO2 loading, temperature, and 

KNO3 concentration of the system decreased the charge transfer resistance and improved kinetics. 

Further, increasing the Cu2+ concentration and temperature improved mass transfer and thus reduced the 

associated overpotential. A combination of data from experimental techniques (cyclic voltammetry, 

potentiodynamic polarization, and electrochemical impedance spectroscopy) and a regression analysis 

found that the optimum operating conditions for this TECS system are a Cu2+ molality of 0.25 mol/kg, CO2 

loading of 0.37 molCO2 /molamine, a temperature of 90 °C, and KNO3 molality of 1 mol/kg. Under these 

conditions, the regeneration energy consumption is predicted to drop to 1.3 GJ/t CO2 (63 kJ / mol CO2).89 

These conditions can enable higher energetic efficiencies than traditional amine regeneration processes, 

which typically require >2.3 GJ / ton CO2 (>110 kJ / mol CO2).24-27 These efficiencies are also comparable 

to estimated energy requirements of Wang et al. for their lower temperature EMAR system (with EDA) of 

40 – 80 kJ / mol CO2.87 

4.3 Cell and System Design. 
The EMAR process, pioneered by Hatton and co-workers, is arguably the most developed redox-

mediator-based method for eCCC in the peer-reviewed literature, as there have been several bench-top, 

flow-cell level demonstrations, as well as engineering assessments regarding cell design metrics. 66 70 83 85, 

86, 87 90 91 84 90   In an early embodiment, the EMAR cell consisted of copper plate electrodes and a porous 

polypropylene separator (Celgard 3501) to physically separate the cathodic and anodic electrolyte 

solutions while maintaining an ionic connection. Liquid-phase reactants were fed to the cathode and 
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anode using parallel flow channels with a rectangular cross-section. As described above, early 

demonstrations with this flow cell captured CO2 at ≤ 100 kJ/mol CO2.85, 86 This prototype cell had a 

relatively low operating current density (5 mA cm-2) and was limited by low swings in copper loading (i.e., 

conversions), resulting in less than 1% of bound CO2 being released per pass in the electrochemical cell.85, 

86,90 

Analysis of the EMAR cell using two-dimensional (2D), convection-diffusion modeling of the planar 

electrodes has suggested large mass transport limitations emerge with increased conversion per pass. 

Specifically, the model predicts the development of a thick boundary layer in the flow direction, which, in 

turn, leads to an increase in the cell voltage at relatively low current densities (<8 mA cm-2), where the 

cell enters a mixed kinetic-mass transfer regime.90 This limitation can be overcome by increasing the 

electrolyte flow rates, albeit at the expense of conversion per pass. Wang et al. estimate that current 

densities greater than 50 mA/cm2 could be achieved with improved mass transport properties of the cell.91 

When tested with galvanostatic experiments (10 mA/cm2), increasing the flowrate from 75 to 225 mL/min 

reduced cell voltage by 20%, albeit at the expense of Cu0/Cu2+ conversion per pass and thus CO2 separation 

capacity. Additionally, large baffles (a form of turbulence promoters) were incorporated into the flow 

channels of an EMAR cell, which led to a 25% reduction in cell voltage, similar to the effect of increasing 

flow rate but without decreasing conversion per pass. However, a consequence of such obstructions is 

increased pressure drop through the cell.92 More recent generations of EMAR cells have incorporated a 

pin-type flow channel, with rubber dots arranged in a regular pattern. These cells have exhibited 

significant performance improvements compared to earlier versions, but it is unclear if and how much the 

flow channel has contributed to this due to concurrent changes to the cell/system design and operating 

procedure.87 

In addition to flow channels, optimization of the electrode geometry will also play a role in improving 

cell performance. Currently, 2D planar electrodes are used in EMAR. However, in many fields, three-

dimensional (3D) porous electrodes have been adopted to enhance performance.93,94,95 Overall, these 

porous electrode structures have a significantly higher reaction area per volume, which permits cell 

operation at higher geometric current densities with reduced overpotentials compared to planar 

electrodes.96 In modeling the EMAR system, Stern et al. estimated that a cell with porous electrodes could 

operate with overpotentials > 50% lower than a cell with planar electrodes.83 When tested, the use of 

porous copper foam electrodes within the EMAR cell enabled higher Faradaic efficiencies and lower cell 

resistances, however, performance diminished over a few hours.90 They believe this failure was due to 
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bubble formation and entrapment within the electrochemical cell. To the best of our knowledge, no 

further work using porous electrodes within the EMAR cell has been published to date. 

Issues associated with plating and stripping copper have also hindered system feasibility and cell 

performance. During operation, the current density is not uniformly distributed across the electrode 

leading to spatially-varying metal deposition on the cathode and stripping from the anode. Accordingly, 

authors reported sanding or completely replacing both electrodes between experiments.90, 97 While less 

of a concern for exploratory studies at the bench-scale, if unaddressed, electrode degradation has the 

potential to become a significant maintenance challenge during practical implementation. Furthermore, 

as current density is increased and mass transport limitations emerge, dendritic copper growths can occur 

during plating. These deposits can become more powder-like as the cell approaches a mass transport 

controlled regime.98 In a cell with convective flow, these more loosely-bound deposits may be sheared 

away from the surface,99 resulting in a permanent loss of copper electrode mass over time. Additionally, 

dendritic copper growths from the electrode surface can puncture the membrane/separator and come 

into contact with the opposite electrode, resulting in an internal short circuit.86 Early EMAR cell designs 

incorporated a woven cotton cloth (cheesecloth) between the membrane/separator and solid electrode 

to provide support and prevent this type of contact.83, 86 Use of this material, however, significantly 

increased the ohmic resistance of the cell. Incorporation of a structured flow field (as described above) 

not only enhanced mass transport, but also better supported the membrane/separator such that 

supporting cloth was not required to prevent contact between the electrode and membrane/separator. 

This arrangement also reduced the ohmic resistance of the cell from 0.6 Ω to 0.0289–0.14 Ω, which led to 

concomitant decreases in estimated energy requirements for CO2 separation.78, 86, 87 The 

membrane/separator itself also introduces ohmic losses, which depend on membrane/separator class 

(ion-exchange membrane or porous, non-selective separator) and material. While earlier EMAR 

demonstrations have mostly used porous, non-selective separators, more recent studies have instead 

reported using anion-exchange membranes. However, there is no indication of whether this has resulted 

in performance enhancement.82, 87 

The discussed studies have led to advances in EMAR cell/system design, which have allowed for 

significant performance improvements. The improved cell platform afforded lower cell overpotentials and 

thus improved energetics (40–80 kJ/mol CO2), as well as greater copper loading swings leading to higher 

regeneration capacities (0.12–0.62 mol CO2/mol EDA). Despite these advances, cell operation is still 

limited by relatively low current densities and challenges with copper plating/stripping. 
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4.4 Computational Insight into Amine/CO2 Binding. 
The strength by which a particular amine binds the CO2 molecule is a decisive factor governing the 

efficiency of both thermal swing and EMAR technologies. Amines that exhibit stronger CO2 binding can 

enable higher removal rates of CO2, but may require more energy to release CO2 and regenerate the 

solvent. However, the seemingly simple process of formation of a carbamate through the reaction of an 

amine with CO2 is more complicated due to intermediate reactions following the initial CO2 uptake.  

Computational modeling has provided insight into the stability of possible reaction intermediates and 

energetic barriers for their interconversion and decomposition.100-102 Modeling has also been used to 

understand how substituent effects are correlated with binding energies, basicities, or nucleophilicities 

of the CO2-binding centers, and also how hydrogen-bonding can influence these trends. However, not all 

fundamental aspects of CO2 absorption by amine functionalities have been resolved. There is now a clear 

consensus that the reaction is assisted by participation of the solvent (water) molecules, which play a 

critical role in the stabilization of reaction intermediates, regardless of their chemical nature. The 

insufficient modeling of the solvent environment has thus led to inconsistencies in the theoretical 

models, resulting in contrasting conclusions.  

In the pioneering works on the MEA-CO2 binding mechanism, Da Silva and Svendsen103 and Shim et 

al.104 suggested that the carbamate product is formed via a single-step, third-order reaction mechanism. 

The CO2 molecule is proposed to bind to one MEA molecule and concurrent deprotonation by a second 

MEA increases its basicity (Figure 6A). Alternatively, another base or a solvent molecule can substitute 

the second MEA molecule in the mechanism. In another study,105 Da Silva and Svendsen recognized a 

significant stabilization of both the zwitterionic intermediate and the carbamate by the solvent 

microenvironment and suggested that a zwitterionic intermediate (initially thought to be a transition-

state structure) may be present in the (two-step) mechanism (Figure 6B), although it would likely be 

short-lived.  

Arstad et al. proposed another mechanism for MEA-CO2 binding,106 in which the carbamic acid is 

formed from the same zwitterionic intermediate through a proton-relay mechanism. In such a pathway, 

proton transfer is assisted by a solvent (water) molecule, or an additional amine species (cf. Figure 6C).  

A:   
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B:   

C:   

Figure 6. Three suggested reaction mechanisms for CO2 absorption by MEA: (A) MEA binds one CO2 

molecule and concurrent deprotonation by a second MEA forms a carbamate; (B) MEA binds one CO2 

molecule to form a short-lived zwitterionic intermediate which is followed by deprotonation by another 

base (e.g., amine) or solvent to form a carbamate; (C) MEA binds one CO2 molecule to form a short-lived 

zwitterionic intermediate which is followed by a proton transfer from a solvent (water) or amine 

molecule to form carbamic acid. 

 

Sumon et al. advocated for the use of a more advanced semi-explicit solvation model to obtain 

accurate energetics, and they included up to 20 water molecules in a hydrogen-bonded cluster around 

the solutes.107 A further improved model included the dynamical behavior of the systems obtained from 

the molecular dynamics. This approach is significantly more demanding, as the advanced evaluation of 

the free energies along with the sampling of the solvent configurational space is required. As an example 

of this approach, both mechanisms in Figures 6a and 6b were re-evaluated by Xie et al.108 Based on ab 

initio calculations (at the CCSD(T) level of theory) combined with quantum mechanics/molecular 

mechanics/molecular dynamics simulations (QM/MM/MD), the authors concluded that the two-step 

reaction mechanism to form a carbamate through a zwitterionic intermediate (Figure 6B) is the most 

likely, contrasting with the ‘carbamic-acid’ pathway. In accordance with the barrier obtained from the 

experiment, they observed the rate-limiting step to be associated with the MEA(CO2) formation at ca. 12 

kcal/mol, which was primarily attributed to the breaking of the hydrogen-bonding network around the 

CO2 molecule to initiate binding to MEA. 

Employing the (DFT-based) ab initio molecular dynamic simulations (AIMD), the stability and mutual 

interconversion of the reaction intermediates along the two-step CO2 capture process from Figure 6B 

(CO2 + MEA → zwitterion → carbamate) was also studied.109-114 More specifically, Han et al. observed 

rapid deprotonation of the zwitterionic intermediate, forming a stable carbamate species,109 which was 

recognized as the principal driving force for CO2 absorption. Noticeably, the same zwitterion → 



 26 

carbamate transformation was also supported by the unbiased AIMD,110 allowing estimation of the 

zwitterionic intermediate lifetime to be ca. 100 ps. 

To some extent, complementary results were later acquired by Guido110 and by Hwang,109 which 

focused on the stability of the zwitterionic intermediate with respect not only to the zwitterion 

deprotonation (i.e., carbamate formation) but also to CO2 removal (i.e., MEA regeneration). A delicate 

balance between the competing pathways was identified in both of the studies, which was deemed to 

be further complicated by significant temperature and entropic effects that contributed to the free 

energies from extensive reorganization of the solvent microenvironment. The solvent participation was 

shown to go far beyond the first solvation shell, providing further evidence of the inadequate use of the 

continuum (even semi-explicit) solvation models.  

The tight balance between zwitterion → carbamate and zwitterion → CO2 + MEA competition was 

also acknowledged in investigating CO2 release from carbamate.113 Since the calculations revealed that 

the process is too energetically demanding, the authors made use of the reversibility of the reactions, 

proposing that CO2 release is accomplished by (i) regeneration of the zwitterionic intermediate by 

carbamate protonation by MEA(H+), and (ii) CO2 release from the zwitterionic intermediate (i.e., reverse 

of the reaction pathway B in Figure 6). 

Finally, Matsuzaki et al. investigated the mechanism for the formation of the bicarbonate product.115 

Based on the ab initio calculations along with the PCM solvation model, they suggested that the 

formation of the carbamate intermediate (Figure 6B) is followed by its protonation in the next step, 

yielding the carbamic acid. The carbamic acid is then speculated to further undergo an attack by OH‒, 

releasing the bicarbonate and free MEA. 

Other studies – not directly focused on the mechanism of the CO2-amine interaction – were carried 

out to screen the additional effects of molecular structure (e.g., amine substitutions), solvent 

environment, temperature, and other experimental conditions. A few examples include the calculations 

of various amines’ basicities and their correlation with the CO2 interaction energies (stability of the 

carbamate intermediate) and/or the reaction kinetics.105, 116-119 Naturally, the electron-withdrawing 

groups weakened CO2 binding efficiency as their basicity decreased, and vice versa. In addition, Orestes 

et al. proposed that higher basicity implies greater stability of the zwitterionic intermediate, and 

therefore, suggested that highly basic amines (such as guanidines) may provide relatively stable 

zwitterions with prolonged lifetimes.116 This greater stability indicates a stronger bond with CO2 to form 

the carbamate through hydrogen atom transfer of the hydrogen atom bound to the amino nitrogen. Jhon 
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et al. tried to evaluate steric effects to explain the contrasting patterns in the nucleophilicity of various 

amines and their reactivity, but further evaluation is needed to predict better CO2-amine reactivities.120  

Finally, Li et al. evaluated the performance of various exchange-correlation functionals for predicting 

the MEA-CO2 interaction.121 The authors observed somewhat inconsistent results on the optimized 

geometries and the corresponding energies based on the method that was utilized. In particular, the 

energetic minima seem to differ significantly when the MP2 or DFT optimizations were performed, which 

raises concerns as to the accuracy of the ab initio single-point calculations carried out on top of the DFT 

optimized geometries. However, it seems that the ωB97XD functional can be recommended for both 

optimization and energetic purposes.  

In summary, the described theoretical studies have focused on understanding the binding 

mechanism between amines and CO2. The primary/secondary amines are believed to react with CO2 

molecules to provide carbamate species through the short-lived zwitterionic intermediate. The strength 

of the amine-CO2 interaction is regulated by the basicity (nucleophilicity) of the amines that can, in turn, 

be controlled by the introduction of the electron-donating/withdrawing substituents. Theoretical studies 

have also indicated the close participation of the solvent (water) molecules, as these species can stabilize 

the free reactants (by forming a concise hydrogen-bonding network around them) or particular reaction 

intermediates (such as zwitterionic intermediate or carbamate), or can function as proton relays to 

accept/donate protons. Therefore, it comes as no surprise that solvent models that treat water 

molecules explicitly (or semi-explicitly) exhibit more reliable results than simple continuum-based 

approaches. On the other hand, the mechanism of CO2 release is still relatively underexplored, as several 

contrasting reaction pathways have been suggested.  

 

5. Redox-Active Capture Molecules. 
5.1 Introduction. 

Another popular approach to eCCC is the use of redox-active capture molecules, or redox carriers, 

that directly bind and release CO2 upon oxidation or reduction (i.e., direct eCCC methods). Scheme 4 

illustrates a generalized direct eCCC cycle featuring a redox carrier.122 In the cycle, the molecule in the 

resting state (R) is reduced to form the active state carrier species (R*:), where 𝑛 is the number of 

electrons transferred. The reduced species has a high affinity for CO2 (𝐾;(<'()), which allows for capture 

from a dilute inlet stream to form the CO2-bound adduct, R(CO,)=*:. Here, 𝑞 represents the number of 

CO2 molecules that bind to each capture molecule. Release is triggered by the oxidation of R(CO,)=*: to 

form R(CO,)=, which has a much lower affinity for CO2 (𝐾,(>)), resulting in liberation of CO2 to reform 
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the resting-state carrier (R) to complete the cycle. This approach takes advantage of the difference 

between the binding affinity of the oxidized (𝐾,(>)) and reduced (𝐾;(<'()) states of the carrier (R and 

R*:, respectively).  

 
Scheme 4. Redox-active capture molecules for electrochemically-mediated CO2 separation, adapted 

from Ref. 41.   

 
DuBois and coworkers were the first to publish the use of redox-active capture molecules for eCCC 

applications. Several classes of redox-active capture molecules were assessed using spectroscopic, 

voltammetric, and controlled potential electrolysis approaches to determine both the electrochemical 

reversibility of CO2 binding and the CO2 equilibrium constants of the oxidized and reduced forms.123,124 In 

these works, they outline desirable molecular properties of efficient CO2 capture molecules. They 

propose that a capture molecule for direct eCCC must have a site capable of CO2 binding and must also 

be able to undergo chemically reversible oxidation and reduction in the presence and absence of CO2. 

Regarding these two points, they identified the importance of proximity of the redox center to the CO2 

binding site. Shorter distances between the two sites resulted in larger changes in the binding affinity 

between oxidized and reduced states of the capture molecule. This is important because the difference 

in CO2 binding affinity between the oxidized and reduced forms must be sufficiently large to enable 

sufficient CO2 capture from a given feed gas. One metric that can be utilized to evaluate if sufficient CO2 

is captured from the feed gas is the Faradaic efficiency, or the moles of CO2 separated per mole of 

electron transferred. Assuming complete activation/deactivation of a redox-active capture molecule 

(with total concentration [R]?), the upper bound on 𝜂@1A1B1C% for a redox-active carrier / solvent system 

can be determined as follows: 

 𝜂@1A1B1C% =
=
*
M

5%)*#(+(5,!-)
.

;	-	5%)*#(+(5,!-).
− 5#(*)(5,!$).

;	-	5#(*)(5,!$).
N − 5,

*[>]1
(𝑃$ − 𝑃C)  Eq. 9 
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where 𝐾F  is the Henry’s law constant for CO2 in the solvent of choice, 𝑃C is the initial CO2 partial pressure 

before separation, and 𝑃@ is the final CO2 partial pressure after separation and recovery (typically 1 atm). 

This expression for the Faradaic efficiency upper bound aligns with several previous works.124, 125, 126 

Considering an example system with a 10% CO2 stream (typical concentration from a coal-fired power 

plant flue gas)23, 28 and the following constant parameters ([R]? = 1 M, KH = 0.175 M/atm, 𝐾,(>) ≪ 1, 𝑞 = 

1), a 𝐾;(>'() value of at least 6.3 x 102 is required to obtain ≥ 90% of the maximum Faradaic efficiency 

predicted with eq. 9. Using the same equation, a 𝐾;(>'()  value of at least 1.6 x 105 is necessary to capture 

from atmospheric CO2 sources (𝑃C = 410 ppm) with the same efficiency. 

In addition to impacting the Faradaic efficiency, binding coefficients can also influence system energy 

requirements due to their direct relation to the difference in standard potentials for the binding and 

release steps (ΔE = E°cathodic - E°anodic). More specifically, the ratio between the activated and deactivated 

capture molecule binding affinities, i.e., 𝐾;(>'()/	𝐾,(>), is intrinsically proportional to ΔE according to 

eq. 10. 

−𝑅𝑇 ln R
5%(*'()
5#(*)

S = 𝑛𝐹(∆𝐸)     Eq. 10 

Therefore, a higher binding affinity ratio, 𝐾;(>'()/	𝐾,(>), will lead to higher cell voltages and thus greater 

energy requirements. To further assess this tradeoff between system energy requirements and Faradaic 

efficiency, Clarke et al. defined a combined efficiency metric to highlight molecular properties (such as 

𝐾;(>'()) that may be effective to adequately balance this tradeoff.126 Their work also explores how these 

effective properties are dependent upon other system properties, such as system configuration.   

Beyond having adequate CO2 binding affinities while maintaining a minimal potential difference 

between binding and release steps, additional desirable characteristics of capture molecules include: 

rapid electron transfer kinetics, high solubility, stability of the carrier species towards other compounds 

present in a given feed gas composition (e.g., oxygen, water vapor), among others.42, 43, 125 Overall, several 

different classes of molecules have been identified and assessed as capture molecule candidates. 

Quinones are the most studied group of molecules, 110, 113, 127-131 but other redox-active capture species 

have been assessed as well, including transition-metal complexes,132 bipyridines,133-135 and thiols.136 In 

the following sections, several demonstrations involving different capture molecules and solvents will be 

discussed. These demonstrations include primarily cyclic voltammetry and bulk electrolysis experiments 

to assess CO2 binding/release capabilities, as well as a few engineered flow-cell systems. 
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5.2 Mechanistic Insights and Demonstrations. 
5.2.1 Quinones.  

In addition to acting as reversible PCET pH-mediators (as discussed in Section 3), ortho- and para-

benzoquinones can bind CO2 directly under aprotic conditions. CO2 reacts with reduced quinones at one 

or more anionic oxygen atoms via an ECEC or EEC mechanism.128 An ECEC mechanism may be desirable 

because the quinone captures two CO2 molecules, increasing the sorbent capacity. Additionally, capturing 

two CO2 molecules per two electron transfers theoretically allows for Faradaic efficiencies of 100%. ECEC 

or EEC mechanisms depend on whether CO2 molecules bind to the reduced species in its radical anion 

(QRA) and/or dianion (QDA) forms (Scheme 5).127-129 In general, quinones have displayed a wide range of 

affinity for CO2; reported CO2 binding constants for quinone dianions (𝐾"##(GH)) have been reported 

between ca. 10 – 1020,124, 128, 137-141 which is summarized in Table 1. Numerous quinones also bind CO2 in 

their radical anion state (QRA). However to date, 𝐾"##(>H) values have only been reported for 9,10-

phenanthrenequinone and 2,6-di-tert-butyl-1,4-benzoquinone.124, 137 The binding constants for both 

radical anions (𝐾"##(>H)) were several orders of magnitude smaller than the corresponding values for the 

dianions (𝐾"##(GH)). Although no other values of 𝐾"##(>H)  have been quantitatively determined, cyclic 

voltammetry suggests that 𝐾"##(>H) is always much smaller than 𝐾"##(GH),
124, 128, 129, 137, 138, 140 likely due 

to increased nucleophilicity of the oxygen atoms in the dianion. The specific value for 𝐾"##(>H), which 

represents the thermodynamic favorability of CO2 binding to a quinone radical anion species, causes the 

disparity in reported mechanisms (EEC or ECEC). A complication to this assessment, however, is if 

disproportionation of two QRA molecules transpires to create Q and QDA, which then reacts with CO2; this 

may result in inflated values for 𝐾"##(>H) and falsely suggest an ECEC mechanism if not properly 

considered.124, 142, 143  
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Scheme 5. Direct electrochemical capture by quinones by EEC mechanism (top) and ECEC mechanism 

(bottom). 

 

Table 1. Reported reduction potentials for various quinone radical anion / dianion redox pairs (E2
1/2) and 

associated CO2 binding constants of the dianion species (KCO2(DA)). 

Quinone Solvent E21/2(N2)a E21/2(CO2) a ΔE1/2b Log(KCO2(DA)) Ref. 

Tetrachloro-1,4-benzoquinone DMF –0.72 N/A N/A 3.8 120 

2,6-di-tert-butyl-1,4-benzoquinone DMF –1.46 N/A N/A 15.0 120 

9,10-phenanthrenequinone DMF –1.19 N/A N/A 11.8 120 

2,3-dicyano-1,4-benzoquinonec DMF –0.47 N/A N/A 3.8 121 

tetrafluoro-1,4-benzoquinone DMF –0.80 –0.50 0.30 4.3 135 

tetrabromo-1,4-benzoquinone DMF –0.88 N/A N/A 3.3 136 

2,3-dichloro-1,4-naphthoquinone DMF –1.21 N/A N/A 5.7 136 

2,5-bis(dimethylamino)-3,6-difluoro-1,4-

benzoquinone 

DMF –1.47 N/A N/A 11.6 136 

1,4-benzoquinonec DMSO –1.05 0.00 1.05 16.9e 137 

anthraquinone (AQ) DMSO –1.40 –0.65 0.75 11.8 e 137 

duroquinone DMSO –1.55 –0.33 1.22 19.9 e 137 

naphthoquinone (NQ) DMSO –1.25 –0.40 0.85 13.5 e 137 

2,6-dimethyl-1,4-benzoquinone DMSO –1.40 –0.23 1.17 19.0 e 137 
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2, 6- dichloro- 1, 4-benzoquinone MeCN –0.94 –0.60 0.34 6.0 125 

2- chloro- 1, 4-benzoquinone MeCN –1.07 –0.58 0.49 10.0 125 

tetrafluoro-1, 4-benzoquinone MeCN –0.80 –0.62 0.18 3.8 125 

tetrachloro-1,4-benzoquinone MeCN –0.74 –0.63 0.11 2.5 125 

5-hydroxy- NQd** MeCN –0.94 –0.71 0.23 3.3 125 

1, 8- dihydroxy- AQd** MeCN –1.20 –0.94 0.26 5.4 125 

1, 2- dihydroxy- AQd** MeCN –1.29 –1.08 0.21 4.6 125 

5, 8- dihydroxy- NQd** MeCN –0.98 –0.91 0.07 2.1 125 

anthraquinone MeCN –1.56 –0.62 0.46 9.0 138 

1-hydroxy-AQ MeCN –1.30 –1.18 0.20 5.1 138 

1,4-dihydroxy-AQ MeCN –1.15 –1.14 0.01 1.1 138 

1-amino-AQ MeCN –1.58 N/A N/A 8.3 138 

1,4-diamino-AQ MeCN –1.63 N/A N/A 9.7 138 

1-amino-4-hydroxy-AQ MeCN –1.41 –1.20 0.21 4.8 138 

2,3-dicyano-1,4-naphthoquinone MeCN –0.62 N/A N/A 1.7 136 

2,5-bis(dimethylamino)-1,4-benozquinone MeCN –1.23 N/A N/A 12.1 136 

tetra(dimethylamino)-1,4-benzoquinone MeCN –1.68 N/A N/A 11.6 136 

tetramethylester-1,4-benzoquinone CHCl3 –0.65 N/A N/A 2.5 136 

aPotentials are reported as V vs. SCE. Potentials recorded in MeCN were converted to SCE using Ref. 144  
b Reported in units of volts and equal to the shift in half-wave potential in the presence and absence of 
CO2 (ΔE1/2 =𝐸IJ - 𝐸;/, in eq. 11).                           
cUndergoes Kolbe-Schmidt reaction with CO2 as a decomposition pathway.                                                           
dFeatures intramolecular hydrogen-bonding interactions.                                                                                    
e Calculated using eq. 11 from reported reduction potentials under N2 and CO2 atmosphere. 

 

Among the multiple classes of redox-active molecules first considered by DuBois and coworkers, 

quinones were the most promising. 137   A wide variety of quinone candidates were screened in acetonitrile 

(MeCN) and dimethylformamide (DMF) using both cyclic voltammetry and bulk electrolysis techniques. 

Of the large number investigated, only five showed reversible CO2 binding and release with sufficient CO2 

binding affinities: 2,6-di-tert-butyl-1,4-benzoquinone (DtBBQ), 9,10-phenanthrenequinone (PAQ), 

tetrachloro-1,4-benzoquinone (TCQ), 2,3-dicyano-1,4-benzoquinone, and 2,3-dicyano-5,6-dichloro-1,4-

benzoquinone (DDQ). Reduction potentials and values of 𝐾"##(GH) (and some values of 𝐾"##(>H)) were 

reported for each of the five quinones, however little mechanistic information was determined beyond 

the number of CO2 molecules bound per quinone dianion. 

In 1989, Mizen and Wrighton reported the first mechanistic study of CO2 binding to quinone 

dianions.127 Chemical reduction of PAQ by one or two electrons with cobaltocene or sodium metal (to 

form PAQ●– or PAQ2–, respectively), followed by addition of CO2 resulted in the formation of a new species. 
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This species featured a 13C NMR peak between 156-158 ppm in CD3CN or DMSO-d6, suggesting formation 

of an alkyl carbonate. Infrared spectroscopy further confirmed this assessment, exhibiting carbonyl 

stretches at 1646 and 1686 cm-1 when cobaltocene was used as the reductant. Spectroelectrochemical 

infrared (SEC-IR) spectroscopy indicates the formation of a single carbonyl stretch at 1646 cm-1 upon 

reduction of PAQ to PAQ2–. The stretch observed at 1686 cm-1 was attributed to interactions with 

cobaltocenium cation, which is more likely to interact and stabilize the CO2 adduct than the 

tetrabutylammonium cations present in SEC-IR studies. When the same experiments were repeated in 

the absence of CO2, the 13C NMR and IR signals were not observed, which indicated CO2 binding occurs at 

one or both anionic oxygen atoms upon reduction of PAQ to PAQ2–. With this information, along with the 

experimentally determined 2:1 ratio of CO2:PAQ2–, Mizen and Wrighton proposed an ECEC mechanism for 

the reaction, whereby two molecules of CO2 are bound through the two oxygen atoms of PAQ2–. 

Shortly thereafter, Ogura and coworkers reported a mechanistic study with several other quinones 

and CO2 in MeCN.128 This study expanded upon the work of Mizen and Wrighton by including 11 different 

quinones of varying electron density. Like PAQ, the quinones with more nucleophilic oxygen atoms bind 

two molecules of CO2 via an ECEC mechanism. In contrast, the less electron dense quinones did not bind 

CO2 in the radical anionic state and thus undergo an EEC to bind one molecule of CO2 upon reduction to 

the dianion. Interestingly, the authors observed that there appeared to be a specific threshold potential 

for the first reduction (to form the radical anion) where the quinones switched between EEC and ECEC 

mechanisms. The proposed ECEC mechanism for 1,4-anthraquinone (AQ), 1,4-napthoquinone (NQ), 

duroquinone (DQ), and 2,6-dimethylbenzoquinone (DMQ) in MeCN by Ogura and coworkers contrasts 

with the mechanism previously reported in dimethylsulfoxide by Simpson and Durand.140 Simpson and 

Durand proposed an ECE mechanism for each of these quinones based on cyclic voltammetry; however 

the authors did not determine how many CO2 molecules were bound to the reduced quinone species. Due 

to the difficulty of differentiating ECE and ECEC mechanisms by cyclic voltammetry and without knowledge 

of either reaction stoichiometry or products formed,145 it is likely that the mechanism was incorrectly 

assigned and is in fact ECEC for these quinones. In more recent work, naphthoquinones have been 

determined to undergo ECEC or EEC mechanisms in ionic liquid solvents, similar to what has been 

previously observed in aprotic organic solvents.129  

To study the redox behavior and the reactivity toward CO2 capture of p-benzoquinone (BQ) and 

tetrafluoro-p-benzoquinone (TFBQ), Namazian et al. employed both experiments (cyclic voltammetry) 

and theory (ab initio calculations with the G3MP2//B3LYP composite method with the CPCM solvation 

model).138 Their cyclic voltammetry results in DMF solvent indicated that BQ is likely to capture CO2 after 
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the first reduction to BQ semiquinone (BQ●–), whereas the TFBQ was proposed to react with CO2 only 

after the two-electron reduction (TFBQ2-) is accomplished (note that this corresponds to the ECE and EEC 

mechanisms for BQ and TFBQ, respectively). In the article, the lower reactivity of the TFBQ semiquinone 

was explained based on the lower nucleophilicity of the quinone’s oxygen atoms due to the presence of 

the electron-withdrawing fluorine atoms. The calculation of the lower charge on the oxygen atoms in 

TFBQ●– was performed as a confirmation. The BQ and TFBQ were also compared in the regioselectivity 

of CO2 binding. Both theory and experimental work indicate that TFBQ2- binds CO2 at the oxygen atom, 

forming a carbonate product (note that the carbonate was calculated to be favored by ~ 88 kJ/mol over 

the carboxylate). Comparatively, theory predicts that BQ prefers carboxylate (carbon-bound CO2) over 

the carbonate product by ~ 10 kJ/mol. However, these findings conflict with previous experimental 

observations, and they speculated that this difference may be due to kinetics, as the formation of the 

carbonate product may be a faster reaction than the that to form the more stable carboxylate product. 

While formation of a carboxylate versus a carbonate does not affect the overall mechanism (i.e., EEC or 

ECE) in theory, it is unclear if and how the resulting product would impact overall performance of a redox 

active capture molecule. Fan et al. revisited the BQ reactivity by comparing the properties of the most 

stable carboxylate species obtained from the calculations with the experimental infrared absorption, and 

notably, the authors’ findings were in agreement.146 

Naphthoquinones undergo ECEC or EEC mechanisms in ionic liquid solvents, similar to what has been 

observed in aprotic organic solvents.129 Jin and coworkers used a spectroelectrochemical approach to 

elucidate the mechanism and site of binding for CO2 capture with NQ, 2-chloro-1,4-napthoquinone (CNQ), 

and 2,3-dichloro-1, 4-napthoquinone (DCNQ). Upon two electron reductions of NQ to the dianion (NQ2–) 

under CO2, a carbonyl stretch is observed at 1634 cm-1 via spectroelectrochemical infrared spectroscopy 

(SEC-IR). The IR band is consistent with a carbonate species and is not present when the experiment is 

repeated in an inert N2 atmosphere. This result suggests that CO2 binds to NQ2- through the anionic oxygen 

atoms, similar to what was previously observed with PAQ2- in MeCN.127 Using cyclic voltabsorptometry 

(CVA) and derivative cyclic voltabsorptometry (DCVA), the authors concluded that reaction of CO2 with 

NQ follows an ECEC mechanism using. Monitoring the IR spectrum during CVA and DCVA experiments, it 

was observed that the CO2 binds to the radical anion (NQ●–) prior to being reduced to the dianion, where 

it could then bind a second molecule of CO2. The overall reaction stoichiometry of NQ with CO2 was further 

confirmed using a similar method used by Ogura and coworkers.128 When the solution was oxidized, the 

carbonate stretch at 1634 cm-1 disappeared, with the growth of a peak at 1671 cm-1 corresponding to NQ. 

This pattern was observed across multiple consecutive scans, indicating that binding and release is 
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reversible. When these experiments were repeated for CNQ and DCNQ, similar results were observed; 

however, both quinones only bind one molecule of CO2 through a proposed EEC mechanism.  

While thermodynamic data exists for CO2 binding with various quinone dianion species and some 

anion species, much less kinetic information has been reported. Yet, CO2 reaction kinetics will play an 

important role in overall system performance as they will influence the rate of CO2 binding/release and, 

consequently, the design and performance of associated process units (e.g., absorption column). In early 

work, Wrighton and Dubois investigated the kinetics of binding between quinones (PAQ and DTBBQ, 

respectively) and CO2 following reduction. Using chronoamperometric techniques, they obtained second 

order rate constants of 96 and 19.1 M-1s-1 for PAQ●– in MeCN and DtBBQ●– in DMF, respectively.124, 127 

Durand and coworkers performed a kinetic investigation of CO2 binding with a series of quinones in a 

single solvent.140 Using rotating disk voltammetric methods, the second order rate constants for five 

quinones were determined, ranging between 46 to 350 M-1s-1 in DMSO. The second order rate constants 

were derived using digital simulations based on data obtained under pseudo-first order conditions, 

instead of by varying the concentrations of CO2 as was done in prior studies. Results from the five quinones 

indicate that there may be a relationship between the first (more oxidative) reduction potential and CO2 

binding rate constant, such that more negative reduction potentials (more nucleophilic quinones) 

correspond with faster binding. However, relatively large errors in the rate constants and the small data 

set prevents analysis of any observed trends. While it is currently unclear what rate constant values will 

be required or optimal, there are indications for how rate constants could impact CO2 binding selectivity. 

From the limited data reported for quinone CO2 reactivity, protonation is confirmed to be kinetically 

favored.140, 143 For example, protonation of anthraquinone has been observed to be twice as fast as CO2 

binding in DMSO.140 If an electrochemical separation process requires CO2 removal from a mixture with 

high water vapor concentrations, relatively slow CO2 binding kinetics (as compared to protonation) could 

significantly reduce capture molecule effectiveness. Thus, careful matching of solvent and quinone pKa 

values and/or preclusion of acidic proton sources are necessary to prevent kinetic inhibition of eCCC due 

to protonation. 

In addition to these mechanistic studies, quinones have also been cycled over longer time scales using 

controlled potential electrolysis or other electrochemical cells to quantitatively demonstrate CO2 capture 

and release. Scovazzo et al. first reported a successful proof-of-concept CO2 capture-release system for 

direct eCCC, which used solutions of DtBBQ in either propylene carbonate or 1-butyl-3-methylimidazolium 

hexaflurophosphate ionic liquid ([bmim][PF6]).125 Using a closed-system bulk electrolysis set-up, the 

authors demonstrated that direct eCCC from very dilute (< 1%) inlet streams was plausible and that the 
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overall CO2 concentration could be increased to near 100% upon oxidation in a single pass. Using 30 mL 

of the propylene carbonate solution (0.30 M DtBBQ and 0.75 M tetrabutylammonium tetrafluoroborate 

supporting electrolyte), 120 mL of pure CO2 was captured and then released from an incoming 0.5% CO2 

inlet stream. Successful capture, release, and concentration was also performed using [bmim][PF6] as the 

solvent and electrolyte. However, the low concentration of DtBBQ compared to the solubility of CO2 in 

[bmim][PF6] (0.05 M versus 0.08 M/atm, respectively) resulted in a less impressive concentration swing, 

which ranged between 7% to 33% initial and final concentrations. In the two demonstrations, 0.427 and 

0.454 moles of CO2 were released per mole of electron in PC and [bmim][PF6], respectively, resulting in 

Faradaic efficiencies of ~43% and ~45%. These Faradaic efficiencies compare well to the maximum 

Faradaic efficiency of 50% for DtBBQ, as it requires two-electron processes for binding and release, but 

only one molecule of CO2 is bound to the dianion. The estimated energetic efficiency of the system is 

unclear, as no electrode potential difference between the capture and release steps was reported. 

However, typical bulk electrolysis cells (often referred to as “H-cells”), as such, are non-optimized for high 

performance operation, and thus, any reported energetic efficiency would likely not be representative of 

this system’s potential.  

Hatton and coworkers developed a more engineered cell architecture by using polymeric quinone-

based electrodes for eCCC processes (Figure 7).147 Their approach, coined “electro-swing reactive 

adsorption” (ESA), uses a carbon fiber cathode coated in a suspension of carbon nanotubes (CNTs) and a 

polymeric anthraquinone (p-AQ) that adsorbs CO2 directly to the electrode surface upon reduction. To 

complete the cell, a carbon fiber anode coated in CNT and polyvinyl ferrocene was used. In their first 

demonstration, the ionic liquid 1-butyl-3-methylimidazolium bis(trifluorosulfonyl)imide ([bmim][Tf2N]) 

served as both the solvent and supporting electrolyte. The Faradaic efficiency of the system was 90% 

based on cycling experiments performed in a sealed container under 100% CO2 atmosphere. In this 

demonstration, the cell potential was controlled and switched between -1.3 and 0.5 V while the 

headspace pressure was monitored to track CO2 uptake and release by the p-AQ electrode. In addition to 

sealed cell measurements, an open cell setup was used where a dilute CO2 stream was passed through an 

adsorption bed composed of multiple cells. In this setup, the p-AQ electrodes performed quantitative 

capture from 10% CO2 inlet streams, with over 80% capture was observed with inlet stream 

concentrations as low as 0.6%. Additionally, the system was quite robust, with only ~30% degradation 

after 7000 capture/release cycles. Based on the applied potential difference and Faradaic efficiency (90%), 

the reported system energy requirements were 90 kJ/mol CO2 for CO2 removal and recovery from a 10% 
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concentration. Based on the reported 

values, the experimental energetic 

efficiency of the system is estimated to 

be ca. 6% (given that a 10% to 100% 

swing for a case of “skimming” requires 

5.7 kJ/mol CO2).  The authors also 

hypothesize that after several cycles, ΔE 

can be dropped to 500 mV where ~60% 

of the quinone species are activated for 

capture. Although it was never evaluated 

experimentally, dropping ΔE to 500 mV is 

estimated to lower the energetic 

requirement to ~43 kJ/mol CO2 (~13% 

energy efficiency). 

More recently, Hatton and coworkers have used their p-AQ electrodes with “water-in-salt” electrolyte 

mixtures in place of ionic liquids.148 Large concentrations of lithium bis(trifluoromethylsufonyl)imide 

(LiTFSI) in water results in a significant extension of the electrochemical window, such that p-AQ could be 

reduced and oxidized while minimizing solvent or electrolyte side reactions. Due to the reduced 

concentration of “free-state” water present in 20m LiTFSI at pH 4, protonation of the reduced p-AQ 

species was suppressed (where m is molality). Due to high supporting salt concentrations, this reactivity 

runs counter to what has been observed with other quinones in aqueous media74, 75 as well as what was 

observed with p-AQ electrodes in 1m NH4NO3 at the same pH. Limited proton availability also results in a 

more anodic potential for the oxygen reduction reaction, decreasing the sensitivity of p-AQ to O2. 

Additionally, unlike other reported examples of quinones in the presence of alkali metals,149-154 the 

reduction potential of p-AQ does not shift anodically with increasing concentration of LiTFSI (from 1 to 

20m) under an inert N2 atmosphere. When CO2 was introduced, the reduction peak did shift anodically, 

indicating the formation of the CO2 adduct, quinone bis(carbonate), which is oxidized at more positive 

potentials than the p-AQ dianion. Increasing concentrations of LiTFSI under CO2 resulted in increased 

separation between the reduction and oxidation potentials, which was attributed to stabilization of p-AQ 

CO2 adducts by LiTFSI, as confirmed by DFT.147 Using their electro-swing operation strategy with a custom 

“zero-gap” flow cell, CO2 binding and release cycles were performed at currents up to 2 mA cm-2 (2 A g-1). 

While operating under constant current conditions of 0.5 mA cm-2, the authors report an energetic 

 
Figure 7. Faradaic electro-swing system with a polymeric 
anthraquinone electrodes for direct eCCC developed by Voskian 
and Hatton. Figure used from ref. 144 under the CC BY 3.0 
license. 
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requirement of ~56 kJ/mol CO2 for their system in 20m LiTFSI, an improvement over the demonstration 

in [bmim][PF6], as described above. Based on the reported energy requirement for capture from an initial 

CO2 concentration of 15%, an estimated overall efficiency of at least ~8% is calculated (given that a 15-

100% swing requires a minimum of 4.7 kJ/mol CO2 for the case of “skimming”). The system displayed the 

same excellent stability that was previously observed in [bmim][PF6], while also operating in the presence 

of oxygen. A faradaic efficiency of over 95% was averaged over 75 cycles in 20m LiTFSI under a gas 

composition of 15:3:82 CO2:O2:N2. Hatton and coworkers continued to add alkali metals, albeit at lower 

concentrations (1 M NaTFSI), in their work with 2,3-Di-(2-(2-methoxyethoxy)ethoxy)-1,4-

naphthoquinone, also referred to as a liquid quinone.{Diederichsen, 2022 #1289} Here, they 

demonstrated capture from a 15% CO2 mixture (85% N2), operating at ca. 70% Faradaic efficiency (defined 

as CO2 capacity utilization efficiency) while maintaining relatively low levels of efficiency decay over 10 

cycles. When 5% O2 was added to the mixture, efficiency losses were increased, and thus the authors 

emphasized that understanding O2 reduction rates in this system will be a focus of future work. They also 

developed a continuous flow lab-scale test system and demonstrated CO2 capture and release from a pure 

CO2 stream (due to limitations on quinone conversion) and estimated that cell energy requirements could 

be in the range of 35–220 kJ/mol CO2.  

Recently, to address the observed instability of quinone carriers in the presence of O2, Zito et al. 

investigated the validity of the proposed linear relationship between the second reduction potential and 

CO2 binding constant of quinones.139 In their work, they synthesized and tested the ability of seven new 

quinones to capture CO2 in their dianion states. The measured 𝐾"##(GH) were in the range of ca. 50‒1012 

and followed the trend of decreasing reduction potentials with increasing 𝐾"##(GH). The experimental 

investigation was complemented by large-scale DFT calculations oriented on understanding how the 

substituent effects on the quinone scaffold influence the key thermodynamic properties (such as 

reduction potentials and CO2 binding constants) through steric and electronic effects. Overall, Zito et al. 

found that the linear trend holds relatively well over a large range of reduction potentials, suggesting that 

additional secondary interactions might be required to shift the reduction potentials more positive than 

the O2 reduction reaction. This could be achieved, e.g., via auxiliary binding charged groups or hydrogen 

bond donors.  

The effects of hydrogen bond donors was probed by Barlow et al. who demonstrated that use such 

additives indeed shifts the reduction potential of the redox-active capture molecule to more positive 

potentials.155 Different alcohols were added to tetrachloroquinone (TCQ) in DMF to study the effect of 

these hydrogen-bond donors on the reduction potential and the CO2 binding affinity. Although all alcohol 
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additives resulted in a positive shift of the reduction potential, stronger hydrogen-bonding interactions 

inhibited CO2 binding, leading to smaller CO2 binding affinities, while moderate interactions resulted in 

larger CO2 binding affinities. Ethanol was identified as a hydrogen-bond donor that did not have 

deleterious effects on the CO2 binding affinity but enabled a favorable shift in the reduction potential to 

values greater than that of O2 reduction. TCQ was tested via controlled potential electrolysis with the 

presence and absence of ethanol in the electrolyte mixture, where the reduced form of TCQ (TCQ2-) was 

oxidized and re-reduced in the presence of a simulated flue gas mixture (87:10:3 N2:CO2:O2). With ethanol 

as an additive, Barlow et al. showed improvements in the extent of electrochemical CO2 capture and 

concentration from flue gas concentrations in the presence of O2. More specifically, with the addition of 

ethanol, the estimated Faradaic efficiencies during both oxidation/release and reduction/recapture steps 

were improved from 84% to 95% and 27% to 73%, respectively. The TCQ/ethanol pair was not tested over 

multiple cycles, so long term stability of this specific chemistry is unclear. However, this work 

demonstrates that hydrogen-bond donors can be added to an electrolyte to anodically shift the reduction 

potentials of the quinone (or another redox active capture agent) and improve O2 stability. 

5.2.2 Transition Metals.  
Redox-active transition metal (TM) centers paired with specific ligands can also serve as CO2 capture 

agents in direct eCCC systems. DuBois and coworkers suggested that TM complexes with ligands that 

contain a CO2 binding site (i.e., a nucleophilic nitrogen or oxygen) could achieve CO2 pumping.124 The 

metal center as the active redox site would alter the electron density of the compound and thus the CO2 

binding affinity. Their study found that the distance between the redox metal center to CO2 binding site 

significantly impacts the electronic communication of the compound. The assayed compounds contained 

one, two, or five atoms separating the binding site to the redox active metal center of Co, Fe, or Ru. CO2 

capture activity was only observed in the Co3+ cyclopentadienyl indenyl complex with a one-atom 

separation of metal from the binding site.  

A few binuclear TM complexes explored in other works were demonstrated to trap the CO2 dissolved 

in aqueous media as a bound carbonate ion.156-159 In 

these, specific bridging ligands orient two metals (Zn, Co, 

Ni, or Cu) to issue strong carbonate binding interactions. 

However, studies examining the electrochemical behavior 

of these compounds and their application to reversibly 

pumping CO2 are limited.  

 

Figure 8. Carbonate adduct, [Cu2(tpmc)(μ-
CO3)]2+ formed from [Cu2(tpmc)(μ-OH)]3+. 
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DuBois and coworkers examined binuclear Ni and Cu complexes with varied bridging ligands for the 

reversible capture and release of bicarbonate, and found that more flexible ligands resulted in enhanced 

binding.132, 159 However, the reduction potentials of the nickel complexes were too negative for 

electrochemical pumping. Of the copper complexes surveyed, the [Cu2(tpmc)(μ-OH)]3+ complex (tpmc = 

bridging N,N’,N’’,N’’’-tetrakis(2-pyridylmethyl)-1,4,8,11-tetraazacyclotetradecane ligand), demonstrated 

a viable reduction potential for CO2 pumping and successful electrochemical CO2 capture and 

concentration from 10% to 75% (Figure 8) in the presence of oxygen. Cycling resulted in partial 

precipitation of the Cu+ complex, an outcome which could potentially be improved upon with variation of 

supporting electrolytes or ligand. Contrary to typical increased CO2 binding affinity upon reduction, these 

systems bind carbonate upon oxidation, and reduction results in CO2 release. 

5.2.3 Bipyridines.  
Bipyridines also become more nucleophilic upon reduction, making them suitable candidates as CO2 

capture redox carriers. A study by Hitoshi et al. described the reversible capture and release of CO2 by N-

propyl-4,4’-bipyridinium (Prbipy+).133 More recently, Buttry and coworkers explored the reactivity of the 

related N-methyl-4,4’-bipyridinium (Mebipy+) with experimental data and theoretical calculations.134 The 

electrochemical behavior and DFT calculations indicate the following mechanism of CO2 binding for 

Mebipy+ and the related Prbipy+ (Scheme 6). First, the Mebipy+ is reduced by one electron to form a 

neutral Mebipy*. In the presence of CO2, Mebipy• species undergoes disproportionation to form Mebipy+ 

and Mebipy–. The latter reacts with CO2 to form Mebipy–CO2
–, which results in a disappearance of the 

more cathodic redox event. The CO2 adduct can then be electrochemically oxidized by two electrons to 

return the parent Mebipy+ cation. For these monoalkylated bipyridinium species, the stoichiometry thus 

requires two electrons due to the disproportionation event that occurs to capture one molecule of CO2. 

Buttry and coworkers also studied the 

related non-alkylated compound, 4-,4’-

bipyridine (bipy).160 The one electron reduction 

of bipy produces the radical anion, bipy•–, 

which quickly binds to CO2. Following oxidation 

of the bipy–CO2
•– adduct, CO2 is released and 

bipy is regenerated. This mechanism differs 

from the monoalkylated bipyridinium compounds. One equivalent of electrons is sufficient for capturing 

a single equivalent of CO2 due to the more nucleophilic radical anion, which readily binds to CO2 after a 

single reduction. In the ionic liquid BMF TFSI under a N2 atmosphere, reduction of bipy to bipy•– is a one 

Scheme 6. Reduction of MeBipy+, disproportionation of 
Mebipy•, and CO2 binding to Mebipy- 

 



 41 

electron reversible couple at -2.25 V vs ferrocene. In a solution saturated with CO2, the reduction peak for 

bipy•– shifts from -2.3 V to -2.05 V vs ferrocene displaying strong binding between bipy•– CO2. The bipy–

CO2
•– is oxidized at -1.35 V vs ferrocene, a substantial positive shift due to the very stable N–C bond formed 

in the adduct. The large potential difference between reduction and oxidation of this adduct is a crucial 

component as it can impact the total energy for the bipy–CO2 capture release cycle. 

Computations were also carried out to elucidate the reaction mechanism of CO2 capture by 

4,4’-bipyridine.160 Utilizing DFT (B3LYP and M062X) with the implicit continuum solvation model, the 

computations revealed that a stable adduct is formed between the 4,4’-bipyridine anion radical and the 

CO2 molecule, with the ΔG0 = ‒43.9 kJ/mol.160 The release of the CO2 molecule was then accomplished by 

re-oxidation of the adduct, presumably yielding a zwitterionic intermediate, which is susceptible to a 

facile decarboxylation. 

5.2.4 Dithiols.  
Buttry and coworkers also described the 

use of thiolates as redox carriers.136 Prior to 

this study, there were few reports of S-

bound terminal thiocarbonates, and no 

description of the electrochemical behavior 

of thiocarbonate.161, 162 Buttry and coworkers 

specifically looked at benzyldisulfide (BDS) for direct eCCC where they observed that from one equivalent 

of BDS, a two-electron reduction results in two equivalents of nucleophilic benzylthiolate that can react 

with one CO2 molecule forming a S-benzylthiocarbonate (Scheme 7). Using DFT (B3LYP), CO2 capture is 

estimated to have a binding energy of -66 kJ mol-1. Computations were also used to elucidate the CO2 

release step. The authors proposed that CO2 release should follow the oxidation of thiocarbonate due to 

a significant electron density localized at the S‒C bond of thiol and CO2 in the redox-active molecular 

orbital (RAMO). Removing the electron from RAMO upon oxidation should thus lead to the bond 

destabilization and the rapid CO2 release. From the overall mechanism, a stoichiometry of one CO2 

captured per one electron transferred to BDS was found, which theoretically allows for capture of two 

CO2 molecules per each BDS. 

Harris and Bushnell added to the BDS study from Buttry and coworkers using DFT to assess solvent 

effects while also exploring the use of other benzyldichalcogenide compounds.163 Pursuant to the 

dielectric constant of different solvents, the absolute reduction potential and the interaction energy for 

benzylthiolate-CO2 binding were exhibited to range between 2.7 to 3.4 V and ‒30 to ‒40 kJ/mol, 

 
Scheme 7. Mechanism of CO2 capture via reduction of 
benzyldisulfide. 
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respectively. They also found that chalcogenide atom significantly impacted the oxidation/CO2 release 

step. The CO2 adducts formed in systems involving benzyldiselenide and benzylditelluride had less 

positive absolute reduction potentials compared to benzyldisulfide (BDS). Thus, the authors suggested 

using benzyl telluride and benzyl selenide as the potential eCCC agents, as they should have a better 

peak-to-peak separation between the CO2 capture and CO2 release potentials. However, other factors, 

such as toxicity and availability, must also be considered. 

5.3 Cell and System Design. 
To date, most studies employing redox-active capture molecules for direct eCCC have consisted of 

proof-of-concept, cyclic voltammetry and/or bulk electrolysis experiments focused on characterizing 

capture species-electrolyte pairs in well-defined and controlled environments. Only a few studies have 

incorporated these molecules into an engineered cell design with flowing gas streams. In the electro-

swing absorption (ESA) system previously introduced, the redox-active capture agent is immobilized on 

the electrode surface and activated via polarization to capture CO2.147,148 A counter electrode, which is the 

positive electrode during the absorption phase, is used to complete the flow of electrons (Figure 7). Once 

the negative electrode is saturated with CO2 the polarity of the cell is deliberately reversed, deactivating 

the capture agent at the now positive electrode in order to release CO2 by desorption. Systems with the 

capture agent immobilized on the solid electrode require the feed gas stream, containing CO2, to be fed 

directly to the electrode. Between both electrodes is a membrane/separator imbibed with the liquid 

electrolyte, which allows the porous electrode to become wetted with a liquid film. This architecture 

facilitates the flow of ionic current throughout the 3D electrode structure to the electrochemical reaction 

sites. In a flowing gas operation scheme, the feed gas containing CO2 is fed through a parallel flow-field, 

and thus CO2 must diffuse laterally through both the porous media and the liquid film to react with the 

activated quinone species.147, 148 In these ESA systems, which employ electrodes that require three-phase 

contact, utilization of the carrier species is likely to be controlled by the CO2 mass transfer rate through 

the porous electrode and liquid film, which may be orders of magnitude lower than both the 

electrochemical and chemical (absorption and desorption) reaction rates. Accordingly, demonstrations 

for ESA systems have been limited to low current density operation (≤ 2 mA cm-2).148 Additionally, it has 

been shown both experimentally and computationally that quinone utilization in a given cycle length is 

strongly dependent on the CO2 concentration in the feed gas, which affects the driving force for film 

diffusion.147 

More recently, use of a liquid quinone for direct eCCC was demonstrated in a redox flow battery type 

system, similar to what was described for some of the pH-swing setups in Section 3.3 (and depicted in 
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Figure 4). By employing two electrochemical cells, continuous, rather than cyclic, CO2 capture was 

performed in one system. More specifically, one cell was used for sorbent activation and the other for 

deactivation with the absorption/desorption steps carried out in external units. 

5.4 Experimental Methods for Measuring CO2 Binding Affinities. 
Determination of 𝐾;(>'() and 	𝐾,(>) values for the active and resting states of redox carriers can be 

determined utilizing numerous methods. Unique to redox carriers however, electrochemical methods can 

be employed dependent on the mechanism. For a system that employs an EC mechanism (electron 

transfer followed by chemical step), or EEC mechanism, carrier CO2 binding constants (𝐾;(>'()  values 

between 100 and 1015) can be measured using the observed shift in the half-wave potential, 𝐸;/,, 

recorded in the presence and absence of a known concentration of CO2 by applying eq. 11.131, 164  

𝐸;/, = 𝐸IJ + <2L
*+

lnT𝐾;(>'()U + 𝑞
<L
*+
ln	[CO,]                                           Eq. 11 

Where 𝑅8 is the universal gas constant, 𝑇 is temperature, 𝐹 is Faraday’s constant, and 𝑛 is the number 

of electrons being passed in the redox event. The number of CO2 molecules that are bound during the 

chemical step is represented by the term 𝑞 (typically, 𝑞 = 1 for most carriers, but can be determined via 

other spectroscopic or voltammetric techniques124, 137, 165). 𝐸IJ is the half-wave potential in the absence 

of CO2, while 𝐸;/, represents the half-wave potential in the presence of a known CO2 concentration in 

solution ([CO,]). This approach can be highly beneficial as it does not require isolation of the active state 

carrier, which can often be unstable or difficult to isolate cleanly. For an EC mechanism where 𝐾;(>'() 

values are larger than 1015, the change in potential can be measured using the open circuit potential, with 

a varied range of CO2 concentrations. In this case, the active state carrier must be formed chemically or 

electrochemically. The 𝐸;/, value from eq. 11 would refer to the open circuit potential under a known 

concentration of CO2. The 𝐸IJ value would refer to the open circuit potential in the absence of CO2. The 

y-intercept of the linear relationship of the change in open circuit potential versus the natural log of the 

concentration of CO2 in solution can be used to find the binding constant. 

Values of KCO2 for redox-carriers can be also be determined using more common spectroscopic or 

physical techniques, depending on the magnitude of 𝐾;(>'() and solubility of the carrier. These 

techniques include, but are not limited to: NMR and electronic absorption spectroscopy, gravimetry, and 

gas uptake experiments.124, 137, 166, 167  

For a system that does not utilize an EC or EEC mechanism, the binding constant can be estimated 

using the electronic absorption spectra at various CO2 concentrations.124 The carrier must be in the active 

state in order to use this method. In previous work, the electronic absorption spectra were studied as a 
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function of CO2 concentration, and analyzed by the Benesi-Hildebrand method to find the equilibrium 

constant.168 

 

6. Concluding Remarks and Outlook. 
The use of electrochemical CO2 capture and concentration was initially reported in literature in the 

1960’s. In the intervening time frame, several different concepts and architectures have been proposed, 

with significant advancements occurring over the last decade. Some of these systems already operate 

with estimated energetic efficiencies rivaling state-of-the-art systems in the laboratory setting. These 

results have demonstrated the promise of eCCC, but also outline scientific challenges that, if addressed, 

would accelerate implementation and widespread use. Long term stability still represents a challenge in 

most eCCC systems. Most pH swing, EMAR, and redox carrier systems are specifically sensitive to oxygen, 

which is commonly present in dilute CO2 streams. Modifying these systems to work at milder 

electrochemical potentials would likely be beneficial for oxygen stability, as well as engineering design 

approaches (e.g., implementation of oxygen separation). Stability of current chemistries towards water 

vapor (for non-aqueous systems) and other components in a CO2-containing streams is also not clear. 

Most studies have focused on improving the chemistry of eCCC systems, such as the carrier species 

and electrolyte, for proof-of-concept experiments. However, design and operation of the electrochemical 

cell will also greatly impact performance of the system, including optimizing for high separation capacity 

and balancing overall energetics versus Faradaic efficiencies. Other considerations that will be required 

for overall operation include selection of cell components (electrodes, membrane/separator, flow 

channels) and operating conditions, and the costs associated with these. The ideal properties and 

materials are not well understood and will likely depend on the specific application. 

Interest in more efficient and scalable eCCC has been motivated by the urgency to decarbonize 

current industries to operate with minimal or no carbon emissions, and direct air capture to achieve 

carbon negative technologies. With continued research investment to synergistically address the 

chemistry and engineering challenges, eCCC can more quickly become a reality. 
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