UC Davis
UC Davis Previously Published Works

Title

Bayesian Statistics Improves Biological Interpretability of Metabolomics Data from
Human Cohorts.

Permalink

https://escholarship.org/uc/item/2p65x0ih

Journal
Metabolites, 13(9)

ISSN
2218-1989

Authors

Brydges, Christopher
Che, Xiaoyu
Lipkin, Walter

Publication Date
2023-08-31

DOI
10.3390/metabo13090984

Peer reviewed

eScholarship.org Powered by the California Diqgital Library

University of California


https://escholarship.org/uc/item/2p65x0jh
https://escholarship.org/uc/item/2p65x0jh#author
https://escholarship.org
http://www.cdlib.org/

H

o metabolites

Article

Bayesian Statistics Improves Biological Interpretability of
Metabolomics Data from Human Cohorts

Christopher Brydges 100, Xiaoyu Che 23, Walter Ian Lipkin 24 and Oliver Fiehn *

check for
updates

Citation: Brydges, C.; Che, X.; Lipkin,
W.L; Fiehn, O. Bayesian Statistics
Improves Biological Interpretability
of Metabolomics Data from Human
Cohorts. Metabolites 2023, 13, 984.
https://doi.org/10.3390/
metabo13090984

Academic Editor: Hunter
N. B. Moseley

Received: 12 July 2023
Revised: 7 August 2023
Accepted: 28 August 2023
Published: 31 August 2023

Copyright: © 2023 by the authors.
Licensee MDPI, Basel, Switzerland.
This article is an open access article
distributed under the terms and
conditions of the Creative Commons
Attribution (CC BY) license (https://
creativecommons.org/licenses /by /
4.0/).

1 West Coast Metabolomics Center, UC Davis, Davis, CA 95616, USA; christopherbrydges@gmail.com
Center for Infection and Immunity, Mailman School of Public Health of Columbia University,

New York, NY 10032, USA; xc2273@cumc.columbia.edu (X.C.); wil2001@cumc.columbia.edu (W.L.L.)
Department of Biostatistics, Mailman School of Public Health of Columbia University,

New York, NY 10032, USA

Vagelos College of Physicians and Surgeons of Columbia University, New York, NY 10032, USA

*  Correspondence: ofiehn@ucdavis.edu

Abstract: Univariate analyses of metabolomics data currently follow a frequentist approach, using
p-values to reject a null hypothesis. We here propose the use of Bayesian statistics to quantify
evidence supporting different hypotheses and discriminate between the null hypothesis versus
the lack of statistical power. We used metabolomics data from three independent human cohorts
that studied the plasma signatures of subjects with myalgic encephalomyelitis/chronic fatigue
syndrome (ME/CFS). The data are publicly available, covering 84-197 subjects in each study with
562-888 identified metabolites of which 777 were common between the two studies and 93 were
compounds reported in all three studies. We show how Bayesian statistics incorporates results from
one study as “prior information” into the next study, thereby improving the overall assessment of the
likelihood of finding specific differences between plasma metabolite levels. Using classic statistics
and Benjamini-Hochberg FDR-corrections, Study 1 detected 18 metabolic differences and Study
2 detected no differences. Using Bayesian statistics on the same data, we found a high likelihood
that 97 compounds were altered in concentration in Study 2, after using the results of Study 1 as
the prior distributions. These findings included lower levels of peroxisome-produced ether-lipids,
higher levels of long-chain unsaturated triacylglycerides, and the presence of exposome compounds
that are explained by the difference in diet and medication between healthy subjects and ME/CFS
patients. Although Study 3 reported only 92 compounds in common with the other two studies, these
major differences were confirmed. We also found that prostaglandin F2alpha, a lipid mediator of
physiological relevance, was reduced in ME/CFS patients across all three studies. The use of Bayesian
statistics led to biological conclusions from metabolomic data that were not found through frequentist
approaches. We propose that Bayesian statistics is highly useful for studies with similar research
designs if similar metabolomic assays are used.

Keywords: Bayesian; p-value; metabolomics; ME/CFS; statistics

1. Introduction

Although the literature detailing the limitations and misconceptions of p-values has
established that the way that many researchers employ statistics in their research is ritualis-
tic and inappropriate [1,2] and impedes scientific progress [3,4], metabolomic researchers
rarely acknowledge the pitfalls of the methods used for the assessment of statistical signifi-
cance. Even the American Statistical Association has warned about misusing the p-value [5].
Cut-offs for significance testing can be easily subject to changing perspectives [6-8].

This discussion has not become generally accepted in the realms of omics sciences,
including in metabolomics. While it is common for univariate analyses to be conducted
with false discovery rate or familywise error rate corrections, researchers still only consider
metabolites to be interesting if their p-values fall below an arbitrary threshold. However,
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p-values only give the probability that the measured data fit an assumed null hypothesis.
If a p-value is <0.05, the null hypothesis is commonly rejected. However, even if p > 0.05,
a metabolite might still be different between the two study groups. Simply put, strict “null
hypothesis significance testing” cannot distinguish whether there is a true null effect or
whether the data are insensitive [9]. More importantly, a p-value cannot provide support
for an alternative hypothesis. A classic p-value reports the probability of the data given
the hypothesis—not the probability of the hypothesis, given the data [5]. These are not
identical statements (i.e., p(data| H) # p(H | data)) [10], and they do not answer the same
questions. Strangely, a p-value does not provide a measure of the strength of evidence in
favor of a hypothesis. One cannot rank p-values by being “more significant”. For example,
a p-value of 0.0001 is not stronger evidence in favor of the alternative hypothesis than
a p-value of 0.049. Given a threshold of 0.05, they both reject the null hypothesis, but
neither of them tests an alternative hypothesis. Furthermore, although reporting actual
effect sizes (the differences in metabolite levels) is crucially important, a p-value does not
give that information.

We here present Bayesian alternatives to complement or replace p-values and the anal-
yses that produce them that we will hereafter be referred to as null hypothesis significance
testing (NHST). We exemplify the power of Bayesian analyses on previously published
metabolomics data to highlight the differences between the two statistical approaches.
However, how is Bayesian statistics different? Unlike classic p-values, Bayesian statistics
can be used to quantify the size of an effect, quantify the strength of evidence in favor of one
hypothesis over another, and allow researchers to discriminate between an inconclusive
finding and evidence in favor of the null hypothesis. We argue that this is exactly what
researchers want to obtain. These analyses test competing models of hypotheses and the
distribution of the observed data [11,12]. Bayesian statistics always starts with a prior
distribution. This is an expectation of a range of possible effect sizes that could feasibly
be observed. Put simply, this means that researchers should (or at least can) have some
idea of the plausible size and/or direction of an effect that they are studying. For example,
a statement such as “I think that compound X is most likely to be upregulated in cases
compared to controls, with a fold-change of about 3” is an example of a prior distribution:
this description can be modeled very easily so that the probability of downregulation is
zero, and the most likely effect sizes are around a fold change = 3.

Bayesian statistics are used across a vast array of fields and domains [13], including
everyday cognition and decision-making [14]. An example is hurricane forecasts. Figure 1
shows a fictional hurricane that may have formed in the Gulf of Mexico (top-left panel),
with a cone of different colors displaying the path the hurricane is most likely to take. Given
previous hurricanes and other data such as ocean currents, storm trackers already have
an expectation, a “prior distribution”. This is like a metabolomicist knowing the literature
and having ideas about how the levels of metabolites might vary in diabetes mellitus. The
colors of the cone correspond to the modeled prior distribution (bottom-left panel). As the
hurricane progresses (Figure 1, top-right panel) and researchers incorporate the new data
into an updated model, their expectations change about where the hurricane is most likely
to go. The cone also narrows as the researchers become more confident about the path of the
hurricane. This results in a narrower distribution (bottom-right panel). Hence, unlike classic
p-values, Bayesian models take prior data into account and can be updated continuously.
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Figure 1. Hypothetical hurricane paths before (top-left) and after data have been collected (top-right).
The cones represent the likely path of the hurricane (yellow = unlikely; red = most likely). Distribu-
tions (bottom-left and bottom-right) represent the cones plotted as probability distributions.

2. Materials and Methods
2.1. Metabolomics Datasets

Three datasets were reanalyzed for the current study. All three studies investigated
metabolic differences between patients who suffer from myalgic encephalomyelitis /chronic
fatigue syndrome (ME/CFS) and matched healthy controls. In order to be consistent in
our analyses, we only used the identified metabolites and ignored unknown features.
The first data set by Nagy-Szakal et al. [15] is available at the Metabolomics Workbench
repository [16] under Project ID PR000576 (DOI: http:/ /doi.org/10.21228 /M86X1F (ac-
cessed on 29 August 2023)). The second dataset by Che et al. [17] is available under Project
DOI: http:/ /doi.org/10.21228 /M8PDIN (accessed on 29 August 2023), covering 106 cases
and 91 control subjects and reporting 888 metabolites. In both studies, participant metadata
(age, sex, body mass index (BMI), race/ethnicity, diagnosis of irritable bowel syndrome
(IBS), geographic/clinical site, and season of sample) was also collected. Twenty subjects
(ten ME/CFS patients, ten healthy controls) participated in both studies. For the compari-
son of the strengths of the Bayesian analyses, we also used a previously published dataset
by Naviaux et al. [18] (Project DOI http:/ /doi.org/10.21228 /M82K58) with 45 cases and
39 controls (accessed on 29 August 2023). Naviaux et al. used a different metabolomic
assay with 612 identified metabolites, for which we found only 92 compounds in common
with the other two studies. For this study, participant metadata as given above were not
available apart from disease status and sex.

2.2. Statistical Analyses

All analyses were conducted in R 4.1.2 (https:/ /www.r-project.org/, accessed on 29
August 2023). Prior to the analyses, any compound not observed in at least 50% of samples
was removed from the analyses. Any missing data were imputed with half-minimum
values. In metabolomics, missing values are usually found when there is no signal to be
detected, meaning a metabolite is below the limit of detection. Hence, we can exclude
that missing data were “missing at random”. In these (publicly available) datasets, the
maximum proportion of missing data on any compound was 21%. Each compound was
log-transformed for normality and then auto-scaled. Only compounds common to both the
Nagy-Szakal and Che datasets were used in the analyses, which resulted in 632 compounds
(551 identified) being analyzed. Common compounds were matched using International
Chemical Identifier keys. For the third Naviaux dataset, 92 compounds were matched to the
other two datasets, using RefMet annotations [19]. Classic univariate statistical analyses
were performed by linear regression using base R functions, and Bayesian regression was
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conducted using the rstanarm [20] and bayestestR [21] packages. We only used the posterior
distribution for the metabolite (8p) to keep the demonstration simple and because the data
for the Naviaux et al. study were collected and processed in a different metabolomics
laboratory than the Nagy-Szakal et al. and Che et al. studies (hence, error terms and co-
variate effects may differ). However, modeling these parameters and passing the posterior
distributions into the subsequent models would be justifiable in many cases. Additionally,
Supplementary Table S1 provides the Bayes factors, credible interval medians, and 95%
bounds to detail how the theorized Bp-values agreed or differed across studies. These
analyses were used to determine between-groups differences for each compound and were
used instead of t-tests or Mann—Whitney U-tests due to the inclusion of covariates and
having a sufficiently large sample size. All models included age, sex, BMI, race/ethnicity,
IBS diagnosis, geographic/clinical site, and season of sample as covariates. The default
prior distributions recommended by rstanarm were used to model the expected effect sizes
for each compound in the Nagy-Szakal dataset. These defaults are considered to be “weakly
informative” in that they provide some information on the expected magnitude of the effect
based on the scales of the variables. However, they do not strongly affect the posterior
distribution and help stabilize the computation, while still allowing for extreme effect sizes
if warranted by the data [22,23]. Posterior distributions were created from four Markov
Chain Monte Carlo chains of 2000 iterations each, with the first 1000 iterations in each
chain used as burn-ins. The posterior distribution of each compound from the Nagy-Szakal
data was then used as the prior distribution for the same compound in the Che dataset.
Compounds were considered to be altered if the 95% credible interval did not overlap
with zero. A negative posterior median was indicative of downregulation in the ME/CFS
group, and a positive posterior median was indicative of upregulation. ChemRICH [24]
was performed for set enrichment statistics, with the posterior median used as an estimate
of the effect size, and the probability of direction was used as a Bayesian analog of the
p-value [25].

3. Results
3.1. Classic Univariate Statistics Analyses

Figure 2 shows the results of the classic p-value (frequentist) analyses for the Nagy-Szakal
and Che datasets. Of the 632 compounds common to both studies, only 18 were significantly
different (FDR < 0.10) in the Nagy-Szakal data for which phosphatidylcholines (28:0, 30:0,
32:1,32:2, 33:0, 34:1, 34:3, 34:4, 38:2, 38:6) were found to be downregulated and triacylglyc-
erides (52:4, 54:6, 54:7, 56:5, 56:8) upregulated, in addition to lower levels of carnitine and
tyrosine in the ME/CFS group. Interestingly, when analyzing the Che dataset by itself, not
a single metabolite was found to be significantly different between groups, using regression
analyses (Figure 2).

3.2. Bayesian Analyses

To demonstrate the advantages of Bayesian analyses over classic univariate analyses,
we first analyzed the Nagy-Szakal data using weakly informative prior distributions. The
resulting posterior distribution was then used as the input into the Bayesian analyses
of the Che data. The Bayesian model comparison commonly refers to the calculation of
Bayes factors (BFs). Bayes factors are ratios that quantify the probability of one hypothesis
over another by estimating the strength of evidence [26]. Such tests do not determine if
one hypothesis is true and the other is not, but instead, whether one hypothesis is more
likely than an alternative hypothesis, given the observed data. Additionally, BF values are
easily interpretable in terms of the strength of a finding. Bayesian analyses allow statements
such as “the null hypothesis was five times more likely to be true than the alternative
hypothesis, given the data”. Classic p-values cannot support such statements. BFs are
continuous estimates that range from approaching zero to approaching infinity. A BF =1
indicates equal likelihoods of either hypothesis, given the data. Values further from 1 imply
stronger evidence in favor of one hypothesis over the other. Jeffreys [27] provided arbitrary
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guidelines to categorize these values as anecdotal, moderate, strong, or extreme evidence
for or against one hypothesis over another. Based on these guidelines, BFs between ! /3 and
3 are referred to as anecdotal evidence and imply that the data are not sensitive enough
to conclusively state that one hypothesis is more likely than another. Studies with BFs
between ! /3 and 3 are typically underpowered, and more data would need to be collected.
However, any general rule used to categorize BFs will not be appropriate for all research
contexts. Extraordinary claims require extraordinary evidence: if geographic location or
birth date would have been found to be associated with ME/CFS, one would certainly
require more evidence than usual for such a claim.

Class
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Figure 2. Heatmap of compounds analyzed in the Nagy-Szakal and Che datasets. Blue indicates downreg-
ulation; red indicates upregulation. Asterisks indicate FDR-adjusted p-values < 0.10.

Compounds with BFs > 10 closely match those that were reported as significantly
different in the classic univariate analyses, for the simple reason that both methods tested
whether metabolite levels were different between the case and control groups. For example,
phosphatidylcholines (PCs) were still found to be downregulated by Bayesian statistics,
and triacylglycerides (TGs) 54:7 were still upregulated in ME/CFS patients (Figure 3). For
compounds with a BF > 3, see Table S1. However, unlike the classic statistics, Bayes” models
also determine which compounds are sufficiently unlikely to be altered by ME/CFS (those
with a BF < 1/3) and those that may be affected, but do not have sufficient statistical power
to draw a conclusion (BFs between 1/3 and 3).
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Figure 3. Bayes factors of all compounds in the Nagy-Szakal dataset. Compounds with a BF > 10
(i.e., strong evidence in favor of the alternative hypothesis) are labeled.

In addition, Bayes’ analyses can be used to estimate the magnitude of an effect of
interest. It is based on the posterior distribution, the updated prior distribution after the
data have been collected and incorporated into the model. The posterior distribution
provides an estimate of the credibility of every possible regression coefficient between
ME/CFS diagnosis and metabolite levels after accounting for the researcher’s hypotheses
before data collection and after observing the current data. The mode of the distribution
is the most-likely estimate of the true regression coefficient. The variability of a Bayesian
effect size estimate is based on “credible intervals”. Credible intervals are a range of values
within which the true effect falls within specified bounds [27]. When a 95% credible interval
does not overlap with zero, the probability of an effect being zero is <5%. Conversely, if
the credible interval overlaps with zero, it could be considered as a Bayesian analog of
a significance test [25]. Notably, the similar-sounding “confidence intervals” are different
because those values would provide an interval within which the true effect size would fall
at 95% confidence if the same study were repeated 100 times [3].

Figure 4 shows the compounds that have 95% credible intervals that do not overlap
with zero and have a BF > 3. Again, phosphatidylcholines were found to be downregulated
along with tyrosine and one phosphatidylethanolamine (PE) ether-lipid, PE (p-38:6).

A range of triacylglycerides were found to be upregulated in ME/CFS cases, as also
observed with classic univariate statistics. The most-interesting difference in using Bayesian
statistics was found when using the Che dataset with a prior distribution for each com-
pound taken from the results of the Nagy-Szakal dataset as given in the Materials and
Methods Section, while the Bayes factors, credible interval medians, and 95% bounds are
given in Supplementary Table S1. Figure 5 shows the BFs of each compound, and Figure 6
shows the compounds that have 95% credible intervals that do not overlap with zero. In
contrast with the classic univariate p-values (Figure 2), 98 compounds were found to be
altered in the Bayesian analyses. Importantly, the results were very consistent with those
observed from the Nagy-Szakal dataset: specific phosphatidylcholines were still found to
be downregulated, whereas specific triacylglycerides upregulated. Yet, a range of other
compounds were now found to be differentially regulated as well: with Bayesian statistics
informed by prior research (here, the Nagy-Szakal data), the Che data now showed that the
branched chain amino acid leucine and aromatic amino acids tyrosine and phenylalanine
were downregulated in ME/CFS cases. Additional lipid species were now also found
to be downregulated such as specific lysophosphatidylcholines, phosphatidylcholines,
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and plasmalogens. Notably, specific diacylglycerides were found at higher plasma levels
in ME/CFS patients, as well as specific pharmaceutical drugs such as gabapentin and
p-acetamidophenol (acetaminophen), both used as pain medications, in addition to pan-
tothenic acid (vitamin B5), a vitamin often taken as a dietary supplement. A range of food
compounds was found at lower levels in ME/CFS patients indicating less use of specific
foods, such as caffeine, theobromine, and trigonelline (coffee biomarkers) and piperine
(found in pepper).

MECFS < Control MECFS > Control
PC(28:0) - }——eo—
PC(30:0) -  p—e—o
PC(32:1) . ————y
PC(32:2) - —e
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Figure 4. Forest plot of compounds with Bayesian 95% credible intervals not overlapping with zero
and a BF > 3 in the Nagy-Szakal dataset. Points in each bar represent the posterior distribution median,
and bars represent 95% credible interval bounds.
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Figure 5. Bayes factors of all compounds in the Che dataset. Compounds with BF > 10 (i.e., strong
evidence in favor of the alternative hypothesis) are labeled.
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There is one more type of question that metabolomics investigators, and their clinical
partners, would ask: How are these findings connected? One way to answer such ques-
tions is to map metabolites to their biochemical pathways of synthesis and degradation.
However, metabolite levels in human blood do not only correspond to pathways in cells,
but surely also to the differences between organs and, of course, dietary patterns and
exposures. We, therefore, tested for the significance that specific groups of compounds
were found to be over-enriched, beyond what would be expected at random. For this type
of set enrichment statistics [28,29], we grouped the metabolites by similarity in chemical
structure, using the Kolmogorov—Smirnov test for significance. Using the results from
Bayesian probabilities as the input into chemical enrichment statistics [24], we found very
strong evidence of very specific differential regulation of whole groups of compounds
(Figure 7). For example, unsaturated ceramides and unsaturated lysophosphatidylcholines
were found to be downregulated, but not their saturated counterparts. Sphingomyelins
and unsaturated phosphatidycholines were significantly associated with ME/CFS, but
among these compound classes, some members were found to be upregulated and others
downregulated. We also found that only unsaturated triacylglycerides were upregulated in
ME/CFS patients, but not saturated triacylglycerides. Such a finding points to a specific
biochemical mechanism instead of simple explanations such as differences in the number
or type of lipid-carrying lipoprotein particles. A further indication for this mechanism
was a profound downregulation of unsaturated phospholipid ethers and plasmalogens
(Figures 6 and 7), which are exclusively produced by peroxisomes and which, hence, might
be involved in the etiology of the disease [17]. Importantly, the results of the Bayesian
analysis further strengthened the biological interpretation of peroxisome damage as an im-
portant factor underlying ME/CFS: very long chain polyunsaturated triacylglycerides were
found at increased levels in ME/CFS subjects (Figure 6), pointing to a lack of oxidation in
peroxisomes that exclusively perform this reaction (not mitochondria). Peroxisome damage
is further supported by the specific increase in phosphatidylcholines with polyunsaturated
very-long-chain fatty acids (PC 40:6 and PC40:7), whereas medium- and long-chain PC
lipids were found at decreased levels in the ME-CFS Bayesian statistics (PCs with 38 fewer
carbons). More detailed analyses, including for covariates, are given in Che et al. [17].
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Figure 7. Chemical set enrichment statistics using the results of the Bayesian analyses conducted
on the Che dataset. Bubble sizes indicate the number of compounds belonging to chemical groups.
Bubble colors indicate the direction of effects (red = all compounds upregulated in the ME/CFS
group; blue = all compounds downregulated in the ME/CFS group; purple = mixed effects).

In combination, therefore, Bayesian analyses unequivocally found evidence that re-
flects known behaviors in ME/CFS patients (such as avoidance of specific foods, but
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increases in the use of pharmaceuticals), in addition to biochemically and physiologically
interpretable findings that would have been completely overlooked and ignored by classic
univariate statistics.

Yet, Bayesian statistics can go even further. To illustrate the usefulness of Bayesian
analyses, we extended our investigations by taking a third ME/CEFS dataset into account,
the Naviaux study; see Figure 8. Compounds were matched across all three datasets using
RefMet [19], yielding a common core of 92 analyzed compounds that were observed in
all three studies. The posterior distributions from the Che data were used as the prior
distributions in the Naviaux study. Bayesian statistics yielded credible intervals for 14 com-
pounds to be different between ME/CFS subjects and that were common for all three
studies. Similar to the combined Bayes analysis of just the Nagy-Szagal and Che studies
(Figure 6), we found specific phosphatidylcholines to be downregulated along with the
aromatic amino acids phenylalanine and tyrosine, while vitamin levels were elevated in
ME/CFS patients (pantothenic acid and 4-pyridoxic acid). Interestingly, eicosapentaenoic
acid (a very-long-chain polyunsaturated fatty acid, C20:5) was now found at increased lev-
els, further supporting the peroxisome damage mechanism. Similarly, PGF2-« (an oxylipin
product from polyunsaturated fatty acids and physiologically active mediator) was found to
be regulated in the opposite direction, positing interesting new physiological and biochem-
ical hypotheses on the etiology of ME/CEFS that are now grounded in three independent
datasets. Results such as these also show the need to further standardize metabolomics
data acquisitions that would accomplish progress in direct data integrations by Bayesian
statistics, as demonstrated for this ME/CFS data integration study.

MEC/FS < Control ~ MEC/FS > Control

4-Pyridoxic acid - E ——
Arginine - E ——
Cholesterol - I—O—II
Eicosapentaenoic acid- I‘—o—|
Glutamic acid- E}—o—|
Pantothenic acid- El—.—l
PG 30:0- ——
PC 32:2A- ——vq
PC 32:2 B- p——i |
PC 40:6 A- [ S—
PC 40:6 B- E ——
PGF2alpha- |—.—|I
Phenylalanine - |—0—|E
Tyrosine - |—.—|E
I

10 -05 00 05 10
Bayesian Parameter Estimate
(95% Credible Interval)

Figure 8. Forest plot of compounds with Bayesian 95% credible intervals not overlapping with zero in
the Naviaux dataset. Points in each bar represent the posterior distribution median, and bars represent
95% credible interval bounds.

4. Discussion

Science should progress over time in its insights into specific phenomena. Bayesian
statistics allow researchers to incorporate previous knowledge into their models. Hence,
it is surprising that Bayesian approaches are rarely used in Omics research, and even
less in metabolomics. Here, we exemplified the suitability of Bayesian approaches on
three datasets that investigate the metabolic profile of ME/CFS [15,17,18]. There is little
known about ME/CFS with respect to the origins of this complex disease, disease progres-
sion, possible treatment options, chances or timing of remission, or why women are more
affected than men [30]. These studies were chosen precisely because the overall effects are
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not well studied and because they investigated the same disease complex. The similarity in
the study designs, including similar numbers of subjects, allowed us to conduct Bayesian
analyses on the first dataset, then incorporate the knowledge gleaned from those results
into the Bayesian analyses conducted on the second and then the third dataset. However,
as a caveat, we must state that there are likely differences in the ME/CFS cohorts that
are unknown to us or to the different study investigators, because the disease etiology
cannot be very sharply defined. It is very possible that the disease symptoms that are
today summarized as ME/CFS may be better categorized into subtypes in the future.
Hence, by random chance, there may have been differences in the ME/CFS subjects (or the
matched healthy controls) that could have led to differences in the metabolic imprints in the
plasma metabolome data studied here. While all three studies used here emphasized the
importance of complex lipids in plasma metabolomic profiles, the use of Bayesian analyses
allowed us to refine the original ideas and metabolic pathways involved. For example,
Naviaux et al. emphasized the importance of sphingolipids as having the “largest distur-
bances in the chemical signature of CFS” [18], explaining 44-50% of the metabolic impact
in men and women [18]. With the results by Nagy-Szagal [15] and Che [17], published later,
we can now rule out these molecules as being of high importance when integrating the
studies. Instead, we were able to use prior data such as the ceramides and sphingomyelins
as hypotheses to be tested, but changing distributions and, therefore, altering the posterior
distributions, the effect size estimates, and the strengths of the statements using subse-
quent datasets. Indeed, using Bayesian statistics and incorporating previous results into
subsequent analyses, we found evidence of peroxisomal dysfunction, differences in diet,
and PGF?2 alpha in the Che dataset that we would not have otherwise seen if we only used
traditional statistical analyses. Similar to other statistical approaches, Bayesian analyses
can only weigh between different hypotheses, but cannot ultimately provide absolute
statements. For example, as Bayesian analyses provide strong evidence of the involvement
of peroxisomes in the pathology of ME/CFS, we cannot rule out that mitochondria or
the endoplasmic reticulum are also involved through the oxidation and modification of
complex lipids. Similarly, our analyses focused on patient plasma, which almost always
precludes definitive conclusions on the timing and involvement of specific organs. Future
research may use animal models and the possible timing of events to study routes from
potential initial causes (such as viral infections that lead to immune hyper-responses) to
secondary defects (such as peroxisomal damages in the liver and brain), which then may
end in differences of physiologically active lipid mediators such as PGF2alpha, which
may lead to lower blood flow to brain regions, causing pain and brain fog, as reported by
ME/CFS patients.

Although the analyzed datasets we used were from metabolomics backgrounds, such
tests can be applied to any field of quantitative hypothesis-driven research, where classic
univariate (p-value-driven) analyses are traditionally used. For both Bayesian and classic
frequentist statistical analyses, missing values and their imputation are a cause of concern.
At least in our datasets, missing values are not missing at random. Missing at random
would imply a failure of reliably detecting signals in raw-data-processing software. We
can exclude this problem due to back-filling computation from raw data in MS-DIAL and
manual inspections of all targeted data. Hence, while this report does not discuss the best
methods to impute levels for missing values, using half -minimum values is routine in
metabolomics [31-33].

Statistical analyses of metabolomics data have typically followed a predefined routine
of conducting a series of univariate tests, such as t-tests/ ANOVAs or their non-parametric
equivalents [34-36]. For effect size considerations, the current practice is even more dismal:
fold changes are often (but not always) reported, but even these are limited as they do not
take the within-compound variation into account [37]. Bayesian analyses are advantageous
as they can consider both the likelihood of a hypothesis being true and an estimation of
the effect size at the same time. Researchers should consider reporting p-values, effect
sizes—whether fold changes or a standardized measure of effect size such as Cohen’s
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d—and Bayesian results, so that readers can gain greater insight from the data [38]. Entirely
Bayesian analyses, which report Bayes factors, posterior estimates, and credible intervals,
may also be suitable when designing a study.

Although Bayesian model comparisons can be conducted on any set of competing mod-
els [39], we here focused on simple case—control-style analyses. More-advanced Bayesian
analyses can be employed to answer increasingly complex and specific research questions
and do not have to be restricted to linear relationships [40]. Researchers who add these ana-
lytical skills to their statistical toolbox will be able to elicit richer, more-detailed information
from their data than others who simply report a p-value.

There are some limitations of Bayesian statistics. First, the potentially subjective nature
of selecting a prior distribution is a common criticism [39], as researchers may attempt
multiple analyses to find a favored result using different prior distribution parameters.
Therefore, researchers should aim to be transparent with their choice and justification
for their priors and their statistical analyses. Choosing a suitable prior distribution can
also be challenging, particularly for researchers unfamiliar with Bayesian analyses [41].
Researchers should consider the following issues when deciding upon a prior distribution:
The expected effect size and its potential variability, whether the hypothesis is one- or
two-tailed, and the researcher’s confidence in observing a relatively specific effect size [42].
Using one dataset to inform priors for another dataset is a good idea if and only if the
parameters describe the same population. A mismatch in the populations that are compared
or biased sampling from the population in the first study would lead to worse inferences
using a Bayesian approach. Using a mouse plasma dataset to inform a prior of a human
plasma cohort would be an example of an extreme bias. However, even age-, sex-, and
BMI-matched human cohorts must be treated carefully, because lifestyles including diets,
disease histories, and genetic backgrounds might not be comparable. The limitations of BFs
also include their interpretation. BFs only provide relative, and not absolute, evidence for
a hypothesis: a statement such as “the BF of 1/50 proves the null hypothesis” is incorrect.
Related to the previous comments regarding choosing a suitable prior distribution, if a prior
distribution is not appropriate, the resulting BF is likely to be biased against it, thereby
inaccurately estimating the strength of evidence.

5. Conclusions

Relying on p-values alone may only provide a limited perspective of the research
findings. Bayesian analyses provide an alternative to traditional statistical analyses by
enriching the information extracted from the data. The validity of the research findings
is the foundation of the scientific evidence that contributes to translational research and
evidence-based practice. As demonstrated in this paper, Bayesian analyses are no more
difficult to understand and interpret than traditional analyses. Researchers are encouraged
to incorporate the results of previous research into their current studies through the use
of Bayesian statistics, thereby increasing the robustness of the results reported to inform
future research and increase field knowledge.

Supplementary Materials: The following supporting information can be downloaded at:
https:/ /www.mdpi.com/article/10.3390/ metabo13090984 /51, Table S1: Calculating Bayes regres-
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