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Introduction 

Many phenomena of interest in science and technology take place at the interface 

between a liquid and a second phase. Corrosion, the operation of solar cells and the water 

splitting reaction are examples of chemical processes that take place at the liquid/solid 

interface.1, 2 Electron transfer, ion transfer and proton transfer reactions at the interface 

between two immiscible liquids are important for understanding processes such as ion 

extraction,3, 4 phase transfer catalysis,5, 6 drug delivery7 and ion channel dynamics in 

membrane biophysics.8 The study of reactions at the water liquid/vapor interface is of 

crucial importance in atmospheric chemistry.9, 10 Understanding the behavior of solute 

molecules adsorbed at these interfaces and their reactivity is also of fundamental 

theoretical interest. The surface region is an inhomogeneous environment where the 

asymmetry in the intermolecular forces may produce unique behavior.  

 Because of its importance, it is not surprising that the study of the neat liquid 

surface, as well as of solute adsorption, spectroscopy and reactivity, goes back many 

years. However, up until the last decade of the 20th century most of the experimental 

studies involved the measurement of macroscopic properties such as surface tension and 

surface potential,11, 12 and generally speaking, the spectroscopic techniques employed 
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lacked the specificity and sensitivity required to probe the surface region. Although these 

techniques contribute significantly to our knowledge, they lack the ability to provide a 

detailed understanding at the molecular level. 

 In recent years, advances in a number of new experimental methods have 

provided unprecedented sensitivity and selectivity in the measurement of liquid 

interfacial phenomena. Prominent among these are non-linear spectroscopic techniques 

such as Second Harmonic Generation (SHG) and Sum Frequency Generation (SFG), 

which probe the surface region selectively.13-15 These techniques have been used to 

explore the liquid/vapor interface16-18 and buried interfaces, such as liquid/liquid19-24 and 

liquid/solid interfaces,25-29 as well as biological interfaces.30, 31 Other techniques that have 

been used in recent years to study liquid surfaces and interfaces include light scattering,32-

36 X-ray and neutron scattering,34, 37-44 atomic scattering,45 fluorescence anisotropy 

decay,46, 47 scanning electrochemical microscopy,48, 49 infrared spectroscopy in a total 

reflection geometry50, 51 and X-ray absorption spectroscopy.52, 53  

 In parallel to these experimental approaches, much progress has been made in 

theoretical studies of liquid surfaces. Advances in the statistical mechanics of 

inhomogeneous fluids54-57 have contributed significantly to our understanding of the 

molecular structure of liquid/solid, liquid/liquid and liquid/vapor interfaces. However, the 

mathematical complexity due to losing the spherical symmetry of the bulk has limited the 

application to mainly calculating a small number of properties (such as density profile, 

surface tension and molecular orientation) of neat inhomogeneous liquids.58 

 A major breakthrough in the theoretical understanding of the structure and 

dynamics of neat liquid interfaces, especially the behavior of reactive and non-reactive 
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solutes adsorbed at these interfaces, has occurred over the last two decades thanks to 

advances in computer simulation methodology and the availability of high-speed 

computers. Computer simulations were initially used to test the validity of statistical 

mechanical approximations to calculating bulk and interfacial liquid molecular structure. 

However, their main contribution, together with experiments, has been to demonstrate the 

crucial role that the molecular structure of the liquid plays in understanding the 

spectroscopy, energy relaxation and reactivity of solute molecules dissolved in the liquid. 

While the long-standing picture of the solvent as a structureless medium has been very 

useful for offering a qualitative understanding of the solvent’s effect on structure and 

dynamics, computer simulations and experiments clearly suggest that a microscopic 

molecular description of the solvent is necessary. This is particularly so for interfacial 

phenomena, because the interfacial region itself is only a few molecular diameters thick.   

 The purpose of this chapter is to discuss the computational tools that were 

developed to specifically address liquid interfacial systems, and to summarize the 

microscopic insight gained about the structure and dynamics of neat liquid interfaces and 

the behavior of solute molecules adsorbed at these interfaces. Because most of these 

computational tools are based on molecular dynamics and Monte Carlo simulations of 

liquids, about which many excellent review articles and books exist, we will refer the 

reader to these sources when needed.  As far as the new physical insight that these tools 

provide, our focus will be on presenting unifying concepts rather than on results that are 

specific for a given system. Because the subject of liquid-solid interface simulations has 

already received good coverage in this series,59, 60 we also limit our discussion of these 
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surfaces to presenting a contrasting view with the liquid/vapor and liquid/liquid 

interfaces. 

 We begin this chapter with a brief summary of the simulation methodology 

developed to deal specifically with liquid surfaces and interfaces. We then describe the 

application of this methodology to the neat interface. The focus is on molecular level 

information that in recent years has been compared directly with experiments.  This 

provides the necessary background for discussing the methodology and general insight 

that computer simulations provided into solute adsorption, transport, relaxation and 

reactivity at liquid interfaces. The emphasis is on presenting general concepts that 

underlie different phenomena and focusing on the unique effect of the interface region in 

contrast with bulk behavior. 

 
Simulation Methodology For Liquid Interfaces 
 
 Most simulation techniques applied to date to liquid interfaces are based on 

classical molecular dynamics and Monte Carlo methods. With few exceptions (discussed 

below), these techniques can be used straightforwardly to simulate the neat interface 

between a liquid and a second phase and to investigate the thermodynamics and 

dynamics of solute adsorption and reaction. There are several excellent books on the 

fundamentals of these techniques61-64 as well as free software available on the internet.65 

(For a library of free software, see http://www.ccp5.ac.uk/librar.shtml). 
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Force Fields for Molecular Simulations of Liquid Interfaces 

 In the classical molecular dynamics method, the dynamics of a system composed 

of N particles are followed by numerically solving the 3N-coupled Newton equations of 

motion: 

 

 

! 

mi
d2ri
dt 2

= "# iU(r1,r2,...,rN )               [1] 

 

where ri is the vector position of particle i with mass mi. These particles are usually 

identified as the individual atoms in the molecules, but in many applications a particle 

can represent a group of atoms (“united” atom) or a fictitious mass for modeling coupling 

to an external bath66 or for describing fluctuating charges in a molecule (see below). 

 The key ingredient in a molecular dynamics (and a Monte Carlo) simulation is the 

potential energy function 

! 

U(r1,r2,...,rN )  describing the interactions between all the 

particles. This is sometimes called the “force field” of the system. In principle, this 

function can be determined by solving the Schrodinger equation for the ground state 

energy as a function of all the particle positions. Because this is only practical for a 

system of a few atoms, the approach taken for simulating a condensed phase system 

composed of thousands of particles is an empirical representation of U in terms of simple 

functions that are determined by fitting experimental data and utilizing solutions of the 

Schrodinger equation to small parts of the system (for example, by looking at a small 

cluster of molecules). There exists an extensive literature and many databases for 

empirical force fields used in simulations of condensed phase systems,67-70 here we only 

give a brief summary of the typical force field used in simulating liquid surfaces. 
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 The simplest approach is to express the potential energy function as a sum of 

interactions between all pairs of particles belonging to different molecules (non-bonded 

interactions), plus a sum of the bonding interactions in each molecule: 

 
 

! 

U(r1,r2,...,rN ) = u(rij )
i< j
" + U intra

(k )

k
"              [2] 

 

where u is called the pair potential and 

! 

U intra
(k )  is the function describing the intramolecular 

bonding interactions in molecule k. The pair potential u depends on the identity of the 

two particles i and j, which belong to two different molecules, and on the distance rij 

between these particles. A typical form of this pair potential represents the interaction 

between two particles as a sum of coulomb electrostatic energy and a Lennard-Jones 6-12 

term:  

 
 

! 

u(rij ) = 4"ij # ij rij( )
12
$ # ij rij( )

6[ ] + qiq j rij             [3] 

 
 
In this simple approach, the two particles are assigned fixed charges qi and qj , which are 

determined by solving the Schrodinger equation for the individual molecule (or a small 

cluster), or by fitting to experimental dipole moment values or by a fit to other 

experimentally measured properties. The Lennard-Jones term includes r−12 repulsion and a 

–r−6 attraction terms, which represent approximately the polarizabilities of the two 

particles and their sizes. These terms are expressed by the parameters εij and σij, 

respectively. In a system containing n different particle types, there are in principle 

n(n+1) independent εij and σij parameters (e.g., n = 5 is needed to simulate the 
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water/chloroform interface). However the general practice is to assign to each particle 

type the “self” terms εii and σii  and to use the “mixing rules”71 to obtain all the other 

parameters: 

 
 

! 

"ij = "ii" jj ,   # ij = # ii +# jj( ) 2                     [4] 
 
 
This is convenient for reducing the number of needed parameters. It is also useful for 

establishing the so-called transferable force field in which a set of parameters are 

assigned to atom types that can then be used for similar molecules. 

 Because the single particle self parameters ε and σ are typically optimized to fit 

the bulk properties of a liquid with the “mixing rule” in place, there is no guarantee that 

Eq. 4 is optimal when interactions exist between molecules of different liquids, as is the 

case in simulating the interface between two different liquids (or mixtures of liquids). 

One approach is to use the mixing rules for the interactions between molecules of the 

same liquids, but to fit the εij and σij parameters independently for the interactions 

between molecules of different liquids in order to reproduce interfacial properties like 

surface tension.72 As an extreme example, a simple model of two immiscible Lennard-

Jones atomic liquids might be one in which one uses a Lennard-Jones potential where the 

attractive term is altogether missing or reduced in size instead of Eq. 4 to describe the 

interactions between the two different atoms.73, 74 A more general issue that has not 

received much consideration to date is whether potential energy functions fitted to 

properties of bulk liquids can even be used to simulate interfaces. We discuss this below 

in the context of many-body force fields.  
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 While the pair approximation of Eq. 2 is efficient for computer simulations,  a 

better agreement with experimental data can sometimes be achieved  by utilizing more 

general force fields. n-body potentials, which depend on the simultaneous positions of n 

particles with n > 2, provide a more refined description of condensed phase systems,75 

but only in a few cases have they been used for liquid surfaces.76, 77 An obvious case 

where three-(or higher)-body potentials are necessary is when classical MD is used to 

model a chemical reaction. The simple A+BC atom exchange reaction, for example,  has 

been modeled with the three-body LEPS potential.78 The topic of potentials used to 

model chemical reactions will be further discussed in the section on reactivity at liquid 

interfaces. 

  An important subset of many-body potentials shown to be important for 

simulating interfacial systems are those referred to as polarizable force fields.79-96 Various 

aspects of polarizable force fields, especially for use in biomolecular modeling, is 

explained by Ren at al.  in Chapter 3 of this volume. If one treats the fixed charges in Eq. 

3 as parameters to be fitted to obtain the best agreement of the condensed-phase 

simulations with experiments, in many cases one finds that the optimal values are 

considerably different from those obtained from a fit to a molecular (gas phase) dipole 

moment or from quantum calculations on isolated molecules. This is due to the fact that 

in a condensed medium, the local electric field Ei  (at the location of a particle i) is 

determined by all the fixed charges qi and by all the induced dipoles mi in the system: 

 

 
  

! 

Ei =
qirij
rij

3 +  Tij "m j

# 

$ 
% 

& 

' 
( 

j) i
*   ,   Tij =

1
rij

3

3rij o rij
rij

2 +1
, 

- 
. . 

/ 

0 
1 1            [5] 



 9 

 

where mi = αiEi, rij = ri –rj and Tij is the dipole-dipole matrix. Because the value of Ei 

needed to determine mi depends on the value of mi itself, Eq. 5 must be solved iteratively. 

Once the values of mi converge, the additional energy due to this many-body effect is 

given by 

 

 

! 

Upol = "
1
2

mi #Ei
i
$                [6] 

 

A simpler approach, which is directly related to the observation that the effective charges 

in the two-body approximation are different from the fixed gas phase charges, is to treat 

the charges in Eq. 2 as fluctuating dynamic variables. These approaches and others are 

discussed at length in another chapter in this series.97 

 It is important to keep in mind that the simple pair approximation in Eq. 2 is in 

fact an “effective” two-body description that takes into account the real many-body 

nature of the system implicitly through the fitting procedure. If this expression is 

modified by adding any of the above types of many-body interactions, the parameters that 

go into the two-body term must be refitted. 

 The second term in Eq. 2 represents the intramolecular potential energy. This term 

accounts for vibrations and internal rotations in the molecule relative to the equilibrium 

configuration. When internal motion is of no interest or consequence, it is possible to 

keep the molecule rigid using several well-known algorithms.63, 64, 98  If the vibrational 

motion is important (for example when calculating vibrational spectra or when accurate 
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modeling of large energy transfer is required), vibrational terms must to be included. The 

standard choice is to model the bond stretching and bending using harmonic (quadratic) 

terms, the internal rotations around bonds (torsions) using a series of cosine terms, and to 

include Lennard-Jones interactions between non-bonded atoms. References to the force-

field literature mentioned above contain detailed information about these types of 

potential energy functions and extensive tables of parameters.67-70 In closing this section, 

we note that special effort has been made over the last decades to develop accurate force 

fields for simulating bulk water, and, in recent years, these force fields have been 

carefully evaluated for their ability to describe interfacial water. For a detailed survey of 

water models up to the turn of the 21st century, see reference 99. More recent water 

models developed specifically to address properties of interfacial water will be discussed 

below. 

Boundary Conditions and the Treatment of Long-Range Forces 

 Molecular dynamics or Monte Carlo simulations of bulk liquids employ 3-

dimensional (3D) periodic boundary conditions (PBC) (using typically a cubic or a 

truncated octahedron box), which are designed specifically to eliminate surface effects. 

We must ensure that the boundary conditions maintain a well-defined and stable interface 

region. In a laboratory setup, the planar interface between a liquid and its vapors or 

between two liquids is maintained by gravity. Most simulations of liquid/vapor and 

liquid/liquid interfaces establish a planar surface by using period boundary conditions in 

two or three dimensions as depicted in Fig. 1. In all of the simulation geometries 

described below and for the rest of this chapter, we will take the planar interface to be 

perpendicular to the Z axis. 
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 In Fig. 1(a), a 3D PBC with rectangular symmetry is used to ensure the planar 

liquid/vapor interface. L and V denote the regions in the central simulation box 

containing the liquid and vapor phases, respectively. L` and V` are the periodic replicas. 

In this geometry, there are two independent liquid/vapor interfaces: i1 and i2. (The two 

planes denoted by i2 are the opposite faces of the central simulation box, so they are the 

same plane.) This geometry is typically prepared by starting with a bulk liquid cubic box 

and extending it along the Z-direction. Depending on the density of the starting box and 

the temperature of the system, a stable liquid and vapor phase will coexist.  

 In Fig. 1(b), the interface between two immiscible liquids, Lα and Lβ, is prepared 

using a 3D PBC similar to that in Fig. 1(a). i1 and i2 are two independent liquid/liquid 

interfaces. The central simulation box contains the molecules labeled Lα and Lβ , and their 

replicas are along the Z-directions. This simulation geometry is created by bringing 

together two bulk cubic boxes containing the two liquids and equilibrating the system. It 

has the advantage of using both liquid/liquid surfaces for increased statistics. However, 

because this simulation geometry typically equilibrates to p ≠ 1 atm, it must be done at 

constant pressure (see below).  There are additional complications when one studies 

solute molecules that are constrained to the interface, which will be discussed in the 

section on Solutes at Interfaces. 

 To avoid possible interaction between the two liquid/liquid interfaces and other 

complications, a 2D PBC geometry to simulate a single liquid/liquid interface is depicted 

in Fig. 1(c). Here, after bringing the two liquid boxes into contact, the simulation box is 

extended so that each liquid forms an interface with its own vapor. Only one liquid/liquid 

interface (denoted in the figure by iLL) exists, as the system is not replicated along the Z-
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direction. To prevent mixing of the two vapor phases, a reflecting wall is set at the 

opposite faces of the box (thick lines).  

 Related to the simulation geometry is the treatment of long-range forces in 

molecular simulations. It has long been recognized that due to the finite and relatively 

small size of the simulation boxes, treating intermolecular interactions at large distances 

must be approximated, and correction for these approximations must be included when 

calculating thermodynamic properties. The problem is especially acute for the slowly 

varying electrostatic interactions. While this topic is discussed extensively in the general 

references given above,61-64 we note below some specific points.  

 The short-range Lennard-Jones interactions may be truncated at a distance Rc 

(typically done with a continuous switching function with a continuous 1st derivative61), 

which can be as small as 2.5σ.  One expects an error of only about 1% in the total 

internal energy for this value of Rc.  However, the error in liquid-surface related 

properties is much higher: 5% and 20% errors in the liquid and vapor densities, 

respectively, and 50%  error in the surface tension.100 Thus, longer cutoff distances and 

corrections must be included to obtain reliable and consistent results.101, 102 

 In contrast, truncation at a computationally feasible (i.e., small) value of Rc 

produces artifacts when the system is strongly ionic because the potential energy is 

dominated by the slowly varying 1/r terms.103, 104 To address this, a popular approach 

known as Ewald or lattice sum (similar to the one used to calculate the lattice energy of 

ionic crystals) is used to sum the electrostatic interactions in the simulation box and all of 

its replicas. This is done by rewriting the sum of the 1/r terms as a sum of a rapidly 

converged series in real space (so a small cutoff can be used for these terms) and a much 
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more slowly varying smooth function that can be approximated by a few cosine and sine 

terms in reciprocal (k) space.61, 105, 106 These are expensive calculations that scale like N3/2 

where N is the number of particles but can be made more efficient (scales like N log N) 

by approximating the k-space calculations with a discrete convolution on an interpolating 

grid, using the discrete Fast-Fourier transforms (FFT). Several implementations have 

been discussed.107-111 

 To sum the long-range coulomb interactions for an interfacial system, one can use 

the three-dimensional  Ewald (3DE) method and its variants mentioned above, provided 

that the 3D-periodic boundary condition  geometry is used (see Fig. 1a,b). If the system is 

only periodic in two dimensions (a “slab” geometry, see Fig. 1c), one must use a 2-

dimensional version (2DE), which is computationally expensive. There are ways to 

approximate the Ewald sum in 2D using the 3DE equations by adding a large empty 

space in the direction normal to the interface,112 or by using other correctional terms.113, 

114  Promising new method for fast Ewald summation in planar/slab-like geometry, which 

uses spectral representation in terms of both Fourier series and integrals, has been 

suggested recently.115  

 It should also be mentioned that approaches for treating long-range coulomb 

interactions with a pairwise compensation scheme have been developed.116-118 Thesy are 

based on shifting and damping the pair potential energy such that this function and its 

first and second derivatives decay continuously to zero at the cutoff distance. Physically, 

this method is equivalent to placing counter charges at the cutoff sphere. Variations of 

this method were described and tested for different systems118 and for liquid interfaces119 

by comparison to infinite lattice sums and to the Ewald method.  
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Statistical Ensembles for Simulating Liquid Interfaces 

 In classical molecular dynamics, phase space is sampled by following the 

particles’ trajectories by solving the deterministic equations of motion using the forces on 

the particles. Constant energy trajectories provide a microcanonical sampling of phase 

space.  Several algorithms were developed for keeping the temperature and pressure fixed 

by a modification to these dynamics, which allows for sampling of the isothermal  (NVT, 

also called canonical) and the isothermal-isobaric (NPT) ensembles.61-64, 120, 121  In the 

thermodynamic limit (

! 

N"#), ensemble averages calculated by the different ensembles 

should be equal, but, in simulations with relatively small N, the proper choice of an 

ensemble can accelerate the convergence to the thermodynamic equilibrium value. 

 When simulating a liquid/vapor interface, an NVT ensemble is a straightforward  

choice, because in this two-phase, single component system, fixing the temperature 

determines the vapor pressure. The choice of volume determines the number of 

molecules in the vapor phase and thus its density. The situation at a liquid/liquid interface 

is more complicated and depends on the type of boundary conditions used. Zhang et al. 

discussed 5 different statistical ensembles that can be used to simulate the liquid/liquid 

interface with the boundary conditions of Fig. 1b.122 The available choice is due in part to 

the fact that the normal pressure, tangential pressure and  surface tension can be fixed 

independently. Different ensembles can be useful for different applications. For example, 

to study the water/oil interface a convenient ensemble is constant normal pressure and 

constant surface area ensemble. But, for computing pressure/area isotherms of adsorbed 

monolayers, the ensemble in which the tangential pressure and the length normal to the 
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surface are held constant is more appropriate. Computing the surface tension is discussed 

in the section “The Neat Interface” below. 

Comments about Monte Carlo Simulations 
 
 If one is interested in equilibrium canonical (fixed temperature) properties of 

liquid interfaces, another approach to sample phase space is the Monte Carlo (MC) 

method. Here only the potential energy function 

! 

U(r1,r2,...,rN )  is required to calculate the 

probability of accepting random particle displacement moves (and additional moves 

depending on the ensemble type61, 123). All of the discussion above regarding the 

boundary conditions, treatment of long-range interactions and ensembles applies as well 

to MC simulations. Because the MC method does not require derivatives of the potential 

energy function, it is simpler to implement and faster to run, so early simulations of 

liquid interfaces used it.124, 125 However, dynamical information is not available with this 

method. We also point out here that the MC method can be used to simulate phase 

equilibria without creating physical contact between the phases (no interface present). 

This is done in the Gibbs Ensemble Monte Carlo (GEMC) method proposed by 

Panagiotopoulos126 and applied to many systems (e.g., water phase equilibria127). The 

GEMC method involves two simulation boxes, one of which includes a bulk liquid phase 

and the other a vapor phase at the same temperature. In addition to the usual particle 

displacement moves in each box, the volume is allowed to change and particles can be 

exchanged between the boxes. 

 

The Neat Interface 
 
 The structure and dynamics of the neat (no solute present) interface between a 

liquid and its vapor or between two immiscible liquids have been the subjects of 
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numerous theoretical, computational and experimental studies. Molecular level insight 

was first provided by MD and MC simulations in the late 1970’s. The first MC 

simulation of a liquid/vapor interface was used to calculate the density profile and surface 

tension of a system containing 129 Lennard-Jones particles by applying an external 

potential to keep the system stable.124 The first MD simulation followed a few years 

later.128 The system studied is the liquid-vapor interface of molten potassium chloride 

containing either 288 or 504 ions using the two-dimensional periodic boundary condition 

scheme. The computed surface tension at a temperature just above the melting point was 

within 30% of the experimental value. Self-diffusion at the interface is enhanced by 50% or 

more in comparison with the bulk, particularly for the direction perpendicular to the 

interface. The first study of a neat liquid/liquid interface was an MC investigation by Linse 

of the water/benzene interface.125 That was followed by molecular dynamics studies by 

Smit129 and by Meyer, Mareschal and Hayoun130 of a model liquid/liquid interface made 

from Lennard-Jones particles that were kept immiscible by tuning their intermolecular 

interactions. Density profiles and structural properties were calculated in all of these studies. 

 This activity has accelerated significantly in the last few decades and has been 

documented in several dozen articles, whose main results and insights are discussed 

below. A noteworthy point is that much of the computationally derived insight preceded 

experimental verification. This has been forthcoming in recent years with the 

development of non-linear spectroscopy and other highly specific and sensitive 

experimental techniques. Today the experimental and computational approaches are an 

integral part of research in this field. We now summarize the insight gained from 

simulations and, whenever available, briefly provide consistent experimental evidence for 

it. Our main interest in the neat interface is to provide the background needed for 
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understanding the behavior and reactivity of solute molecules adsorbed at the interface 

that will be covered later. 

Density, Fluctuations and Intrinsic Structure 

 In a bulk homogeneous liquid, the long-time (or ensemble) average of the number 

of particles 

! 

n  occupying any region of volume v depends on the temperature and 

pressure, but not on the spatial location. The density of the liquid 

! 

"L = n v  is constant. 

In contrast, at a planar liquid/vapor or liquid/liquid interface the average density depends 

on the location z along the interface normal. The density profile is formally given by 

 

! 

"(z) =
1
A

#(z $ zi)
i=1

N

%               [7] 

where A is the surface area, zi is the coordinate of particle i along the interface normal, N 

the total number of particles and δ is the Dirac delta function. In practice, the density 

profile is calculated by a coarse-graining procedure: The simulation system is divided 

into slabs of thickness d parallel to the surface. If n(z) is the average number of particles 

in a  slab whose center is at z, then ρ(z) = n(z)/(Ad). d needs to be large enough to get a 

smoothly varying ρ but small enough to be on the scale where ρ changes substantially. 

Typical values of d used are 1−3Å.  

 Fig. 2 depicts typical shapes of the density profile of liquids. Panel A shows the 

density profile (reduced units) of a Lennard-Jones liquid at equilibrium with its vapor at 

two different (reduced) temperatures. These profiles have been calculated and reported 

extensively in the literature using MD, MC and several approximate statistical 

mechanical theories.55, 57 The profiles shown in panel A are reproduced from the most 

accurate molecular dynamics simulations to date.131 Similar profiles are obtained for 
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many other molecular liquids such as water132, 133 and alcohols.134 The density changes 

monotonically from the bulk liquid density ρL to the bulk vapor density ρV over a 

distance of a few molecular diameters, i.e.,  4-10Å. It can be fitted with reasonably good 

accuracy to the following expression (obtained from the van der Waals mean field 

approximation55): 

 

 

! 

"(z) =1 2("L + "V) #1 2("L # "V) tanh(z 2$)             [8] 

 

where the liquid bulk phase occupies the region z < 0,  z = 0 is the position where the 

density is equal to the average density of the two bulk phases, and δ is a measure of the 

interface width. A common way to express this width is to note the distance over which 

the density changes from 90% to 10% of the bulk density  This is equal to 4.4δ if the 

mean field expression for ρ (Eq. 8) is used. As the temperature increases, the width of the 

liquid/vapor interface increases (further discussed below). 

 The density profile is used to define the Gibbs Dividing Surface (GDS), used 

extensively in thermodynamic analysis of the system as well as (a somewhat crude) 

expression for the average location of the interface. The GDS is defined as the plane 

! 

z = zG  parallel to the surface, such that the molecular “deficit” on the bulk side (z < zG) is 

balanced exactly by the “surplus” on the vapor side (z > zG): 

 

 

! 

("(z) # "B)dz +
zL

zG

$ ("(z) # "V)dz = 0
zG

zV

$              [9] 

 
where zL and zV are locations in the bulk liquid and vapor phases, respectively. It is easy 

to confirm that for the density profile of Eq. 8, zG = 0.  The GDS is approximately where 

the water density is half the bulk liquid value. 
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 In Fig. 2 panel B we show a typical liquid/liquid density profile. While the water 

density looks similar to a liquid/vapor density profile, the organic liquid (chloroform, in 

this case) density exhibits dampened oscillations. While the source of these oscillations 

(which is well understood to represent molecular packing when a liquid is in contact with 

a solid) is not quite clear here, these oscillations have been observed in many 

liquid/liquid simulations93, 125, 135-143 and have also been predicted by classical statistical 

mechanics density functional calculations.144 For example, molecular dynamics 

simulations of two immiscible Lennard-Jones liquids revealed stable equilibrium  

oscillatory structures in the density profiles, but those oscillations were reduced 

significantly when the surface area was increased.137 A more recent MD study and 

density functional calculation were carried out on a similar model liquid/liquid interface  

where Lennard-Jones particles are kept immiscible  by reducing the attractive interaction 

between unlike particles. The density profiles of the liquids display oscillations that 

vanish when approaching the liquid-vapor coexistence, while the total density of the 

system shows a significant depletion at the interface.145 However, X-ray reflectivity 

studies of two different water/oil interfaces do not support with the existence of this 

depletion.146 

 At the liquid/liquid interface, no unique GDS exists because an equation similar 

to Eq. 9  can be used to define a dividing surface with respect to either liquid by setting 

ρV = 0. If zA and zB are locations in bulk liquid A and liquid B, respectively, the GDS 

with respect to liquid A is given by 

 

 

! 

zG(A) = zA +
1

"A
bulk "A(z)dz

zA

zB

#                    [10] 
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where ρA(z)  is the density profile of liquid A assumed to vary from 

! 

"A = "A
bulk  at z = zA to 

ρA = 0 at z = zB. An analogous expression for the GDS defined with respect to liquid B 

can be written. In discussing the water/liquid interface, we will define the GDS with 

respect to the water density. As in the case of the liquid/vapor interface, The GDS is close 

to the plane where the water density is about half the bulk value. 

 The average density profile gives a useful indication of the thickness of the 

interface region, but any fluctuations in density along the normal and in the xy plane 

parallel to the interface are averaged out. While these fluctuations exist even in a 

homogeneous liquid, their size and the range of their correlations are much more evident 

at an interface. We will also see later that they are important for understanding solute 

behavior at the interface. A simple framework for characterizing density fluctuations at 

the interface is the continuum level Capillary Wave (CW) theory. This theory has been 

discussed extensively.55, 56  Here we note briefly  some useful relations and focus on 

molecular dynamics simulations that have been used to characterize the density 

fluctuations and to test the validity of CW theory down to a molecular-length scale. 

 Capillary wave theory considers the density variation at the interface to be the 

result of  the superposition of thermally excited  density fluctuations on a bare intrinsic 

profile. Mathematically, the instantaneous local density at a location 

! 

r " (x,y,z) " (s,z)  is 

given by 

 

 

! 

"(r) = "A + ("A # "B)H[$ (s) # z)]           [11] 
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where H(u) is the step function: H(u < 0) = 0, H(u > 0) = 1 and z = ζ(s) is a two 

dimensional curved surface separating the two phases whose bulk densities are ρA and 

ρB. Snapshots of molecular dynamics simulations of liquid/vapor and liquid/liquid 

interfaces are qualitatively consistent with this ideal view, and this will be quantified 

below. The curved surface fluctuates due to thermal motion, and the average over all 

these fluctuations gives rise to the density profile. CW theory approximates the free 

energy associated with these fluctuations55, 56 and shows that ζ is a random Gaussian 

variable with probability distribution 

! 

P(" ) = 2# " 2( )
$1 2
exp $" 2 2 " 2[ ] (without loss of 

generality < ζ > is taken to be zero), in which the average square fluctuations are given 

by 
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" 2 =
kBT
4#$

ln1+ 2# 2lc
2 /%b

2

1+ 2# 2lc
2 /A

            [12] 

 

where kB is the Boltzmann  constant,  T the temperature, γ the surface tension, A the 

system surface area, ξb a molecular length scale taken to be the bulk liquid correlation 

length (defined as the distance where the bulk liquid radial distribution function’s 

asymptotic value is equal to 1) and 

! 

lc = 2" /(gmA#A $mB#B )[ ]1 2  is called the capillary 

length and is on the order of a few millimeters (g is the gravity constant and mA and  mB 

are molecular masses). Performing the average of Eq. 11 over ζ gives a density profile 

that is mathematically similar in shape to the mean field expression (Eq. 8): 

 



 22 

 

! 

"(z) =1 2("A + "B) #1 2("A # "B)erf(z 2 $ 2 )          [13] 

 

where erf is the error function. In the case of the liquid/liquid interface, this gives the 

total density at the location z. 

! 

" 2  is a measure of the interface width (more precisely, 

the distance over which the density changes from 90% to 10% of the bulk density which 

is  1.51

! 

" 2 ). Eq. 12 shows that in the thermodynamic limit (A → ∞), the surface width 

diverges as 

! 

("lng)1 2, while at zero gravity one obtains 

 

  

! 

" 2 =
kBT
4#$

ln(A /%b
2)               [14] 

 

and the width diverges in the thermodynamic limit. While the issue of the existence of the 

interface at zero gravity is not completely clear,147 using Eq. 14 for systems with sizes 

typically used in computer simulations is acceptable because for these systems 

! 

"b << lc >> A  , and Eq. 12 reduces to Eq. 14. 

 Molecular dynamics simulations have been used to test the validity of the CW 

theory down to distances comparable to ξb.  Eq. 14 predicts a specific dependence of the 

interface width on the temperature. Simulations at different temperatures can be used to 

determine <ζ2>  (by fitting the density profile to Eq. 13). This, combined with surface 

tension calculations (see below) can be used to verify that 

! 

" 2 is proportional to 

! 

T " .  Fig. 3 shows this plot generated using the data published in the very recent 

million particles simulation of the Lennard-Jones liquid/vapor interface.131 As can be 
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seen, the relation in Eq. 14 holds quite well at low T. Another simple approach is to 

obtain ξb from the bulk radial distribution function (g(ξb) ≈ 1) and confirm the validity of 

Eq. 14 using the independently calculated surface tension and <ζ2>, as has been done for 

several liquid/liquid interfaces.135, 138 Alternatively, if several simulations with different 

surface areas are performed, Eq. 14 suggests that a plot of  < ζ2> vs. ln A should be a 

straight line with a slope of kBT/4πγ.142, 143, 148 

 A more direct test of the underlying assumptions of CW theory can be done by 

computing the spectral representation of the fluctuating surface z = ζ(s).  This surface is 

represented by the superposition of capillary waves of different wave numbers q: 

 

 

! 

" (s) = #(q)eiq $s
q
% ,  #(0) = 0              [15] 

where q = (2π/L)(nx, ny), L is the box length and (nx, ny = ±1, ±2, …L / ξb), so each mode 

q contributes <α(q)α(−q)> to the average of the square width. The detailed calculations 

of CW theory give:55 

 

 

! 

"(q)"(#q) =
kT

$L2(q2 + 2 /%b
2)

           [16] 

 

For a typical system size used in simulation, 

! 

q = q >> "b
#1, and  a plot of log <α(q)α(−q)> 

vs. log q should be a straight line with slope 2. The key to this approach is determining 

the instantaneous surface z = ζ(s). This can be accomplished by finding the contact points 

(on a grid) between a probe sphere of a fixed radius and the interfacial molecules149 once 
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the set of interfacial molecules is determined.133, 150, 151 Another approach is to construct a 

coarse-grain density by a convolution of the 3D density field 

! 

"(r # ri
i=1

N

$ )with a Gaussian 

function.152 Jorge et al. recently reviewed these methods.153 

 Experimental measurement of the density variation at liquid/vapor and 

liquid/liquid interfaces down to the nanometer length scale is possible with X-ray and 

neutron reflectivity measurements.43 In a test of capillary wave theory, X-ray reflectivity 

was used to study the interface between water and n-alkanes, CnH2n+2 with n= 6-10, 12, 

16, and 22. For all interfaces except the water-hexane (n=6) interface, the interfacial 

width disagrees with the prediction of capillary-wave theory. However, the variation of 

the observed interfacial width <ζ2>obs  with the number of carbons atoms can be 

described by combining the capillary-wave prediction for the width <ζ2>cap (Eq. 12)  

with a contribution that takes into account the finite molecular size: 

 

 

! 

" 2
obs

= " 2
cap

+# 0
2             [17] 

 

where 

! 

" 0  was found to match the radius of gyration of the shorter alkane molecules or 

the bulk correlation length for the longer alkanes.154 A number of simulations have later 

demonstrated the applicability of Eq. 17.142, 143, 148 

 An additional contribution to the interface width due to the finite molecular size 

can also be demonstrated by calculation of the so-called intrinsic density profile. This 

profile can be thought of as a generalization of the simple zero thickness assumption, 

which is implicit in the step function representation in Eq. 11. The intrinsic density 
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profile can be obtained by computing the density relative to the instantaneous location of 

the dividing surface ζ(s):56, 140, 142, 143, 155, 156 

 

 

! 

"int (z,q) =
1
A

#(z $ zi +% (s i;q)
i=1

N

&            [18] 

 

where q = |q| is the wavevector value (see Eq. 15) determining the resolution at which the 

instantaneous surface ζ is computed. The intrinsic density profile essentially removes 

from the average smooth density profile the blurring effect of the capillary fluctuations. 

An example of the intrinsic density profile of water and of carbon tetrachloride at the 

liquid/liquid interface is presented in Fig. 4. In this example, the intrinsic surface ζ(s) is 

determined (for each liquid independently) using the grid method mentioned above, with 

a grid size given by the largest atomic site in each liquid. Other methods are reviewed in 

the paper by Jorge et al., from which this figure was reproduced.153 Note the oscillatory 

density profile of the water, reflecting an underlying layered structure similar to that from 

the oxygen-oxygen radial distribution function g(r) (see the discussion of g(r) below).  

Demonstrated below is that other properties of the neat interface and of solute molecules 

adsorbed at the interface can also be described relative to the intrinsic surface. 

 Several other approaches for demonstrating the fact that a liquid surface is a 

rough but relatively sharp region of a two-phase system have been discussed. For 

example, by showing that the probability distribution of the surface height (defined as the 

maximum value of ζ(s) when s is sampled over a grid of varying sizes125, 135, 142, 143) is a 

Gaussian. As will be discussed later, the local density and its fluctuations have a 
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profound effect on the spectroscopy, dynamics and reactivity of adsorbed solute 

molecules.  

Surface Tension 
 
 The surface tension of a liquid/vapor or liquid/liquid interface can be calculated 

readily from MD or MC simulations. The goal of these calculations has typically been to 

test the validity of the force fields utilized, since experimental data on surface tension are 

readily available. As discussed earlier, the force fields used in simulations of interfacial 

systems are often optimized to reproduce bulk liquid properties, so,  there is no guarantee 

that they will independently reproduce this surface-specific property. It turns out that most 

simulations that use the simple mixing rules to determine the interactions between the 

molecules of two different liquids seem to give reasonable results, however.72 

 Several approaches for calculating the surface tension have been developed, and are 

briefly summarized here. The fundamental definition of the surface tension γ depends on 

the statistical mechanical ensemble used. For example, at constant N, V, T: 
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              [19] 

 

where F is the Helmholtz free energy. Other expressions may be written, as discussed in 

Chapter 2 of the book by Rowlinson and Widom.55  Beginning with this definition, 

several approaches for calculating the surface tension between two phases from 

molecular simulations have been developed, and they are generally called the 

“thermodynamic route”. These methods are based on directly calculating the change in 

the system’s Helmholtz free energy associated with a change in the interfacial area at 

constant particle number, volume and temperature. The performance of these 



 27 

thermodynamic techniques was recently presented by Errington and Kofke.157 

 Other approaches for computing the surface tension start from the statistical 

mechanical expression for the Helmholtz free energy or for the pressure. The Kirkwood-

Buff formula for the surface tension of a liquid/vapor interface of an atomic liquid 

described by the pair potential approximation is: 
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where the sum is over all pairs of atoms and the average is in the canonical ensemble. 

The factor of ½ accounts for the existence of two surfaces. Generalized to molecular 

fluids, the formula is125 
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where rmn is the distance between atom m that belongs to molecule i and atom n that 

belongs to molecule j, and rij is the distance between the centers of mass of molecules i 

and j. This formula can be also used at the liquid/liquid interface (without the factor of 

1/2 if we have a single interface). Long-range corrections to the surface tension 

calculated with this expression assume that for distances r > rc (the simulation cutoff 

distance) one may set the radial distribution function to 1 when calculating the ensemble 

average in the above equations.158 These long-range corrections take the form of integrals 
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involving the pair interaction energy and they can contribute significantly (10-30%), 

especially at high temperatures. Early experience using the Kirkwood-Buff formula 

resulted in slow convergence due to large fluctuations125 but with the brute force 

computational power available today, this no longer seems to be an issue.  

 In the Irving and Kirkwood method159 the surface tension is expressed as the 

integral over the difference between the local components of the pressure tensor 

 

 

! 

" = pN(z) # pT (z)( ) $ dz             [22] 

 

where pN(z) and pT(z) are the normal and tangential components of the pressure tensor 

along the normal to the surface, respectively, and the integral is over the region that 

includes the interface (in a bulk homogeneous fluid, 

! 

pN(z) = pT (z)). In practice, the 

components of the pressure tensor are calculated in slabs parallel to the interface and the 

integral is replaced by a sum over these slabs. The expression for the pressure tensor is 

similar to that for the pressure calculated in a simulation of homogenous systems, except 

that there is ambiguity in the interfacial term because no unique way exists to determine 

which intermolecular forces contribute to the force across a given slab. These choices are 

discussed briefly in the book by Rowlinson and Widom55 and in more detail in references 

160-162. Expressions for the long-range corrections in the Irving-Kirkwood method were 

developed.163 We should mention that it is also possible to rewrite the Kirkwood-Buff 

formula as a sum of local contributions from different slabs.164   

 It is important to point out that being an equilibrium property, the surface tension 

can be calculated in a molecular dynamics or Monte Carlo simulation. The force 



 29 

calculations are of course already done in the MD code, but the calculation of the 

potential energy derivatives needs to be added to the MC code if the Kirkwood-Buff or 

Irving-Kirkwood methods are used. 

 The methods discussed above have been used extensively in the literature, recent 

example of which is a calculation of the surface tension of 6 common water models at 

different temperatures.165 Particular noteworthy is the recent  detailed calculation of the 

surface tension at the liquid/vapor interface for a series of alcohols by MC simulations, 

using many of the mechanical and thermodynamics methods described above. The 

surface tension, saturated liquid densities and the critical points compare well with 

experiments.134 

Molecular Structure 
 
 The interface region is characterized at the molecular level by a strong asymmetry 

in the molecular interactions due to the gradient in the number density along the interface 

normal.  The pair-interactions themselves may effectively be different in the bulk versus 

the interface. For example, if a polarizable force-field is used, the different local electric 

fields in these two regions will induce a different electric dipole moment on the 

interfacial molecules, resulting in different effective charges on these molecules. 

Consequently, molecular structure and dynamics at the interface may differ significantly 

from the bulk. Molecular simulations have been particularly useful for elucidating this 

effect especially because experimental probes of interfacial molecular structure is 

challenging. In this section, we briefly discuss the most important molecular level 

structural properties derived from MD and MC simulations over the past 2-3 decades. 

This is followed by a discussion of dynamical properties of the neat interface. 
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Molecular Orientation 

 The orientation of molecules at interfaces impacts other structural properties (such 

as hydrogen bonding) and surface reactivity and, accordingly, has been the subject of 

statistical mechanical theories,166 simulations and experiments.19, 167-173 Any axis that is 

fixed in the molecular frame will be randomly oriented in bulk homogeneous liquids, but 

will typically have a non-uniform distribution at the interface due to the asymmetry in 

forces experienced by the molecule there. Because of the cylindrical symmetry of the 

planar interface, only the angle between a molecular axis and the interface normal is 

typically of interest. However, because three linearly independent vectors are generally 

needed to fully determine the orientation of a rigid body, a complete description of 

surface molecular orientation involves determining the joint probability that a molecule 

(whose center of mass is at z) will have its three vectors at angles α, β and γ with respect 

to the interface normal. For example, in the case of water molecular orientation, only two 

vectors are needed for a complete specification, e.g., the water molecular dipole (the 

vector in the molecule plane, bisecting the HOH angle) and one of the OH bonds. Most 

reports of water orientation at interfaces provide the orientational profile P(α, z), which 

gives the probability that the water dipole or the water OH bond (or the HH vector) forms 

an angle α with respect to the interface normal when the molecule is in a slab located at z. 

Besides this two-dimensional probability distribution, it is also useful to show the 

orientational order parameter profile, defined as: 

 

 

! 

S(z) = 3 cos2" #1( ) 2            [23] 
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where the angular brackets denote the equilibrium average over all the molecules in the 

slab located at z.  S = 0 corresponds to an isotropic orientation, while values of  S = +1, 

and −0.5 correspond to orientations that are perpendicular (α = 90o) and parallel (α = 0) 

to the interface normal, respectively.  

 The orientational profiles of water and other liquids at interfaces have been 

reported in many simulation studies.93, 125, 132, 135, 138, 140, 142, 143, 151, 174-179 It is interesting to 

note that the orientational profiles of the water dipole at the water liquid/vapor interface 

and at the interface between water and a non-polar liquid all exhibit similar behavior: The 

water dipole tends to lie parallel to the interface (possibly with a slight tilt toward the 

bulk) but with a broad distribution. At this orientation, the water molecule is able to 

maximize its ability to hydrogen bond with other water molecules. The orientation 

becomes fully isotropic in the bulk at distances that are 1 nm or less from the Gibbs 

surface. More refined orientational profiles without the capillary wave broadening can be 

obtained with respect to the intrinsic surface. These intrinsic orientational profiles can 

better identify the orientational ordering at the interface.140, 142, 143, 151, 176, 177, 179 

Complementary (and sometimes consistent) experimental information has been provided 

in recent years mainly by non linear spectroscopic methods (second harmonic and sum 

frequency generation), discussed below.19, 167-173 

 While the profiles of a single orientational variable can be useful, Jedlovsky et 

al,175 point out that care must be exercised in using them to draw conclusions about the 

complete orientational structure; a bivariate distribution (represented, for example, by 

two-dimensional maps) calculated in successive slabs maybe be necessary.142, 143, 151, 175-
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177, 179 In particular, the independent profiles of a single variable cannot be used to 

reconstruct the full joint distribution.175 

Pair distributions 

 Unlike density and orientational profiles that describe the distribution of single 

particle properties in space (albeit influenced by interactions with other particles), pair 

distributions or pair densities describe the mutual correlation between two particles. 

Specifically, the pair distribution function ρ(2)(r1,r2) is proportional to the probability of 

simultaneously finding two particles at locations r1 and r2. In a bulk homogeneous liquid 

(of density ρL), ρ(2)(r1,r2) is a function of the distance 

! 

r = r2 " r1  alone, because of 

translational and rotational symmetry. The mutual correlation of two particles is then 

described more conveniently in terms of the radial distribution function g(r), such that 

! 

4"r 2g(r)#Ldr  is the number of particles in a spherical shell of thickness dr  and radius r 

centered on a given particle. At a flat liquid interface, the spherical symmetry is replaced 

by a cylindrical symmetry, and the pair distribution becomes a function of the distance r 

between the two particles as well as their locations z1 and z2 along the interface normal. 

Equivalently, one can use (in addition to r) the location z of the given particle and the 

angle θ between the interface normal and the vector 

! 

r2 " r1. 

 Statistical mechanical approaches to the structure of the neat interface generally 

employ some approximations of the pair distribution function in order to develop a theory 

of density profile or surface tension. An example of such an approximation55 is using the 

pair distribution of the homogenous liquid at the density appropriate to the location z. For 

a direct calculation of ρ(2)(r, z, θ), one typically must resort to simulations. Instead of 

attempting to compute the full 3-dimensional dependency of this distribution function, 
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however, a more practical approach for gaining insight into the particles’ mutual 

correlations at the interface has been to compute the orientationally averaged g(r) within 

a slab of some thickness parallel to the interface. Thus, while the bulk g(r) is computed 

by binning all the pair distances, we can obtain an average 

! 

g(r,z) = g(r,z,")  at the 

interface by binning the pair distances when one particle is located inside a narrow slab 

centered at z. Fig. 5 shows the 

! 

g(r,z)  for a Lennard-Jones liquid/vapor interface at T* = 

1.0. The different lines correspond to 0.58σ-thick slabs parallel to the interface. Z = 0 is 

the middle of the bulk region, and Z = 4σ is the location of the Gibbs surface. As the 

surface is approached, a monotonic decrease in the value of 

! 

g(r,z)  is found at each value 

of r but with no appreciable change in the location of the maxima (around 1.1σ). Because 

approximately half of the configuration space at the Gibbs surface has a near zero density 

(vapor) as 

! 

r"# , 

! 

g(r,zG)approaches 0.5 rather than the bulk value of 1. The insert 

shows how the height of the first peak is scaled down relative to the bulk for three 

temperatures.  The significant reduction in the first peak without a significant change in 

its position has been demonstrated to some degree for water when a non-polar solute is 

near the Gibbs surface.135, 142, 143 This reduction reflects the diminished density of the 

solvent. If one normalizes the local g(r) by the local density135  (using the density 

profile), any observed variation in 

! 

g(r,z)  as a function of z reflects the intrinsic change in 

solvation structure. This concept will be useful when examining solute-solvent 

correlations below. 

Hydrogen Bonding 

 An example of a pair distribution of particular importance is one that deals with 

hydrogen bonding and specifically hydrogen bonds involving water at interfaces. This 
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topic has been the subject of numerous investigations using MD and MC methods. A 

discussion of hydrogen bonding requires its definition, and several such definitions have 

been proposed. The most popular are based on energy180-182 or geometric183-185 criteria. 

For example, two water molecules are considered hydrogen-bonded when (a) their 

mutual interaction energy is more negative than −10 kJ/mol or (b) when the O-O distance 

is less than 3.5Å (the location of the first minimum of the bulk water oxygen-oxygen 

radial distribution function) with the OHO angle deviating by no more than 30 degrees 

from linearity. A systematic approach for developing H-bond criteria using a geometric 

cutoff based on a two-dimensional potential of mean force has been described by Kumar 

et al.186 While these definitions are somewhat arbitrary, the exact choice used does not 

seem to have much impact on the conclusions discussed below.187 Regardless which 

definition is used in simulation of bulk water, it is found that each water molecule is 

hydrogen-bonded by an average of NHB ≈ 3.5 hydrogen bonds to other water molecules. 

Given that the coordination number of water in the bulk is about NC = 4, this shows that 

the probability for any given hydrogen bond to exist is about PHB = NHB / NC ≈ 0.87. At 

the interface, the number of hydrogen bonds per water molecule decreases. For example, 

at the water/nitrobenzene interface138 it is an average of about 2.5 for water molecules 

near the Gibbs surface. However, at the same time, the coordination number also 

decreases, in this case to a value of about 2.4. Thus, the probability that any of the water 

molecules in the first coordination shell is hydrogen-bonded is a higher value (0.96) at 

the interface than in the bulk. The same qualitative picture emerges in several water 

interfacial systems.135, 136, 138, 141 It is interesting to note that when the hydrogen bond 

statistic is computed relative to the intrinsic interface,140 PHB exhibits a maximum, since 
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there is a significant drop in the coordination number for the interfacial molecules in the 

outermost layer. The result that on average PHB (interface) > PHB (bulk) is consistent with 

a less mobile interfacial hydrogen bonding network at the interface. This can be 

demonstrated more directly by computing the hydrogen bond lifetime, see below. 

 While experimental data about water structure and the hydrogen-bonding 

environment can be obtained with a variety of techniques (X-ray and neutron diffraction, 

IR and Raman spectroscopy and X-ray absorption and emission spectroscopy), 

experimental data about hydrogen bonding at interfaces is becoming available through 

the application of Sum Frequency Generation (SFG) spectroscopy. This technique 

provides information about the vibrational spectra of interfacial molecules, which are 

influenced strongly by the number, strength and type of hydrogen bonds, as described in 

the next section.  

The Vibrational Spectrum of Water at Interfaces 

 A single water molecule has IR and Raman-active symmetric and anti-symmetric 

OH stretch fundamentals at 3657 and 3756 cm−1, respectively. The bulk liquid IR spectra 

are broad (full width at half maximum ≈ 375 cm−1) and red-shifted significantly (peak at 

3400 cm−1). The bulk spectrum is typically interpreted by de-convoluting it into 

overlapping Gaussians representing different classes of water molecules experiencing 

different local H-bond environments. See references 188 and 189 for two recent 

examples containing many references to earlier work. However, as can be gleaned from 

reading these references and considering other issues like temperature dependence,190 the 

interpretation of these spectra has been controversial. 
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 At the liquid/vapor interface, as well as at hydrophobic liquid/water interfaces, the 

“top” water molecules (farthest away from the bulk) are hydrogen-bonded to one or two 

other water molecules. This is evident from the hydrogen-bonding discussion in the 

previous section and from the result of water OH-bond orientations at interfaces, and it 

suggests that a significant fraction of interfacial water molecules will have one of their 

OH bonds “free”. This uncoupled stretching mode will appear in the spectra as a sharp 

peak shifted to frequencies near the gas phase fundamentals. A direct experimental 

demonstration of the existence of the “free” OH bond at the water liquid/vapor interface 

was provided first by Shen and coworkers using SFG spectroscopy.191, 192 Since then, it 

has been demonstrated for several other water surfaces, as for example, at the water/CCl4 

interface by Richmond and coworkers.193  

 In SFG spectroscopy, a visible, linearly polarized laser beam (with a fixed 

frequency ωVIS and polarization direction j) and a linearly polarized IR laser beam 

(direction k and variable frequency ωIR) are focused at the interface. An output beam 

with the sum frequency ωVIS+ωIR and polarization direction i is generated from the 

interface but not from the bulk, because of symmetry-based selection rules.13 The output 

light intensity is proportional to the square of the medium second-order nonlinear 

susceptibility χijk. To a good approximation, 
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where the two terms on the right-hand side correspond to resonant (R) and non-resonant 

(NR) parts. As the IR laser frequency is varied, the output signal is enhanced when a 
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symmetry allowed molecular vibration is in resonance with the IR laser frequency. Since 

the first application by Shen, the technique has been applied to many molecular systems 

and reviewed extensively.16, 18, 28, 194-197 Increased sensitivity has been achieved in recent 

years by employing broad-band heterodyne-detected sum frequency generation (HD-

SFG). Here, the signal intensity decreases linearly (vs. quadratically in the older SFG 

method) with decreasing surface coverage, thus improving the detection limit. An additional 

improvement is provided by the ability of measuring the phase of the HD-SFG signal.  This 

helps remove the non-resonant background (a problem with the older method).194 HD-SFG 

was recently applied198  to the air/deuterated water interface and revealed that the donor 

hydrogen bond of the water molecule straddling the interface is only slightly weaker than 

bulk-phase water hydrogen bonds. This suggests an extremely thin interface region, a rare 

confirmation of two decades of computer simulation results.  

Depending on the importance of quantum effects, non-linear coupling and 

dynamical contributions, many methods with varying degrees of sophistication 

employing fully quantum, semiclassical and fully classical approaches have been 

developed for the MD calculation of vibrational spectra of condensed phase molecules. 

Especially challenging is the problem of calculating the IR and Raman spectrum of bulk 

water, because this system includes high frequency coupled anharmonic oscillators, 

where dynamics and quantum effects are important. Detailed coverage of this important 

subject is outside the scope of this chapter, and the interested reader can consult a recent 

review article.199  

Some of the methods developed for bulk liquids have also been used to calculate 

the hypothetical IR spectra of water at interfaces. Those studies are consistent with the 

experimental observation of dangling interfacial OH bonds.200-202  However, to compare 

directly with SFG experiments, several groups developed simulation techniques for 
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computing the SFG spectrum. The work in this area is an excellent demonstration of the 

benefit of combining experiments and simulations to gain insight into the microscopic 

structure of water at interfaces. In particular, theory has been able to demonstrate the 

degree to which the spectrum is surface-specific and to attribute specific features in the 

spectra to specific molecular structures.178, 203 

The computational approaches up to 2006 were reviewed by Perry et al.204 

Briefly, these methods are based on representing the SFG spectrum by the Fourier 

transform of a polarizability-dipole quantum time correlation function (QTCF). A fully 

classical approach to computing the SFG spectrum is then obtained by replacing the 

QTCF by a classical expression including a harmonic correction factor: 
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where   

! 

QH (") =1# e#h" kT is a slowly varying function of ω that represents an approximate 

quantum correction,204 αij is the ij component of the molecular polarizability tensor and 

µk is the component of the electric dipole moment in the k direction.  The classical model 

uses flexible molecules with terms describing the dependence of the molecules’ dipole 

and polarizability on their internal coordinates. This approach was used by Morita and 

Hynes to calculate the SFG spectrum of the water liquid/vapor interface and is in 

reasonable agreement with experiments.205, 206 Improvements on the original approach 

and additional applications are discussed in reference 204. 
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 The main problem with the fully classical approach is that the energy of the 0 →1 

transition of the OH stretching vibration is significantly larger than kT, and corresponds 

to a region of the potential energy not sampled in classical trajectories. One way to 

handle this problem is to use a mixed quantum/classical treatment, focusing on a single 

vibrational mode that is treated quantum mechanically, while the liquid molecules are 

treated classically. This worked well, for example, in the case of a dilute HOD in liquid 

D2O. Using this approach requires information about the dependence of the OH 

frequency, transition dipoles and transition polarizability on the instantaneous local 

environment. Skinner and coworkers use this approach (which was originally developed 

for computing the bulk IR and Raman spectra) to calculate the real and imaginary parts of 

the resonant susceptibility.207  Good agreement with experiments was found. They were 

able to show that the SFG spectrum is dominated by single-donor molecules with a total of 

two or three hydrogen bonds. More recently, they also used this approach to interpret  

phase-sensitive vibrational sum-frequency experiments of the surface consisting of mixtures 

of HOD and D2O.77, 208, 209  They found that good agreement with experiments 

(specifically, the imaginary part of the sum-frequency susceptibility) required using a three-

body potential for water. Interesting conclusions from this work include the lack of evidence 

for any special ice-like ordering at the surface of liquid water, and, that the spectrum can be 

interpreted as arising from overlapping and canceling positive and negative contributions 

from molecules in different hydrogen-bonding environments. 

We note that in the (inhomogeneous) limit of slow frequency fluctuations, the 

expression used by Skinner and coworkers is reduced207  to one used earlier by a number 

of researchers to calculate SFG lineshapes.178, 210 
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Dynamics 
 
 The atoms or molecules forming a liquid phase are at constant translational and 

rotational motion. (We discuss vibrational dynamics later). These dynamics can be  

characterized by transport properties and time-correlation functions.  Significant 

advances in describing equilibrium dynamics in bulk liquids have been made and applied 

slowly in recent years to characterizing molecular dynamics at liquid interfaces. We 

expect the reduced density and the anisotropic forces to have significant effects on the 

dynamics as in the case of molecular structure. The work to date has been focused mainly 

on using MD simulations to compute diffusion constants, rotational correlation functions 

and hydrogen bond lifetimes. We again limit the scope of the discussion to processes that 

take place at liquid/vapor and liquid/liquid interfaces and refer the reader to a recent 

review that focuses on dynamics near solid surfaces and in confined geometries.211 

 
Diffusion at the Interface of Neat Liquids  

 On a time scale longer than a few molecular collisions (tens of femtoseconds), the 

translational dynamics in most liquids follow a simple diffusion law. This can be 

characterized in bulk homogeneous liquids by a diffusion coefficient D that can be 

obtained easily by computing the equilibrium mean square displacement (MSD) time 

correlation function: 

 

 

! 

R2(t) = [r(t) " r(0)]2 =
1
N
1
T

[ri(t + #)
i=1

N

$ " ri(# )]
2

#= 0

T"1

$         [26] 
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where ri(t) is the vector position of particle i at time t, and the sum is over all  N particles 

and over all T time origins. Statistical mechanical arguments show212 that for time t > 

τmol, 

! 

R2(t) = 6Dt , where τmol is on the order of a few molecular collision times (or 

more accurately, it is the time it takes for the velocity autocorrelation function to decay to 

zero). A plot of 

! 

R2(t)  vs. time shows that at very early times 

! 

R2(t) " t 2  (inertial 

motion regime), but at longer times a straight line is obtained with a slope of 6D. 

 At an interface, the dynamic parallel and perpendicular to the interface may differ, 

and both may depend on the distance along the interface normal. The single bulk 

diffusion coefficient must be replaced by diffusion coefficients in the direction normal 

(Dzz) and parallel (Dxx= Dyy) to the interface: and these (one may naïvely assume) can be 

calculated from expressions similar to those in Eq. 26: 

 

 

! 

[z(t) " z(0)]2 # 2Dzzt

[s(t) " s(0)]2 # 4Dxxt = 4Dyyt
           [27] 

 

where s = (x, y) is the component of the vector position in the plane parallel to the 

interface. Dzz and Dyy = Dxx depend on z, but we expect both to become equal to the bulk 

diffusion coefficient D when z is far from the Gibbs surface (or from the solid surface in 

the case of liquid/solid interfaces). The relations in Eq. 27 have been used to estimate the 

diffusion coefficient at different liquid/vapor and liquid/liquid interfaces with sometimes 

conflicting results. 

 The problem with the naïve application of Eq. 27 (especially for computing Dzz) 
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is that as an interfacial molecule moves, it changes its z location. For example, the typical 

time required for a Lennard-Jones atom to traverse a molecular diameter is similar to its 

surface residence time.213  Thus, the validity of using the asymptotic behavior of the 

parallel and perpendicular MSDs breaks down and, in particular, 

! 

[z(t) " z(0)]2  reaches a 

plateau.214-216 Berne and coworkers proposed a method to overcome this problem.217  The 

diffusion coefficient parallel to the interface is determined from the MSD and from the 

(time-dependent) probability that a molecule remains in the slab centered at z. The 

diffusion coefficient perpendicular to the interface (Dzz) is determined by finding the 

value of the friction coefficient ζ that gives the best match of the survival probabilities in 

each slab calculated by MD and by solving the Langevin equation. The diffusion 

coefficient is then determined from the Stokes Einstein relation Dzz = kBT/ζ  as a function 

of distance of the layers from the interface. Calculating the diffusion coefficient of water 

as a function of distance from the liquid vapor interface shows217 that, as expected, the 

diffusion is found to be isotropic far from the interface, and the diffusion coefficient has 

the value D = 0.22 Å2/ps, in agreement with what is found from independent bulk 

simulations. The diffusion at the interface is anisotropic and faster, with values of Dxx = 

Dyy = 0.8Å2/ps and Dzz = 0.5 Å2/ps. This reflects the fact that with fewer hydrogen bonds 

per molecule at the interface, the barrier to diffusion is smaller in either parallel or 

perpendicular directions.  

 An approach was reported by Duque et al.213 for calculating the diffusion 

coefficient perpendicular to the interface. It takes into account the finite residence time 

(by employing a solution to a stochastic differential equation), but avoids using slabs and 
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considers the molecule positions relative to the intrinsic surface. The main conclusion of 

their study is that, even if a diffusion coefficient can still be computed, the turnover 

processes by which molecules enter and leave the intrinsic surface are as important as 

diffusion itself. 

 A detailed study of water translational dynamics at the water/hydrocarbon 

interface was carried out by Chowdhary and Ladanyi.218  The dynamics were probed in 

the usual laboratory frame as well as the intrinsic frame to provide insight about the 

effect of capillary waves on the dynamics. The distribution of residence times was fitted 

by stretched exponentials. The diffusion constant parallel to the interface was determined 

as above. In agreement with other studies, they found diffusion to be faster at the 

interface than in the bulk, and also faster when viewed in the intrinsic frame.  

 
Reorientation Dynamics 

 A useful and common way of describing the reorientation dynamics of molecules 

in the condensed phase is to use single molecule reorientation correlation functions.219, 220  

These will be described later when we discuss solute molecular reorientational dynamics. 

Indirect experimental probes of the reorientation dynamics of molecules in neat bulk 

liquids include techniques like IR, Raman and NMR spectroscopy.220  More direct probes 

involve a variety of time-resolved methods such as dielectric relaxation, time-resolved 

absorption and emission spectroscopy, and the optical Kerr effect.221 The basic idea of 

time-resolved spectroscopic techniques is that a short polarized laser pulse removes a 

subset of molecular orientations from the equilibrium orientational distribution. The 

relaxation of the perturbed distribution is monitored by the absorption of a second time-

delayed pulse or by the time-dependent change in the fluorescence depolarization.  
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 All these methods are not surface-specific and generally cannot be used to study 

the reorientation dynamics at liquid interfaces. While the effect of orientational dynamics 

on the SFG line shape was discussed some time ago,222, 223 using direct experimental  

probes of reorientation dynamics of interfacial molecules has only gained significant 

momentum recently by utilizing time-resolved SFG and SHG spectroscopy.224-227 The 

basic idea is similar to the pump-probe studies in bulk liquids, except that one probes the 

SFG signal emitted specifically by the surface molecules. For example, Bonn and 

coworkers have shown that recovery of the SFG signal following vibrational excitation 

with linearly polarized light can be used to extract the time scale of surface molecular 

reorientational diffusive motion.225 They found that the reorientation of interfacial water 

occurs on the sub-picosecond time scale, which is several times faster than in the bulk. This 

behavior is consistent with fewer hydrogen bonds at the interface. Molecular dynamics 

simulations of interfacial water dynamics are in quantitative agreement with experimental 

observations and show that, unlike in bulk where the dynamics can be mostly described as 

random jumps, the interfacial reorientation is largely diffusive in character.227 

 The first molecular dynamics computation of single molecule orientational 

correlation functions at liquid interfaces was reported by Benjamin.228  In bulk water, the 

water dipole correlation time (4 ± 0.2 ps) and the water H-H vector correlation time (1.5 

±0.1 ps, which can be approximately deduced from the NMR line shape) are in reasonable 

agreement with experiments. The reorientation was found to be faster at the water 

liquid/vapor interface. The reorientation dynamics of water molecules at the water/1,2-

dichloroethane interface is, in contrast, slightly slower (to 6 ± 0.3 and 2.3 ± 0.2 ps for the 

dipole and the H-H vectors, respectively).135 Similar results were found in a recent study 

by Chowdhary and Ladanyi of water reorientation near hydrocarbon liquids having 

different structure (different branching).218 The slower reorientation was limited to water 
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molecules immediately next to the organic phase. Slower dynamics were observed when 

the reorientation was calculated in the intrinsic frame (thus eliminating the effect of 

capillary fluctuations). 

 It is interesting to note that recent simulations229 show the reorientation dynamics 

of water next to surfaces of varying polarity to exhibit a non-monotonic behavior, with 

slower dynamics observed next to both highly polar and highly non-polar surfaces, and 

faster dynamics next to a surface of intermediate polarity. Insight into this behavior as 

well as into the mechanism governing the reorientation was provided recently by MD 

simulations and analytic modeling.230, 231 Two competing factors -- hydration structure, 

which controls the number of “free” OH bonds, and surface binding energy -- explain the 

non-monotonic reorientation dynamics. The dynamics can be explained using the extended 

jump model of Lagge and Hynes, where a relatively large jump in the orientation is followed 

by a slow diffusion of the O-O vector of two hydrogen-bonded molecules.232 

Hydrogen Bond Dynamics 

 The reorientation and translational dynamics of water molecules is closely related 

to the dynamics of making and breaking hydrogen bonds, because translations and 

rotations are responsible for bringing two water molecules to the distance and orientation 

necessary for forming the bond.  This topic has been discussed extensively 

experimentally,233-239  and theoretically185-187, 240-247 in bulk water and in aqueous 

solutions. It is important for understanding spectroscopy, reactivity and the behavior of 

hydrated solute molecules. With the advent of time-resolved SFG spectroscopy, there has 

been some interest in understanding the hydrogen-bonding dynamics at aqueous 

interfaces.230, 248-257 
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Hydrogen bond dynamics can be studied theoretically using the time correlation 

function approach originally developed for calculating reaction rate.258 Using any of the 

definitions of a hydrogen bond described earlier, a dynamical random variable h is then 

defined this way: Consider two tagged water molecules that are hydrogen-bonded at t = 

0.  h(t) is equal to 1 if these two molecules are still bonded at a later time t, otherwise it is 

equal to zero. Other definitions are possible. For example, one can ignore the past history 

of  h(t) (so h(t) may become 1 again later if these two water molecules reform their 

bond), or one may ignore a short time interval where the bond is broken and immediately 

reforms. The reader should consult references 187, 240 and 241 for more detail. 

 A normalized equilibrium autocorrelation function c(t) is defined using the 

random variable h: 

! 

c(t) =
h(0)h(t)
h(0)h(0)

  ,           [28] 

where the ensemble average is over all pairs and all time origins. (Note that 

! 

h(0)h(0) = h , since h2 = h). The function c(t) gives the probability that a given 

hydrogen bond exists at time t, provided it existed at time zero. Clearly c(t) starts at 1 and 

decays to zero with a time constant τrx, where c(τrx) = 1/e. This decay involves the 

breakup of a hydrogen bond due to the mutual diffusion and reorientation of a pair of 

initially hydrogen-bonded water molecules. A detailed analysis can provide information 

about the intrinsic forward (kf) and backward (kb) rate constants for breaking a hydrogen 

bond and thus the lifetime τ = 1/kf of a hydrogen bond.187, 240, 241  The function c(t) is also 

useful for a qualitative account of the lifetime. 
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To examine hydrogen bond dynamics as a function of its location normal to the 

interface, the simulation box can be divided into slabs. 

! 

cn (t)  is computed for the n’th slab 

by including the contributions of all the hydrogen bonds between pairs of water 

molecules, where at least one of the molecules belongs to the given slab. If a water 

molecule changes its initial slab during the simulation, its time history then contributes to 

the average in the new slab.  

A hydrogen bond’s lifetime is found to be longer at the water/metal251 and 

water/protein248-250, 255 interfaces than in bulk water. Berne and coworkers examined the 

hydrogen bond dynamics at the water liquid/vapor interface.252  They found faster 

hydrogen bond dynamics at the interface than in bulk water for the polarizable water 

models, but slower dynamics if non-polarizable models are used. Even with the 

polarizable models, however, the shorter lifetime at the interface was attributed to more 

rapid translational diffusion at the interface rather than to faster kinetics of hydrogen 

bond formation. This can be demonstrated by removing the contribution of the relative 

diffusion of water molecules by defining a new correlation function: 

! 

cnd (t) =
h(0)h(t)H(t)
h(0)H(t)

            [29] 

where H(t) = 1 if  the O-O distance is less than the hydrogen-bond defining distance of 

3.5Å (but for any orientation), and using the relation 

! 

h(0)h(0) = h(0). cnd(t) is the 

conditional probability that a hydrogen bond exists at time t given that it existed at t = 0 

and that the two water molecules have not diffused away from one another. The 

relaxation of this correlation function is slower at the interface than in the bulk. This is 

explained by the fact that the number of water molecules next to a hydrogen-bonded pair 
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that are available to accept or donate a hydrogen bond is smaller at the interface than in 

the bulk. 

 The hydrogen bond dynamics at the interface between water and a series of 

organic liquids of varying polarity and surface structure were examined by Benjamin.253 

The hydrogen bond population relaxation time was found to be slower than in bulk water 

and strongly dependent on the nature of the organic phase. Profiling the lifetime shows 

dependence of the lifetime on the location of the water molecules along the interface 

normal, with the bulk relaxation rate reached at approximately two layers “below” the 

Gibbs surface. The slowest relaxation was found at the interface that is characterized by 

the tendency to form the most water protrusions. This is due to the lack of adjacent but 

non-hydrogen bonded molecules, which increases the time scale for a water molecule to 

reorient itself towards a new hydrogen bonding “partner”.   

 Chowdhary and  Ladanyi investigated how the chain length and branching of liquid 

alkanes influence the dynamics of hydrogen bonds in water next to these liquids.256 They 

found that the hydrogen bond dynamics of interfacial water are weakly influenced by the 

identity of the hydrocarbon phase and by capillary waves. However, they found that 

hydrogen bond dynamics are sensitive to the initial orientation of the molecules participating 

in the hydrogen bond. 

Solutes at Interfaces: Structure and Thermodynamics 
 

 As with neat liquids at interfaces, the molecular structure of solvated molecules at 

an interface can be discussed using probability distribution functions.55 We focus here on 

the single particle distribution (or solute density profile) and the pair distribution, because 

they have received much attention. We also remark briefly on the subject of solute 

orientational profiles. 
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Solute Density 
 

Basic Definitions and the Gibbs Adsorption Equation 

 The single particle distribution function ρ(1)(rs) gives the probability density of 

finding the center of mass of a solute molecule at the location rs. In bulk homogeneous 

solutions, ρ(1)(rs) = ρb = constant, but at a planar liquid/vapor or liquid/liquid interface 

ρ(1)(rs) depends on the solute location along the interface normal zs. For simplicity of 

notation we will denote it by ρs(z).  Computationally, one counts the number of solute 

molecules per unit volume in a thin slab centered at z in order to obtain the density 

distribution ρs(z). The integral of ρs(z) along z gives the total number of solute molecules 

per unit area, and in general this is not equal to the integral of the constant density ρb  

over the same interval (which includes the interface region). The difference is called the 

surface excess density Γ, which is related to the surface tension of the solution γ and the 

solute chemical potential µ using the Gibbs adsorption equation:55 

  

  

! 

d" = #$dµ   (fixed temperature)          [30] 

 

If there are c components, the left-hand side is generalized to 

! 

d" = # $idµi
i=1

c

% . The surface 

excess density Γ can be measured easily. It is typically done as a function of the bulk 

solute concentration ρb in order to obtain the so-called adsorption isotherm.11 If Γ > 0, the 

solute is considered surface-active, and according to Eq. 30 this is  associated with a 

decrease in the surface tension relative to pure solvent(s). 
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 A direct simulation of a solute’s density profile is feasible for relatively 

concentrated solutions. For example, a 1M aqueous solution containing 100 solute 

molecules (so that reasonable statistical accuracy can be achieved) must include 

approximately 5500 water molecules. Such simulations were reported for neutral259, 260 as 

well as ionic solutions, with the goal of elucidating the structure of the interface as well 

as establishing the ability of the simulation methodologies to reproduce the relationship 

between surface tension and surface excess. Of  particular recent interest has been the 

study of ionic distributions at the water liquid/vapor interface because of its relevance to 

the heterogeneous photochemistry of sea salt aerosols, a system implicated in ozone 

depletion. These types of simulations were the first to indicate the presence of ions at the 

top-most layer of aqueous solutions,261-269 followed by a number of possible experimental 

confirmations.264, 265, 270, 271  A molecular dynamics study of the SFG spectra of ionic 

solutions shows, in agreement with experiments, that adding sodium iodide to water leads 

to an increase in SFG intensity in the spectral region that is associated with an increase in 

the ordering of hydrogen-bonded water molecules.272 The increase in the SFG intensity 

was attributed to an increase in the ordering of water molecules caused by the formation 

of an ionic double layer at the interface. 

The Potential of Mean Force- Methodology 

 The solute density profile is related closely to the local free energy or the free 

energy profile through:55 

 

 

! 

A(z) = "RT ln#s(z)             [31] 
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where R is the gas constant (8.314 J/mol/K), and T is the temperature. A(z) is also 

sometimes called the Potential of Mean Force (PMF), because it represents the canonical 

ensemble average of the effective potential experienced by the solute. 

! 

A(z) " A(zbulk )  is 

the free energy change associated with moving the solute from the bulk to the location z. 

If the solute is surface-active, A(z) will typically have a minimum at some interface 

location zint, and 

! 

"Aads = A(zint ) # A(zbulk )   is the solute adsorption free energy (negative).  

It can be obtained from the experimentally determined adsorption isotherm.11 

 Unlike the adsorption isotherm, the experimental determination of ρs(z) is much 

more difficult, and only recently have X-ray reflectivity measurements been used as the 

first experimental technique to measure ions’ density profiles directly at the water-

organic liquid interface.273, 274 Thus, most of our knowledge of ρs(z) and A(z) has been 

obtained from computer simulations.  

 If solute-solute interactions can be neglected, ρs(z) can be calculated by a 

canonical ensemble average of a system that includes a single solute molecule: 

 

 

! 

"s(z) = #(z $ zcm ) =
e$%H#(z $ zcm )dr&

e$%Hdr&
          [32] 

 

where zcm is the center of mass of the solute along the interface normal calculated relative 

to the system’s center of mass. If, in a given interval, A(z) varies significantly (more than 

several RT’s), calculating the ensemble average in Eq. 32 by a direct sampling of zcm is 

not feasible, and well-known “tricks” for simulating rare events must be employed. In the 
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“windowing” (also called “umbrella sampling”) method,61, 212, 275 the interval of interest is 

divided into a series of n overlapping “windows”, such that within each window a 

statistically meaningful sampling of zcm can be obtained. A series of Ai(z) segments (i = 

1,2,…n) can then be combined by using their overlapping regions276, 277 to arrive at the 

final free energy profile for the entire region of interest. The solute is typically restricted 

to a given window by a window potential (which is zero when the solute is inside that 

window but rises rapidly when the solute’s center of mass attempts to escape the 

window). 

 If A(z) varies rapidly in a given region, the requirement of many overlapping 

windows becomes computationally inefficient. It is possible to increase the sampling 

statistics by utilizing a “biasing potential”. This is based on the fact that if one adds to the 

Hamiltonian H in Eq. 32 a term U(zcm), which is a function of zcm alone, the resulting 

biased distribution is related to the original distribution by:61 

 

 

! 

"s
bias(z) = e#$U (z )"s(z)              [33] 

 

If U is selected to be a reasonable guess of –A(z), the biased distribution will be nearly 

flat, and the original distribution can be recovered from this relation. The umbrella 

sampling method has been applied mainly to chemical reactions (see below) and in some 

cases to solute adsorption.278 

 Another approach used to compute the PMF for solute crossing an interface is 

based directly on the concept of mean potential:266, 273, 279-282 We denote by fN(z) the normal 

component of the average total force on the solute’s center of mass, when the solute 
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center of mass is fixed at the location z. The series of fN(z) values computed along a fine 

grid allows for calculating the integral which is the negative of the PMF: 

 

 

! 

A(z2) " A(z1) = " fN(z)dz
z1

z2

#             [34] 

Expanding this to the case of a more general coordinate and to the case when this 

coordinate is unconstrained has been discussed by Darve and Pohorille.279 We point out 

that calculating the PMF is just one example of free energy calculation methods that have 

been developed and discussed extensively in the literature. The reader can consult the 

many excellent sources on general simulation techniques mentioned earlier in this chapter 

and others,283 as well as a chapter in this book series dedicated to this topic.284 

The Potential of Mean Force- Applications 

 The methods discussed above have been applied mainly to calculating the 

potential of mean force for the adsorption of ions at the liquid/vapor interface of water.  

This was motivated by fundamental questions in atmospheric chemistry and by the 

problem of ions and other solutes’ transfer across the water/organic liquid interface, 

found in electrochemistry, solvent extraction and phase transfer catalysis. 

 The Gibbs adsorption equation, and the fact that the surface tension of most 

inorganic aqueous salt solutions increases with the salt’s bulk concentration, suggest a 

negative surface excess for these ions and thus a positive free energy of ion adsorption at 

the water surface. Continuum electrostatic model calculations give rise to a monotonic 

increase in the free energy profile as an ion approaches the interface from the higher 

dielectric medium region.228, 285-289 This effect is known as the image charge repulsion. 

Early molecular dynamics calculations gave qualitatively similar results for small non-
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polarizable ions228, 285 like Li+, Na+ and F−. Those results have been confirmed in more 

recent calculations using polarizable ions and water models.95, 280 Contrary to the simple 

electrostatic picture, however, molecular dynamics calculations261-268, 290  and 

experiments264, 265, 270, 271, 291, 292 suggest a local surface enhancement of larger polarizable 

anions such as I−, thiocyanide anion264, 265 and dicarboxylate dianions.262 An example is 

shown in Fig. 6. The small local minimum in the iodine ion PMF near the Gibbs surface 

corresponds to an increase in local concentration. Note that the total surface excess, 

which includes the depleted sub-layer, still gives rise to an overall negative surface 

excess in agreement with the Gibbs adsorption equation.268, 290 In addition to the mutual 

induced polarizabilities of the water and the ions, other entropic and energetic293 

considerations and surface water fluctuations294 have been implicated in the local surface 

enhancement of ions. 

 Of particular fundamental and practical interest has been the recent and 

sometimes conflicting work on the surface behavior of the hydronium and hydroxide 

ions.264, 295-301 Experimental and theoretical work has established that the concentration of 

hydronium cations is enhanced at the water liquid/vapor interface compared with the bulk. 

Some surface tension measurements as a function of bulk water pH along with 

electrophoretic and titration measurements of air bubbles or oil droplets in water suggest 

strong affinity of hydroxide anions for the water/vapor interface. Surface-selective non-

linear spectroscopies, photoelectron spectroscopy and molecular simulations, in contrast, 

show at most a weak surface affinity of hydroxide ions.297, 298 

 PMF calculations of ion and solute transfer across the water/immiscible liquid 

interface generally show a monotonic change between the two phases.273, 274, 281, 282, 302-310  

The net change in the PMF -- A(bulk liquid) – A(bulk water) ≈ ΔGtransfer -- gives the Gibbs 
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free energy of transfer from the water to the immiscible liquid phase. Results are in 

qualitative agreement with experimental data and with continuum electrostatic models,288, 

289, 305 although in the latter case adjustable parameters (the size of the spherical cavity 

used to model the ion) were needed to obtain a good fit.305 

 While most comparisons of the free energy profile between experiments and 

simulations have been limited to just the net free energy of transfer, X-ray reflectivity 

measurements can probe the total ionic density across the interface between two 

immiscible electrolyte solutions and can be used to make a comparison with the full 

PMF.   The PMF of Br− and tetra butyl ammonium cation (TBA+) across the 

water/nitrobenzene interface, calculated by MD, have been used to derive the ionic 

density distribution. The total distribution was found to agree well with the measured one 

over a wide range of bulk electrolyte concentration.273, 274 This contrasts with the 

predictions of the continuum electrostatic Gouy-Chapman theory, where ionic density 

distributions vary substantially from the X-ray reflectivity measurements, and this 

underscores the importance of molecular-scale structure at the interface. 

 Of course, if one is only interested in the net free energy of transfer, then 

calculating the full PMF is not necessary. Instead, one may calculate the absolute free 

energy of solute solvation in the bulk of each solvent and simply take the difference. This 

however, ignores the possibility that ions (especially small hydrophilic ones) may retain a 

partial hydration shell while being transferred into the organic phase. This approach was 

demonstrated for the free energy of transfer of alkali and halide ions from water to 1,2-

dichloroethane (DCE). Free energy calculations of different size ion-water clusters 

(different numbers of water molecules) in bulk DCE,311 reproduce the free energy of 

transfer (ΔGt) of ions from water to this solvent, in reasonable agreement with the 
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experimental data. We will see below that accounting for the possibility of ions retaining 

part of their hydration shell is critical for a correct interpretation of several dynamical 

phenomena as well. 

 The topic of ion transfer free energy across the liquid/liquid interface is closely 

related to the problem of ion channels in biological membranes,312, 313 but this is outside 

the scope of this chapter. 

Solute-Solvent Correlations 

 The solute-solvent pair correlation function ρ(2)(rs, rl) gives the probability of 

finding the solute molecule center of mass at location rs, given a solvent molecule at rl.  

In bulk liquid, ρ(2)(rs, rl) is a function of only the solvent-solute distance r = |rs- rl| and is 

proportional to the solvent solute radial distribution function gsl(r). However, at a planar 

interface ρ(2)(rs, rl) is a function of r, z (the solute center of mass location) and the angle θ 

that the solute-solvent vector rs- rl forms with the interface normal. Direct information 

about this quantity has been provided mainly by computer simulations. As was the case 

for the pair correlations in neat liquid surfaces, one typically computes gsl(r;z) by 

averaging gsl(r, z, θ) over θ with the solute center of mass allowed to move in a slab of 

some small width (a few Å) centered at z.  

 In Fig. 7 we demonstrate an important principle governing ion behavior at 

aqueous interfaces, namely, that ions are able to keep their hydration shell intact to some 

degree and that depends on their charge and size.228, 280, 285, 290, 314, 315 This figure shows 

the orientationally-averaged gX-O(r;z) at three locations: in bulk water (solid line), near 

the Gibbs surface of the water liquid/vapor interface (dashed line) and at a slab whose 
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center is located 3Å “above” the Gibbs surface (dotted line). The top panels show the 

results for X = Li+ (small ion) and X = I− (large ion). The small ion is able to keep its 

hydration shell intact when it is moved to the liquid/vapor interface. The interfacial 

orientationally-averaged g(r) is almost identical to the bulk g(r) for r < rmin, where rmin is 

the location of the first minimum of g(r), which is the region of the first hydration shell. 

The ability of the larger ion to do this is significant, but somewhat diminished. The 

bottom panels depict calculations done for fictitious particles identical to Li+ and I− in 

their size, but with no charge. Here, in contrast with the case of charged particles, there is 

a significant depletion in the number of water molecules in the first hydration shell.  Note 

that in all cases, the second hydration shell is diminished significantly. Note also that the 

asymptotic value of g(r) reflects the average density of the medium. Another way to 

demonstrate this effect is to compute the total solvation energy profile of the ion E(z) and 

the energy of the first hydration shell E1shell(z), calculated when the ion is in different z 

locations. While E(z) drops significantly as the ion is moved to the liquid/vapor interface, 

E1shell(z) remains essentially constant. 

 This semi-invariance of the ion’s hydration structure manifests itself during ion 

transfer across the liquid/liquid interface. Depending on its size and charge, the ion is 

able to drag all or part of its hydration shell as it is transferred from the aqueous to the 

organic phase.281, 282, 302, 306-308, 314, 316-318 Closely related to this concept is the role played by 

the fluctuations in the solvent-ion interactions in driving small ions towards and away 

from the interface.294 
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  The ability of ions to interact with liquid surfaces in this manner have important 

implications for understanding several aspects of spectroscopy and dynamics involving 

ionic solutes, to be discussed below. 

Solute Molecular Orientation 

 As in the case of molecular orientation at the interface of neat liquids, solute 

molecular orientation can provide insight into the local intermolecular interactions at the 

interface, which, in turn, is useful for interpreting dynamics, spectroscopy and reactivity. 

The simple picture that the hydrophilic part of an asymmetric solute molecule tends to 

point towards the bulk aqueous phase, while the hydrophobic part points towards the 

opposite direction, has been confirmed in both simulations and experiments. Polarization-

dependent SHG and SFG non-linear spectroscopy can be used to determine relative as 

well as absolute orientations of solute molecules with significant non-linear 

hyperpolarizability.16, 17, 172, 173, 319, 320 The technique is based on the fact that the SFG and 

the SHG signals coming from an interface depend on the polarization of the two input 

and one output lasers. Because an interface with a cylindrical symmetry has only four 

elements of the 27-element second order susceptibility tensor being non-zero, these 

elements (which depend on the molecular orientation) can be measured. This enables the 

determination of different moments of the orientational distribution:  
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from which one can model P(φ). These orientational distributions are typically found to 

be broad, in part due to the capillary broadening of the interface region. 

Much more detailed information can be obtained from molecular dynamics and 

Monte Carlo simulations. This includes the solute orientational profile, which can be 
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expressed using the orientational probability distribution P(φ; z). If d is a vector fixed in 

the molecular frame of a solute molecule, the probability distribution of the angle φ 

between this vector and the normal to the interface is calculated easily using computer 

simulations as a function of the solute location z. For relatively large dye molecules with 

a slow reorientation time, convergence can be slow, so it is important to verify that the 

computed P(φ; z) is uniform for z values in the bulk region. Only a few molecular 

dynamics studies have been reported, with results that generally show an orientational 

preference with broad distributions.321-323  

 
Solutes at Interfaces: Electronic Spectroscopy 
 
 Experimental and theoretical studies of visible and UV spectra of solute 

molecules in the condensed phase have a very long history. These techniques provide 

detailed and rich information about the molecular structure, dynamics and interactions 

governing solvation.324-334 The development of non-linear optical spectroscopic 

techniques13 has enabled the study of electronic transitions in solute molecules adsorbed 

at liquid interfaces, and in this section we focus on some computational aspects of solute 

electronic spectroscopy at liquid/vapor and liquid/liquid interfaces. We consider here 

static spectroscopy and postpone the discussion of related dynamic phenomena to the 

section on solute dynamics at interfaces. 

A Brief General Background on Electronic Spectroscopy in the Condensed Phase 

 For simplicity we focus on transitions between two electronic states of a solute 

molecule | a > | b >, in a dilute solution (so solute-solute interactions and energy 

transfer are not considered).  We can think of the states | a > and | b > as the ground and 

excited states, respectively, for an absorption spectrum and having the reverse role for 
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discussing the emission spectrum. The solvent-solute interactions will modify the energy 

of the two states, so the transition energy will change compared with that in the gas 

phase, 

! 

"E0 = E0
b #E0

a . The relatively sharp transition in the gas phase (with linewidth 

generated by lifetime and vibrational broadening) acquires an additional width due to 

fluctuations in the positions of the solvent molecules relative to the solute. Thus, solvent 

effects on electronic spectra contain valuable information about solvation structure (and 

dynamics)  and about solvent-solute interactions.  

 Because our focus is on the solvent effects at interfaces, we consider as a simple 

model a two-level quantum system coupled to a classical bath. In a more realistic system 

one must include the contributions of intramolecular solute vibration and their coupling 

to a semiclassical or quantum bath.333, 334 The classical treatment allows us to obtain the 

transition energy for a particular solvent configuration by 

! 

"E = Hb (r) #Ha (r) , where Ha 

and Hb are the total (solvent + solute) Hamiltonian of the system when the solute is in the 

| a > and | b > electronic states, respectively. For a weak electromagnetic field, neglecting 

solvent dynamics and assuming an infinite excited state lifetime, the (area normalized) 

static line shape is given in the Franck-Condon approximation by the distribution of 

transition energies in the initial state: 
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where δ is the Dirac delta function and

! 

... a =
e"#Ha ...dr$
e"#Ha dr$

 represents the canonical 

ensemble average when the system’s Hamiltonian is Ha. Eq. 36 is the basis for a classical 

computer simulation calculation of the lineshape: One runs MD or MC simulations with 

the Hamiltonian Ha and bins the instantaneous energy gap to obtain the spectrum. By 

replacing the delta function with its Fourier representation, 
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and using the second-order cumulant expansion of 

! 

eixt , it is straightforward to show 

that these line shapes are Gaussians, with peak positions given by   
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These expressions have been used as the starting point for the development of a number 

of approximate statistical mechanical and continuum model formulas for the solvent-

induced spectral shift. Because a detailed discussion of this topic is outside our scope, we 

refer the reader to the literature for a few examples of these results.81, 92, 324, 329, 330, 335-341 

 However, it is useful for future reference to highlight some results. If the solute is 

modeled as a point dipole inside a spherical cavity of radius R and the solvent as a 

dielectric continuum with a dielectric constant ε, the solvent-induced shift in the peak 

spectrum is then given by 
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where µg and µe are the solute’s electric dipole moments in the ground and excited states, 

respectively. This formula shows that if the excited state dipole is larger than that of the 

ground state, the spectrum is red-shifted (positive solvatochromism), while if 

! 

µe < µg  the 

spectrum is blue-shifted (negative solvatochromism). This follows simply from the fact 

that the state with the larger dipole is stabilized to a greater degree by a polar solvent.  

 It is well known experimentally that the ability of a solvent to interact differently 

with the ground and excited states typically involves much more than just its dielectric 
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constant; it may also depend on the details of the solvent-solute interaction and the 

solvent structure. The solvent polarity scale is an empirically-based approach to express 

quantitatively the differential solvation of the ground and excited states of a solute.327, 342-

344 It uses the electronic spectral shift as a convenient one-parameter characterization of 

the ability of the solvent to interact with the solute. Several solvent polarity scales have 

been developed based on the spectral shift of several different dye molecules. For 

example, one of the most widely used scales, called the ET(30) scale, is equal to the 

spectral shift in kcal/mol for the π  π* transition in pyridinium N-phenolate betaine 

dye. The ET(30) values, as well as other polarity scales, have been tabulated for many 

solvents.332 

 It is important to point out that using the polarity scale to quantify the liquid’s 

solvation power works well if the solvent-solute interactions are non-specific. It will fail 

if specific interactions, such as hydrogen bonding, play important roles.332, 344, 345  If that 

happens one can introduce additional parameters to describe these specific interactions. 

For example, in the Kamlet-Taft empirical approach, one introduces a parameter to 

describe hydrogen-bond donor acidity (alpha) and another parameter to describe 

hydrogen-bond acceptor basicity (beta).342, 346, 347 The ability of such an approach to 

describe the hydrogen-bonding (or other specific interactions) of the solvent generally 

depends on finding an indicator molecule that interacts with the solvent primarily through 

hydrogen bonding (or other specific interactions of interest). For a recent review with 

extensive references, see reference 332. 
 

Experimental Electronic Spectroscopy at Liquid Interfaces 

 To measure electronic spectra of solute molecules at interfaces, one must overcome 

the problem that most of the UV and visible signals absorbed or emitted from solute 

molecules are generated in the bulk. Unless most of the solute molecules are at the 
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interface, which is the case for systems like adsorbed monolayers, micelles and 

microemulsions,348-354 the bulk signal masks the much weaker interface signal. Resonant 

Second Harmonic Generation (SHG) and Electronic Sum Frequency Generation  (ESFG) 

are ideal techniques for studying surface electronic spectra because, as a second-order 

nonlinear optical processes, they are dipole-forbidden in bulk media. In the SHG 

technique, a laser beam of frequency ω and intensity I(ω) (and a specific polarization 

direction) is focused on the interface. The intensity I(2ω) of the detected output beam 

with a frequency 2ω (and a specific polarization direction) is proportional to I2(ω) and to 

the solute surface density squared, and it depends on the squares of the non-zero elements 

of the second-order susceptibility tensor of the medium |χ(2)|2 (as well as on the 

orientation of the incident beam with respect to the surface normal). Each of these 

elements depends on the solute’s molecular hyperpolarizability, and it is resonantly 

enhanced when   

! 

2" = #E /h , giving rise to an effective electronic excitation spectrum. 

Because a non-resonant term also contributes to the signal, the peak of the observed SHG 

spectrum does not necessarily matches the electronic transition energy, so it must be 

removed by a fitting procedure.355  

SHG has been used mainly to measure solute surface concentration, molecular 

orientations and relaxation, as mentioned earlier. The application of SHG to electronic 

spectra at liquid interfaces has been mainly limited to measuring the peak spectrum for 

insight into the polarity of the interface region.23, 355-361  By comparing the peak position of 

the SHG spectrum at the interface with the peak UV absorption spectra of the same dye 

molecule in the bulk of different solvents, one can place the interface polarity on an 

established polarity scale. For example, the gas phase intramolecular 

! 
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transfer band of N,N'-diethyl-p-nitroaniline (DEPNA) is centered at 329 nm.362 It is red-
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shifted to 429 nm in bulk water355 but to only 359 nm in the non-polar bulk hexane.346 The 

positive solvatochromic shift of DEPNA is mainly due to the large increase in the electric 

dipole moment upon excitation (from 5.1 D to 12.9 D). At the air/water interface, the 

SHG peak is at the intermediate value of 373 nm, which is similar to the peak position in 

bulk carbon tetrachloride (375 nm) and butyl ether (372 nm).346 This indicates that the 

water/air interface has a polarity similar to that of these two liquids (at least as it concerns 

the interaction with DEPNA). A similar polarity of the air/water interface was obtained356 

using the ET(30) polarity indicator (which exhibits negative solvatochromism).  

By applying this approach to adsorbed dyes at liquid/liquid interfaces, Eisenthal 

and coworkers noticed that the polarity of several liquid/liquid interfaces (between water 

and 1,2-dichloroethane or chlorobenzene or heptane) is close to the arithmetic average of 

the polarities of the two bulk phases.356 Because it is known that most of the contribution 

to solvation energy comes from the first solvent-solute coordination shell, the simple 

arithmetic rule indicates that DEPNA and the ET(30) indicator molecules have a mixed 

solvation environment at the water/liquid interface.  

 The idea of assigning a specific polarity value to a liquid interface region based on a 

solvatochromic shift of an adsorbed dye molecule involves several assumptions. While 

these assumptions have been found to be violated sometimes, they provide valuable new 

insight into the structure of and molecular interactions at interfaces. The assumptions 

typically made include: 

1) Dependence of the perceived polarity on the solute probe. Different probe molecules 

may interact differently with the interfacial solvent molecules, thus “reporting” different 

solvation environments. For example, the DEPNA polarity indicator suggests that the 

air/water interface is less polar than bulk 1,2-dichloroethane (DCE),356  while the SHG 

spectrum of the doubly charged eosin B dye at the air/water interface and in bulk DCE358 
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gives the opposite result. Here, despite the loss of some hydration at the interface, the strong 

field arising from the two charges in eosin B enables it to form a local hydration shell that 

is more stable than in bulk DCE. 

For another example at the liquid/liquid interface, Steel and Walker359 used two different 

solvatochromic probe molecules, para-nitrophenol (PNP) and 2,6-dimethyl-para-

nitrophenol (dmPNP), to study the polarity of the water-cyclohexane interface. These 

probes give spectral shifts as a function of bulk solvent polarity that are very similar 

because both solutes are mainly sensitive to the non-specific solvent dipolar interactions. 

However, when these two dye molecules are adsorbed at the water/cyclohexane interface, 

they experience quite different polarities. The more polar solute (PNP) has a maximum 

SHG peak that is close to that of bulk water, and thus it reports a high polarity 

environment. In contrast, the less polar solute (dmPNP) reports a much lower interface 

polarity; having a maximum SHG peak close to that of bulk cyclohexane. Clearly, the 

more polar solute is adsorbed on the water side of the interface, keeping most of its 

hydration shell, and thus reports a higher polarity than does the non-polar solute. Other 

examples of the surface polarity dependence on probe molecules are discussed in 

reference 363. 

2) Dependence on probe location and orientation. From our discussion of the neat 

interface we now know that this region is very narrow, and the SHG peak spectrum will 

likely depend strongly on the solute location and orientation. This was proved by Steel 

and Walker who designed a series of surfactant solvatochromic probes they call 

“molecular rulers”.364  Each of these surfactant molecules consists of an anionic 

hydrophilic sulphate group (which is restricted to the aqueous phase), attached to a 
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hydrophobic solvatochromic probe moiety by a variable length alkyl spacer.  The probe is 

based on para-nitroanisole (PNA), whose bulk solution excitation maximum shifts 

monotonically with solvent polarity.343 When these surfactant molecules adsorb at the 

interface, the anionic end is in the aqueous phase and the probe moiety resides at variable 

positions relative to the interface, depending on the length of the alkyl spacer. The SHG 

spectra of these surfactants were measured at different water/liquid alkane interfaces.23, 360, 

361 As the length of the alkyl spacer changes, the polarity “reported” by the PNA probe 

varies from the polarity of bulk water to that of bulk alkane. This is direct evidence that 

the interface is sharp – the width is no greater than the size of a C6 “ruler”, i.e.,  about 

1nm.  

3) Solute association and aggregation may affect the spectra significantly. An example of 

this is the work of Teramae and coworkers who found that the SHG of rhodamine dyes 

adsorbed at the heptane/water interface exhibit spectral shifts that vary with bulk 

concentration365 due to association and structural rearrangements at the interface.  

4) Electronic structure is affected by the transfer of the solute probe to the interface. A 

change in the solvent environment may affect the solute electronic structure366, 367 and 

change the reported polarity. If the ground state solute polarizability is especially large, 

for instance, a positive solvatochromism may become negative with an increase in 

solvent polarity.332, 368 As an example, Nagatani et al. have measured the SHG spectra of 

the free base and zinc(II) complex of cationic meso-tetrakis(N-methyl-4-pyridyl)porphyrins, 

H2TMPyP4+ and ZnTMPyP4+ at the water/DCE interface, and compared them to the UV-vis 

spectra of these two species in the bulk of the two liquids.369  Although the molecular 

hyperpolarizability of the symmetrically substituted porphyrins is very small,370 the 

adsorbed species give rise to intense SH signals, indicating that its electronic structure at 
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the interface is modified relative to the bulk structure. 

 While the resonant SHG is a powerful and sensitive technique for studying the 

structure of a neat interface using a solute probe, the signal to noise ratio of published 

data are of relatively poor quality. More importantly, the |χ(2)|2 spectra cannot be 

compared directly with UV absorption spectra, and thus lineshape information is not 

readily available, although qualitative correlations between SHG spectral width and the 

heterogeneity of the system can be made.23, 360, 361 Recently, Tahara and coworkers used 

heterodyne-detected electronic sum frequency generation (HD-ESFG) spectroscopy to 

measure the imaginary χ(2) spectra, which, for the first time, can be compared with the 

bulk absorption lineshape.371 The effective polarity of the air/water interface, which was 

determined by the peak position, depended on the type of dye molecule used. 

Interestingly, the Im[χ(2)] spectra at the air/water interface showed substantially broader 

bandwidths than do the UV absorption spectra taken in equally polar bulk solvents or 

even in bulk water. This suggests that the solvation environment at the air/water interface 

is more heterogeneous than that in bulk solvents, a point that will be further discussed 

below. 

Computer Simulations of Electronic transitions at Interfaces 

 A limitation of all the experimental methods used to learn about the interface 

structure from the behavior of adsorbed solute molecules is that the solute perturbs the 

interface to some degree. Computer simulations that reproduce the experimental data and 

provide molecular insight help provide a link between the neat and the perturbed 

structures. For example, simulations that reproduce the spectral shift of an adsorbed 
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solute at a liquid/liquid interface can reveal the relative contribution of each solvent and 

provide an explanation of the average polarity rule mentioned earlier.372, 373 

 The methodology for computing electronic spectra discussed earlier have been 

used extensively to calculate absorption and emission spectra in bulk liquids. Exactly the 

same procedures can be used at liquid interfaces. We report here a few results that have 

provided complementary insight to the experiments. A more detailed review of this topic 

is provided in reference 363. 

 The key to the simulations involves developing accurate potential energy 

functions for describing the interaction of the two solute electronic states with the 

solvent(s). One simple approach is to use ab-initio quantum calculations to determine the 

gas-phase solute charge distribution in both the ground and excited states. These 

distributions are then adjusted, if necessary, to reproduce the ground-state solute dipole 

moment and the peak position of the absorption spectra in the bulk. The Lennard-Jones 

parameters in the ground state and excited states are typically set to be equal, but they can 

be adjusted if a significant change in atomic polarizability between the two electronic 

states exists. Alternatively, dynamic atomic polarizabilities in a many-body description of 

the potentials can be used. This is warranted if the experimental value of the solute’s 

dipole moment in the bulk phase differs significantly from that of the gas phase. 

 The approaches described in the previous paragraph were used to compute the 

electronic absorption spectra of DEPNA (N,N'-diethyl-p-nitroaniline)  at the water 

liquid/vapor and water/DCE interfaces, as well as in the bulk of these solvents.373 The 

same solute’s potential energy functions were used in the calculation of the electronic 

spectra in all the systems. The excited-state dipole moment of DEPNA was chosen so 
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that the peak position of its spectrum in bulk water agrees with the experimental value  of 

429 nm.  The half-width at half-height of the bulk spectrum was 34 nm, in good 

agreement with the experimental value of 37 nm,355 suggesting that the pure 

inhomogeneous broadening assumption made and the potential energy functions used are 

acceptable. The calculated peak position of the spectrum at the water liquid/vapor 

interface is 382 nm.  Compared with the experimental value of 373 ± 4 nm355 this is good 

agreement considering the crude model used for the excited state charge distribution. The 

calculated peak position at the water/DCE interface using a non-polarizable model is 405 

nm, compared with the experimental value of 415 ±15 nm. While the calculations 

correctly suggest that this interface is more polar than the water liquid/vapor interface, its 

polarity is underestimated. The problem is that the non-polarizable DCE model used 

underestimates the ability of the highly polarizable DCE molecules to stabilize the large 

excited state dipole (17D), and indeed, the calculated peak spectrum in bulk DCE (370 

nm) is significantly different from the experimental value of 398 nm. Switching to a 

polarizable DCE potential (using the method discussed in Eqs. 5-6) improves the results: 

the peak position in bulk DCE is at 385 nm and 417 nm at the water/DCE interface. 

These simulations help explain why the peak of the interfacial spectrum is near the 

average of the two bulk phases: Due to the depletion of the hydration shell at the 

interface, the water contribution, which accounts for most of the spectral shift, decreases 

by about 50% relative to the bulk. The roughness of the water/DCE interface is also an 

important factor, because forcing the interface to remain flat by removing capillary 

fluctuations makes the interface much less polar.373 
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 The role of many-body polarizable potentials in MD-based predictions of 

electronic spectra at the water liquid/vapor interface was examined by Benjamin374 for a 

model dipolar solute. The peak absorption spectrum was found to be more sensitive to the 

solvent polarizability than to the solute polarizability.  The contribution of many-body 

polarizabilities was found to be more pronounced as the excited-state dipole was 

increased, and more in the bulk than at the interface.  

 In addition to the intrinsic polarity of the bulk liquid(s), the solute location and the 

solute structure, electronic spectral shifts may depend on some liquid surface structural 

features. In a study to demonstrate this,372 a diatomic solute with charges and Lennard-

Jones parameters designed to mimic approximately DEPNA was restricted to a narrow 

window at two different interface locations between water and four organic liquids 

representing various polarities and molecular structures: 1-octanol, DCE, n-nonane and 

carbon tetrachloride. The electronic transition involves a change in the solute charge 

distribution that corresponds approximately to the experimental dipole moment jump in 

DEPNA. The spectral shifts relative to the gas phase are given in Fig. 8.  They clearly 

demonstrate that the effective surface polarity depends on the molecular structure of the 

interface (in addition to the polarity of the bulk liquids and the solute’s location). For 

example, the water/CCl4 interface is more polar than is the water/n-nonane interface, despite 

(in these model calculations) the two liquids both being purely non-polar and non-

polarizable (as reflected by the values Δω = 0 in the bulk of these two liquids). An increased 

roughness of the interface between water and the nearly spherical CCl4 molecules exist 

relative to the case where water is next to the long-chain hydrocarbon molecules. This 

roughening allows for better access of the water molecules to the solute molecule. Note also 

that despite the bulk octanol giving rise to a larger shift than does bulk DCE,  the opposite is 
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true when the probe is at the Gibbs surface, reflecting the greater roughness of the 

water/DCE interface. 

 The 1-octanol/water interface polarity was studied experimentally by Walker and 

coworkers using the molecular ruler idea discussed earlier.23 Results suggest that at the 

water/octanol interface a region exists whose polarity is less than that of bulk 1-octanol 

(and of bulk water). This finding was interpreted (and supported by simulations375) by 

considering the orientational preference of the long-chain 1-octanol molecules at the 

interface: The OH groups point towards the aqueous phase to form a monolayer, thus 

creating a purely hydrocarbon region,  consisting of alcohol tails, extending a few Å 

away from the OH layer. 

The above computational techniques can be used to study electronic transitions and 

the effective polarity of other interfaces, such as that between water and self-assembled 

monolayers, in micelles and at liquid/solid interfaces. The interested reader can consult 

reference 363. 

In closing this discussion of using electronic spectra to assess the polarity of the 

surface region, it should be mentioned that a cruder but sometimes useful approach one 

could take is to assign a dielectric constant to the surface region. While the static 

dielectric constant ε (and more generally, the frequency-dependent complex dielectric 

function ε(ω)) of a bulk liquid is a well-defined quantity that is experimentally and 

computationally accessible, 79, 376, 377  it is not clear how to generalize this for application 

to the inhomogeneous region. This problem reflects the difficulties associated with using 

a direct experimental probe to examine the buried interface, and of applying the statistical 

mechanical theory of the dielectric response to an inhomogeneous region. The simplest, 

albeit inadequate, solution that has been used extensively,288, 363, 378-381 is to assume the 
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dielectric constant to be equal to the bulk value of one phase up to a mathematically 

defined sharp interface, at which point it jumps to the constant bulk value of the second 

phase. A solution of the electrostatic boundary problem can be done in terms of image 

charges, and the genesis of the interface effect is the result of interactions between the 

solute molecules and these image charges. Most continuum electrostatic treatments of 

interfaces use this model, as mentioned earlier in our discussion of ion solvation.  Its 

application to electronic spectra has been reviewed.363 A continuum description becomes 

increasingly inaccurate as distances from the interface become comparable to the size of 

a solute molecule. Another crude concept used in simple continuum models of interfaces 

for calculating adsorption free energy and electronic spectra, involves the use of an 

“effective” interfacial dielectric constant. For example the reduced orientational freedom 

of interfacial water molecules and their reduced density result in a smaller effective 

dielectric constant than in the bulk. This is consistent with assigning the water 

liquid/vapor a polarity value similar to that of CCl4. Finally, we mention that a molecular 

theory of a local dielectric constant, which reproduces interfacial electric fields, can be 

developed with the aid of molecular dynamics simulation as described by Shiratori and 

Morita.382 

Our discussion thus far has been limited to the spectral peak shift.  However, 

much information about solvent-solute interactions and the structural heterogeneity of the 

interface region can be derived from the electronic adsorption bandwidth.92, 324, 325, 328-330, 335, 

383  This information is also available from simulations, but as  mentioned earlier, this 

topic has only been briefly investigated due to the lack of experimental data. One 

problem with the experimental data is that the electronic sum frequency spectra 
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bandwidth cannot be compared directly with bulk absorption spectra. Another issue is 

that because spectral widths depend on the polarity of the medium,324  one must correct 

for this effect when using these line widths to compare the degree of solvent 

inhomogeneity in different media.  

 The imaginary part of the second-order nonlinear susceptibility (Im[χ(2)]) of 

several coumarin dyes at the water-air interface has been measured using heterodyne-

detected electronic sum frequency generation (HD-ESFG) spectroscopy.371 The width of 

these spectra was found to be broader than the width of the Im[χ(1)] derived from the UV 

spectra of the same chromophore in bulk solvents of similar polarity. This was attributed 

to the solute molecule sampling a wider distribution of solvent configurations at the 

interface than in the bulk. However, while the heterogeneity of the local solvation 

environment at the interface (e. g., due to orientational anisotropy) is an important factor, 

the contribution of molecules from across the whole interface region is as, or even more, 

important, as recent molecular dynamics simulations have demonstrated.384, 385 To better 

address questions about electronic transition spectral widths, it will be important to 

develop accurate computational approaches to calculate χ(2) directly.386 

 We note in closing, that spectral line shape can also be determined within a 

continuum model description by taking into account the relationship between the 

Gaussian spectral width and the free energy of the relevant charge distribution.324, 381 

Solutes at Interfaces: Dynamics 
 
Understanding the dynamical behavior of solute molecules at interfaces, together with the 

structure, thermodynamics and spectroscopy discussed above, is a prerequisite for 

understanding their reactivity. Here we are concerned with the pathways by which solute 
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molecules exchange energy with the solvent environment. Specifically, we describe three 

related phenomena: i) solute vibrational energy and phase relaxation; ii) rotational energy 

and reorientational relaxation and iii) solvation dynamics. These three phenomena are 

critical for understanding chemical reactivity in bulk liquids and are likely also to be 

important for understanding chemical reactivity at liquid interfaces. Unlike the materials 

covered in previous sections, little has been done in this area experimentally, and most of 

our current knowledge has been obtained from computational work. We now focus on 

computational methodology, the insight gained from it, and make comparisons with the 

much more established body of work in bulk liquids. 

 
Solute Vibrational Relaxation at Liquid Interfaces 

The rate and mechanism of vibrational energy and phase relaxation in condensed 

media are both determined by the structure and the nature of the solute-solvent 

interactions. Vibrational relaxation is of fundamental importance for understanding 

chemical reaction dynamics. Although many experimental and theoretical studies have 

focused on the relaxation of solute molecules in bulk liquids,209, 387-413 far less has been 

done at liquid surfaces.403, 414-421  

No direct measurements of the vibrational lifetime of solute molecules at 

liquid/vapor and liquid/liquid interfaces have been reported to date. However, vibrational 

energy relaxation times of N3
−, NCO− and NCS− inside the water pools of reverse 

micelles were measured, and found to be about three times longer than in bulk water.417. 

There are also several studies using time-resolved SFG measurements at liquid 

interfaces,422, 423 which can follow vibrational spectral evolution, examining neat water at 

liquid/vapor and liquid/solid interfaces.195, 196, 423 
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Given our current knowledge about the neat liquid interface structure and 

dynamics, the basic question regarding vibrational relaxation at liquid interfaces is: how 

do these structures and dynamics affect the relaxation rate? Are the same factors 

responsible for relaxation in bulk liquids applicable to relaxation at liquid interfaces, or, 

are there unique surface effects that also need to be taken into account? 

 The computational methods that have been developed for studying vibrational 

energy relaxation rate in bulk liquids can often be used with minor adjustments for 

studying vibrational relaxation at the interface. A typical system under study usually 

includes one solute molecule adsorbed at a liquid/vapor interface or at the interface 

between two immiscible liquids. To improve statistical accuracy and to evaluate the 

relaxation rate as a function of distance along the interface normal, one may use the 

windowing method discussed above to constrain the solute center of mass location to a 

slab of some narrow width. It is important that whatever method is used to study this 

process at the interface, should also be used when calculating the relaxation in the bulk of 

the relevant liquid(s).  This provides an accurate benchmark for assessing surface effects 

when one uses the same system potential energy functions the same way. 

 To focus on the question of surface effects on vibrational energy relaxation rate, 

without the complications of intramolecular energy flow, Benjamin and coworkers 

studied the vibrational relaxation of a diatomic solute molecule (single vibrational mode) 

at various liquid/vapor and liquid/liquid interfaces.424  The solute is modeled using the 

Morse potential: 
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which describes an anharmonic oscillator.  The parameters De and Req are typically taken 

to match the experimental dissociation energy and equilibrium bond length, respectively, 

and the parameter α is selected to reproduce the gas-phase vibrational frequency ω0 . 

 The computational approach employs non-equilibrium classical trajectories to 

determine the rate. The solute is prepared with an initial vibrational energy 

! 

E0 =
pR
2 (0)
2µ

+V (R0) , where pR(0) is the initial momentum along the diatomic bond, R0 is 

the initial bond length and µ is the diatomic reduced mass. E0 is significantly larger than 

the classical equilibrium value of kT per vibrational mode. All other solute and solvent 

degrees of freedom are selected from a thermal distribution at the temperature T. The 

trajectory is run in the NVE ensemble for a period of time long enough for the energy to 

relax to the equilibrium value of 

! 

E" = kT . A few hundred trajectories with a distribution 

of initial conditions are run to determine the normalized non-equilibrium correlation 

function:212 

 

! 

S(t) =
E t "E #
E 0 "E #

 ,                [41] 

 

where 

! 

E t  is the average vibrational energy of the solute at time t. In some cases,  S(t) is 

found to be a simple exponential 

! 

S(t) = e"t /# , describing a relaxation with a lifetime τ. 

Otherwise, the average lifetime may be calculated from S(t) using: 
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! 

"NE = S(t)dt
0

#

$               [42] 

 

 Independently, the vibrational lifetime can be estimated by using classical 

equilibrium MD to approximate the quantum first-order perturbation theory expression 

for the vibrational relaxation rate (inverse of the lifetime). The quantum relaxation rate of 

a vibrational mode coupled to a bath is proportional to the Fourier transform of a force 

along the vibrational coordinate correlation function.387  The idea is to approximate this 

correlation function using classical equilibrium MD trajectories.395, 397, 425-428 

 In the case of a diatomic solute, if 

! 

FA and FBare the total forces on the two atoms 

(calculated while the bond length is kept rigid), the force along the vibrational coordinate 

is given by429 

! 

F = µ FA mA "FB mB( ) #nAB , where nAB is a unit vector in the direction of the 

diatomic bond and the Fourier transform is 

 

 

! 

" (#) = $F(t)$F(0)
%&

&

' cos(#t)dt            [43] 

 

where δF = F − <F> and <…> denotes an equilibrium ensemble average. The lifetime is 

then given by the Landau-Teller formula:387, 430, 431 

 

 

! 

"LT = µkT # ($eq )              [44] 

 

where ωeq is the equilibrium oscillator frequency (typically different from the gas-phase 

value ω0). The Landau-Teller result is a reasonable approximation for low-frequency 
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vibrations at high temperatures. An approximate quantum correction is obtained by 

multiplying Eq. 43 by the correction factor 
  
!h" 1 # e#!h"( ) . This correction gives the 

exact quantum results for a harmonic oscillator coupled to a harmonic bath.432, 433  

 The above non-equilibrium and equilibrium approaches have been used to study 

the vibrational relaxation of ionic and non-ionic solutes at the liquid/vapor interface of 

water,434, 435 as well as at the liquid/vapor interface of the weakly polar solvent 

acetonitrile (CH3CN),436 and at different locations at the water/CCl4 liquid/liquid 

interface.437 The bulk relaxation rates were found generally to be in good agreement with 

experimental data, giving some support for the methodology selected and the potential 

energy surfaces used. Fair agreement was found between the non-equilibrium trajectory 

calculations of the lifetime and the Landau-Teller results (especially for the low 

frequency oscillators). These latter results were used to gain insight into the molecular 

factors influencing the rate, because in the Landau-Teller model the force correlation 

function can be split into electrostatic and a non-electrostatic interaction contributions, as 

well as the contributions from the different solvents (in the case of the liquid/liquid 

interface).437 

Lifetimes at the liquid/vapor interface for several diatomic solutes compared with 

the same calculations carried out in the bulk are summarized in Table 1. We note that the 

vibrational lifetime is always greater at the liquid/vapor interface than in the bulk. 

However, while for neutral solutes (polar or non-polar) the surface effect is large, 

τsurf/τbulk ≈ 3.1-3.5, for the ionic solutes the surface effect is much smaller.  For I2
−

  in 

water, for example τsurf/τbulk ≈ 1.5, and for ClO− in water and in acetonitrile,  τsurf/τbulk ≈ 
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1.1.  Table 1 also shows remarkable correlations between the surface effect on the 

lifetime and on the peak value of the solvent-solute radial distribution function: 

! 

" surface " bulk #max(gbulk ) max(gsurface) . This latter correlation and our discussion of 

molecular structure of  interfacial solvation suggests a simple explanation for the surface 

effect on vibrational lifetime. 

A key concept to consider in this regard is that vibrational relaxation is dominated 

by short-range repulsive forces, despite the fact that most of the contribution to the 

solvation energy is electrostatic for ionic solutes. The vibrational relaxation is determined 

by the magnitude of the fluctuations in the instantaneous force along the oscillator 

coordinate. Fluctuations in the rapidly varying repulsive interactions are much larger than 

those produced by the slowly varying electrostatic interactions.394, 395 The strong 

attractive electrostatic forces do have an important role: they place the solvent-solute 

equilibrium intermolecular distance within the rapidly varying repulsive region of the 

Lennard-Jones potential. We noted earlier that ionic solutes are better able to preserve 

their solvation shell than neutral solutes as they are moved from the bulk to the interface, 

and this is reflected in the ratio of the peak values of the radial distribution functions 

shown in Table 1. Retaining a solvation shell helps preserve the contribution of the short-

range repulsive forces as an ionic solute is transferred to the surface, but less so when a 

non-ionic solute is transferred. The degree to which the short-range repulsive forces are 

preserved is directly proportional to the peak value of g(r), thus explaining the correlation 

indicated in the table. To say it differently, the reduced local density at the liquid/vapor 

interface decreases the vibrational friction and increases the lifetime, but,  an ionic solute 

is able to preserve somewhat the bulk local solvent density, and thus mute the surface 
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effect on the lifetime. Recall that the ability of the ionic solute to preserve its hydration 

shell increases as its size is reduced. This explains the difference in behavior between I2
− 

and ClO−. The increase in vibrational lifetime when non-ionic solutes are transferred 

from the bulk to the liquid/vapor interface was also observed in several triatomic 

molecules.435, 438  

We next consider vibrational relaxation at the interface between water and an 

immiscible liquid. Though total density remains relatively constant upon transferring the 

solute from bulk water across the interface, the change in the hydration shell structure 

produces a change in the vibrational lifetime that follows the same principle discussed 

above, namely, that an ionic solute is able to keep its hydration shell. This principle 

manifests itself in the increase in surface roughness upon ion transfer across the 

liquid/liquid interface, as noted earlier.  

 Consider the example in Fig. 9 of vibrational lifetime profile of I2
− and I2 across 

the water/CCl4 interface, calculated when the solutes are in parallel slabs of  3Å width.437 

The vibrational lifetimes of these solute molecules in the two bulk liquids are in 

reasonable agreement with experiments and are also in good agreement with the simple 

Landau Teller model. The LT model attributes the faster relaxation in bulk water than in 

bulk CCl4 to its greater density of phonon states in the region of the solute vibrational 

frequency.437 In addition, the electrostatic forces pull the water molecules tighter around 

the ionic solute, increasing the Lennard-Jones component of the friction.  

As I2 is moved from bulk water to bulk CCl4, the relaxation time increases 

monotonically and uniformly across the interface from a value of 5 ps in bulk water to 
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around 30 ps in bulk CCl4. The profile approximately tracks the change in the density 

profile of water. Contrarily, as the I2
−

   crosses the interface, its relaxation time remains 

close to the value in bulk water, reaching the value expected in bulk CCl4 only when it is 

deep into the organic side of the interface.  

  Here is the explanation for this behavior: as the non-ionic I2 is transferred from 

bulk water to bulk CCl4, the number of water molecules in the solute’s hydration shell 

(representing the main contribution to the fluctuating force on the I-I bond) decreases 

rapidly and monotonically. This induces an increase in the I2 vibrational lifetime.  In 

contrast, as the ionic solute crosses the interface, the partly-retained hydration shell 

sustains a significant portion of the fluctuating force, and only a weak variation of the 

vibrational lifetime across the interface is observed. This latter effect can be shown by 

calculating directly the contributions of the two solvents to the total friction. As was the 

case at the liquid/vapor interface of water, a high degree of correlation exists between the 

height of the first peak of the water-solute radial distribution function and the vibrational 

relaxation rate.437 
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Table 1. Calculated vibrational lifetime of different solute molecules at the liquid/vapor 

interface of several solvents at 298K.434, 436 

solute solvent τbulk(ps) τsurf(ps) τsurf(ps)/ τbulk(ps) 

! 

gmax
bulk gmax

surf  

I2
− H2O 0.60 0.90 1.5 1.6 

I2 H2O 5.4 16.6 3.1 3.0 

ClO H2O 7.9 28.2 3.5 3.2 

ClO− H2O 0.64 0.69 1.1 1.2 

ClO CH3CN 179 555 3.1 2.8 

ClO− CH3CN 13.9 14.3 1.0 1.0 

 

 The normal dynamic capillary roughness of a neat liquid/liquid interface is 

magnified when an ionic solute (especially a small one) crosses the interface. The results 

in Table 1 suggest a correlation between the solute’s vibrational lifetime and the interface 

roughness. This can be demonstrated more directly by forcing the liquid/liquid interface 

to remain flat, a technique often used to investigate the role of surface roughness. This is 

accomplished by adding to the system Hamiltonian a small external potential that is 

coupled to surface fluctuations and keeps the interface molecularly sharp and flat. The 

results, described in detail in the original paper,437 show that removing capillary 

fluctuations has no effect on the neutral solute vibrational relaxation while the relaxation 

time of the ionic solute rises significantly as it crosses the flat interface.  
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Solute Rotational Relaxation at Liquid Interfaces 

Solute rotational energy and orientation relaxation have been heavily studied in 

bulk liquids experimentally using a variety of techniques, and also theoretically mainly 

with continuum models and MD.219-221, 439-468 In contrast, time-resolved studies at liquid 

interfaces are much more difficult to do, so they have been limited to several time-

resolved SHG and SFG measurements addressing  the reorientation dynamics of dye 

molecules at the water liquid/vapor interface.223, 469-475 A few theoretical studies using 

molecular dynamics simulations have appeared.228, 476-479 They were motivated by some 

conflicting reports about the ability of the interface region to enhance472  or to slow 

down469-471, 473 the reorientation dynamics of adsorbed solute molecules.  

The many studies in bulk liquids have clarified contributing factors that influence 

rotational dynamics in condensed media. A natural question is: how do these factors play 

out at liquid interfaces? In particular, liquid density and polarity have been identified as 

two of the most important factors affecting rotational energy and reorientation relaxations 

in the bulk, and, as discussed earlier in this chapter, both of these are modified 

significantly at liquid interfaces.  

 The reduced density at a liquid/vapor interface is expected to lower the collision 

frequency and to reduce the rate of rotational energy relaxation. At the same time, fewer 

collisions enable faster scrambling of molecular orientations and thus are expected to 

increase the rate of orientational relaxation (as long as the density is not too low219). 

These contributing influences can be quantified using the concept of mechanical (or 

hydrodynamic) friction.221 
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In polar liquids, a polar solute experiences an additional friction, called the 

dielectric friction,  produced by a lag in the electrostatic forces as the solute dipole rotates 

away from its equilibrium orientation.221, 440, 442, 443, 480  The reduced polarity at the liquid-

vapor and water-organic liquid interfaces355, 363 is thus expected to slow energy relaxation 

and speed up reoreintation. However, surface roughness, capillary fluctuations and the 

ability of an ionic solute to keep its hydration shell can complicate this picture.  

The reorientation dynamics can be studied theoretically by computing the 

equilibrium orientational correlation function,220 defined as: 

 

! 

Cl (t) = Pl[d(t) "d(0)] ,                   [45] 

 

where d(t) is a unit vector fixed in the molecular frame of reference, (or simply along the 

bond in the case of the diatomic solute), and Pl is the l’th order Legendre polynomial. For 

example, P1(x) = x, so 

! 

C1(t) = cos"(t) . The average orientational relaxation time is taken 

as the integral: 

 

! 

" l = Cl
0

#

$ (t)dt  .                   [46] 

In bulk isotropic media, experiments like IR and NMR spectroscopy and fluorescence  

anisotropy decay can give information about these correlation functions or their 

moments.220, 221  At an interface with a cylindrical symmetry, SHG and SFG 

spectroscopies give information  about out-of-plane and in-plane reorientation, and they 

involve more complicated time-correlation functions.196, 223, 226, 481 Nonetheless, the 
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simple Cl(t) are still useful for a direct comparison between bulk and surface 

reorientation.  

At an early time, prior to the “first” collision between the solute and the solvent 

molecules, the orientational correlation function has a typical Gaussian time-dependency, 

reflecting a period of free inertial rotation:219 

 

! 

Cl (t) " e
#(kT / 2I )l(l+1)t 2

,  t < $0              [47] 

 

where τ0 is the time it takes the solute to complete one rotation. At longer times, if the 

rotation is highly hindered, it can be viewed as a succession of very small angle jumps 

around a randomly oriented axis, and the dynamics follow a simple diffusion model 

giving:219 

 

 

! 

Cl (t) = exp "l(l +1)Drt[ ]             [48] 

 

Whether the actual dynamics follow these two expressions can be checked by MD 

simulations to gain insight into the solute reorientational mechanism. 

 To investigate rotational energy relaxation, one can compute the rotational energy 

equilibrium correlation function and the corresponding energy relaxation time τE: 

 

! 

CE (t) =
"E(t +#)"E(# )
"E(#)"E(# )

,     "E = E $ E                      [49]  
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! 

"E = CE
0

#

$ (t)dt              [50] 

 

For a diatomic solute, the rotational energy is  

! 

E = J 2 2I , where I is the solute’s moment 

of inertia and J its angular momentum. 

! 

E = RT  is the classical equilibrium average of 

the diatomic solute rotational energy at the temperature T.  

 Rotational relaxation can also be investigated by non-equilibrium simulations. 

The solute molecule is subjected to an instantaneous jump in its angular momentum, and 

the energy and orientations dynamics are followed. This is repeated for an ensemble of 

initial solute positions and velocities, from which time-dependent averages are computed. 

To discern what controls rotational dynamics at liquid interfaces, molecular 

dynamics simulations were performed on a model diatomic solute at different locations in 

both the water liquid/vapor interface478 and the water/CCl4 interface.479 The solute was 

modeled as two identical atoms separated by a rigid bond of length 4 Å (using the 

SHAKE algorithm482).  The assigned mass of each atom is 35 amu, giving the value τ0 =  

(2π/9)(I/kT)1/2 = 1.05 ps for the time it takes the molecule to complete one rotation in the 

gas phase.  Various solute electric dipole moments were considered by placing partial 

charges 

! 

qs,"qs  onto the two atoms, with 

! 

qs = 0, 0.1, 0.2, 0.3, 0.4, 0.6, 0.8  (atomic units). 

The resulting dipole moment, 

! 

µ(D) =19.212qs, spans approximately the range of dipoles 

encountered in experimental studies of rotational dynamics in bulk liquids and at 

interfaces. The solute molecule center of mass was typically constrained to 3-4Å-wide 

slabs centered at different surface locations. 
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 The top panel of Fig. 10 shows the reorientational relaxation time τ2 as a function 

of the solute’s electric dipole moment, when the solute’s center of mass is constrained to 

a slab of width 4Å centered at the Gibbs surface (labeled G), 3.5Å “above” the Gibbs 

surface (S) and in bulk water (B). As expected, in every location the relaxation time 

increases with the increase of the solute dipole moment, reflecting the increase in the 

dielectric friction. For relatively small solute dipole moments (µ < 6D), the friction is 

dominated by the “mechanical” density-dependent contribution, and the relaxation in the 

higher density bulk region is much slower than the relaxation at the interface. However, 

as the dipole moment is increased, the bulk and the surface reorientation relaxation times 

become similar. This behavior, which mirrors that of the vibrational relaxation discussed 

in the previous section, is due to the solute’s ability to keep the hydration shell to a 

degree that increases with the increase in its dipole moment. This keeps the surface 

rotational friction similar to that in the bulk. The correlation between the relaxation time 

and the peak value of the solute radial distribution function, shown in the bottom panel, is 

further evidence for the role played by the first hydration shell, much like what is 

observed for the vibrational relaxation.  

 The energy relaxation time, Eq. 50, as a function of the magnitude of the solute’s 

dipole and its location exhibits an opposite trend.478  The increased collision rate (that 

slows down reorientation) enhances the rotational energy transfer to the solvent 

molecules. Thus, for a solute with a small dipole, the energy relaxation at the interface is 

much slower than in the bulk. However, the difference between the bulk and surface 

energy relaxation rates decreases as the dipole is increased because preserving the solute 

hydration shell makes the interfacial friction similar to that of the bulk, despite the fact 
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that the average solvent density just outside the solute hydration shell is smaller than in 

the bulk.  

 Non-equilibrium Energy relaxation rates, calculated using non-equilibrium MD, 

are somewhat slower than the equilibrium rates in the case of a non-polar solute but are 

almost the same for polar solutes.478   However, the trends in relaxation times as a 

function of solute dipole and location are essentially the same as the equilibrium trends 

discussed above. The difference between equilibrium and non-equilibrium rotational 

relaxation reflects, in part, the difference between the equilibrium structure of the solute-

solvent complex.468, 483  The insight gained from studying a simple diatomic solute has 

been useful for understanding the rotational behavior of large dye molecules.484 

 Let us now consider the reorientation dynamics at the liquid/liquid interface. The 

most significant contrast with the liquid/vapor interface is that there is no longer a low 

density region (although the bulk viscosity of the two solvents may be quite different). 

Instead, a large variation in solvent polarity may introduce a marked difference in the 

dielectric friction for a highly polar solute. 

A systematic study of the rotational relaxation, of the diatomic solute described 

above, at the water/CCl4 interface has been carried out.479 The solute molecules’ 

equilibrium reorientation correlation functions, Eq. 45, were evaluated at different 

interface locations and in the bulk of the two solvents. Some of the results for the 

reorientation time τ1 are reproduced in Fig. 11. 

The reorientation of the non-polar solute (µ = 0, squares) in bulk water is slightly 

slower than in bulk CCl4, reflecting the somewhat greater viscosity of water. Because 

CCl4 is non-polar, increasing the solute dipole has no effect on the reorientation time in 
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that medium. In contrast, the reorientation time in bulk water increases as the solute 

dipole is increased, due to the greater dielectric friction.221, 440, 442, 443, 445, 480, 485-487 

As the solute is moved from the bulk across the interface the reorientational 

behavior depends on the solute dipole in a surprising way. Contrary to the expectation 

that the surface reorientation time would lie between the two bulk phase values, Fig. 11 

shows that the reorientation at the interface is slightly faster than in either of the two bulk 

phases for a non-polar solute but is significantly slower than either of the bulk phases in 

the case of a polar solute. 

Lower effective viscosity at a liquid/liquid interface has been correlated 

experimentally with spherical molecular shapes46 and theoretically with high surface 

tension.74 A local dip in density is also a feature of liquids that partially wet hydrophobic 

surfaces.488 These observation may explain the reduced effective viscosity experienced by 

the non-polar solute at the water/CCl4 interface, but, this is remains an open issue, as the 

X-ray reflectivity measurements of  the water/liquid hydrocarbon interface, discussed 

earlier, failed to detect a lower density region.146 

The longer reorientation time of a polar solute at some surface locations compared 

to being in bulk water, suggests the existence of a higher local dielectric friction despite 

the lower polarity at the interface. A similar effect was observed in the MD simulation of 

an actual dye molecule. It was found that N,N'-diethyl-p-nitroaniline rotates slower at the 

water/DCE interface than in either of the two bulk liquids.373 A possible explanation for 

this invokes a coupling between dielectric and hydrodynamic friction and a concept we 

are already familiar with: the strong electrostatic interactions enable the solute to retain a 

significant fraction of its hydration shell, depending on the magnitude of its dipole. This 
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gives rise to a solute-water hydration complex that is quite stable at the interface. Its 

larger volume results in a significantly larger hydrodynamic friction and slower 

rotation.455 When the solute is moved deeper into the organic side of the interface or when 

the magnitude of the dipole is reduced, the hydration complex breaks down, and its 

rotation speeds up.  

 Finally, we note that the behavior of different correlation functions Cl(t) (Eq. 48) 

with l = 1-5 shows diffusional behavior for the largest dipole solute (16D) at both the 

water liquid/vapor interface and at the water/CCl4 interface. Breakdown of this 

relationship is observed when the solute hydration shell is diminished, e.g., in bulk CCl4 

and for the non-polar solute at both interfaces. In these cases, the dynamics can no longer 

be viewed as being small successive angular jumps around a randomly oriented axis. 

Instead, individual trajectories show sudden and large free rotation segments around a 

fixed axis. This has also been observed for the rotation of large dye molecules at the 

water liquid/vapor interface.477 

Solvation Dynamics 

 Given a solute in equilibrium with solvent molecules, a sudden change in the 

solute’s electronic structure due to an absorption of electromagnetic radiation or an 

electron transfer will generally create a non-equilibrium state. The solvent electronic and 

nuclear degrees of freedom will respond to reestablish equilibrium. These solvent 

dynamics can be monitored experimentally. Assuming an instantaneous response of the 

solvent electronic degrees of freedom, the slower solvent response involves translation, 

rotation and vibration of the solvent molecules, which can be followed by classical 

molecular dynamics. Because experimental and theoretical studies of solvation dynamics  
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can reveal important phenomena needed to understanding solvent dynamics and solute-

solvent interactions, they have been reviewed extensively.377, 390, 489-492 Solvation dynamics 

studies at liquid surfaces have also been reviewed.27, 363 Here we give only a brief 

summary focusing on the unique surface effects, which, we will see, are similar to the 

effects discussed above regarding vibrational and rotational relaxation. 

 Consider two solute electronic states, | a > and | b >.  At time t = 0, the solvent is 

at equilibrium with state | a >. Let 

! 

"E(0)  denote the average energy difference between 

these two states, including the interaction energy with the solvent, immediately following 

the transition | a >  | b >.  As the solvent equilibrates to the state | b >, the energy 

difference evolves in time, reaching the value 

! 

"E(#)  when equilibrium is reached. The 

dynamical response of the solvent(s) can be followed using the non-equilibrium time 

correlation function: 

 

! 

S(t) =
"E(t) # "E($)
"E(0) # "E($)

                      [51] 

 
In Time Resolved Fluorescence (TRF) experiments, depicted schematically in Fig. 12, 

the emission spectrum lineshape changes from a peak value of 

! 

"E(0) to the final 

! 

"E(#)  

peak of the equilibrium emission spectrum as the solvent responds to the new solute 

electronic state.493, 494 Experimental results in bulk liquids show that the non-equilibrium 

correlation functions initially exhibit a very fast (less than 50 fs495) inertial component, 

which may account for 60%-80% of the total relaxation in water. This is followed by a 

multi-exponential relaxation on the sub-picosecond to picosecond time scale,496 

corresponding to reorienation and translation of solvent molecules, or, to particular 
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intramolecular solvent modes493, 497 around the solute. Slower dynamics are found in 

more viscous liquids.498 

 While TRF and other techniques have been used extensively to probe solvent 

dynamics in bulk liquids377, 390, 489, 490, 499  and in micelles and reverse micelles and other 

complex environments,377, 498, 500-509 it is not surface-specific and cannot generally be used 

to study solvent dynamics at liquid interfaces, unless the solute is adsorbed strongly at the 

interface with little bulk concentration. (Exceptions include using TRF in total reflection 

geometry510-512). Solvation dynamics at liquid interfaces has been mainly studied using 

Time-Resolved Resonance Second Harmonic Generation (TRSHG)513-517 and recently 

using Time-Resolved Sum Frequency Generation (TRSFG) spectroscopy.518 In TRSHG, 

an optical pump pulse excites the solute molecules to an electronic excited state. A time-

delayed probe pulse with a frequency ω generates a second harmonic pulse with 

frequency 2ω from only the interfacial molecules. As the solvent molecules reorganize 

around the excited molecule, the resonant SH signal changes with the delay time, 

allowing for construction of the S(t) correlation function.513, 514 The solvation dynamics of 

coumarin 314 (C314) adsorbed at the air-water interface was measured using TRSHG 513 

and found to be similar to that in bulk water (0.8 ps). Experiments with polarized pump 

pulses in the direction parallel and perpendicular to the interface showed that the 

solvation dynamics depend on the solute orientation, being faster when the pump pulse is 

parallel to the interface.514 The solvation dynamics of C314 adsorbed at the air-water 

interface in the presence of neutral, anionic and cationic surfactants show that electric 

field of the dye and interactions with specific hydrophilic groups can slow down 

interfacial water dynamics.515, 516, 519, 520 
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 Solvation dynamics has been studied computationally by non-equilibrium MD as 

well as equilibrium classical MD techniques. Let 

! 

Ha  and 

! 

Hb  denote the total 

Hamiltonian of the system when the solute is in the | a > and | b > electronic states, 

respectively. Following a sudden transition, the initial equilibrium distribution with 

respect to 

! 

Ha  evolves under the Hamiltonian 

! 

Hb . Clearly, the time-dependent energy gap 

needed to compute S(t) is 

! 

"E(t) = Hb (r) #Ha (r) , where r is the instantaneous system 

atomic positions. A set of initial conditions selected from the  | a >  state equilibrium 

distribution is propagated under the Hamiltonian 

! 

Hb , and the energy gap at each time 

step is averaged over all the independent trajectories. If 

! 

Hb  contains polarizable terms, 

they must be equilibrated before the energy gap is calculated. Because the energy gap is 

calculated as a difference between two different potential energy functions at the same 

nuclear configuration, in general one must compute both at each step. In practice, 

however, because the sudden change in the electronic state involves a jump in the value 

of a few parameters like the solute dipole moment, 

! 

Hb (r) "Ha (r) is a simple expression 

that in many cases is already evaluated during the normal simulations with the 

Hamiltonian 

! 

Hb . 

 The equilibrium calculation of solvation dynamics involves computing the 

equilibrium time correlation function: 

! 

C" (t) =
#E(t)#E(0)

"

#E(0)#E(0)
"

,    #E(t) = $E(t) % $E(t)
"
       [52] 

where 

! 

"
 means the equilibrium ensemble averages with the dynamics governed by the 

Hamiltonian Hν (ν = | a >  or | b >), and 

! 

"E(t) = Hb (r) #Ha (r) .  If one invokes the linear 

response approximation, then336, 521 
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! 

S(t) =Ca (t) =Cb (t)            [53] 

 

While in many cases solvent dynamics follow the linear-response approximation, even 

for large perturbations away from equilibrium, it is expected to fail when the equilibrium 

fluctuations do not sample important regions of phase space in which the non-equilibrium 

dynamics take place.468, 483, 522-526 Thus, calculations of both S(t) and Cν(t) are useful for 

elucidating the mechanism of solvent dynamics. Fig. 12 shows as an example the 

computed S(t) and C(t) for a sudden creation of a 12D dipole in bulk water (see below for 

more details about these calculations). 

Approximate analytical theories of solvation dynamics are  typically based on the 

linear response approximation and additional statistical mechanics or continuum 

electrostatic approximations to Cν(t). The continuum electrostatic approximation requires 

the frequency-dependent solvent dielectric response ε(ω).390 For example, the Debye 

model, for which 

! 

"(#) = "$ + ("0 %"$) (1+ i&D#) , predicts that the solvation dynamics 

will follow a single exponential relaxation: 

 

  

! 

S(t) = e"t # L ,# L = $%#D $0            [54] 

 

where τL is called the longitudinal relaxation time, τD is the Debye relaxation time and ε0 

and ε∞ are the static and infinite-frequency dielectric constants of the liquid. This simple 

Debye model can be improved by selecting a more complicated expression for ε(ω) (for 



 95 

example, as a sum of Debye-like terms for different molecular motions493). Other 

approximations take into account the finite size of the liquid molecules.527-530 

 Extensive theory and computer simulation work has been able to clarify the 

molecular mechanisms of solvation dynamics in bulk liquids over the last 3 decades.390, 

491 One of the most important conclusions from this body of work is that most of the 

contribution to polar solvation dynamics comes from the solute’s first solvation shell.531  

This conclusion and the earlier discussion about the prominent role the solute hydration 

shell plays in understanding vibrational and rotational dynamics at liquid interfaces, 

suggest that surface effects on solvation dynamics will be muted as the solute’s polarity is 

increased. An experimental validation of this are the similar solvation dynamics of C314 

at the water liquid/vapor interface and in bulk water, mentioned above, where the highly 

polar excited state (µ = 12D) implicates an interfacial hydration structure similar to the 

bulk.  

The first simulations of solvation dynamics at liquid interfaces involved the 

hypothetical sudden “charging” of an ion.228, 532 The dynamical response at the at the 

water liquid/vapor interface and in the bulk are almost identical. Each S(t) shows a very 

rapid initial relaxation, corresponding to inertial solvent motion,495, 521, 533 followed by a 

nearly exponential  decay. The major factor explaining the similar bulk and surface 

response is the ability of the ion to keep its hydration shell almost intact.228 Interestingly, 

this suggests that a dielectric continuum model parameterized to fit the bulk relaxation 

will fail to account for the surface dynamics. Twelve years passed until the next 

simulation of solvation dynamics at the water liquid/vapor interface was done by Pantano 

and Laria.477  They found the solvation dynamics of Coumarin-314 to be only slightly 
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slower at the interface (0.79 ps) than in the bulk (0.56 ps), agreeing with experiment. 

These results are consistent with having an interfacial hydration structure similar to the 

one in the bulk.  The initial fast inertial drop accounted for 50% of the overall relaxation 

in the bulk compared with 35% at the interface. The linear response approximation was 

found to be valid, as the equilibrium time-correlation function was in excellent agreement 

with the non-equilibrium one.  

In addition to the important role played by the structure of the polar (and ionic) 

solute’s hydration shell, a new factor comes into play at the liquid/liquid interface: the 

relatively slow solvent translational motion associated with capillary fluctuations and the 

related larger structural deformation of the interface. These slow dynamics were 

demonstrated in the first study of solvation dynamics at a model liquid/liquid interface, 

where a diatomic non-polar solvent is in contact with a diatomic polar solvent.534 The 

electronic transitions studied were a charge separation (A—D → A+—D−) and the 

reverse, a charge recombination process, taking place between donor-acceptor pairs. The 

dynamics at the interface were significantly slower than those in the bulk, especially for 

the charge separation process when the A—D vector is perpendicular to the interface. 

This retardation arises from the sudden creation of a large dipole that requires large 

structural reorganization to reach equilibrium, while a significant portion of configuration 

space is occupied by non-polar solvent molecules. A significant deviation from the linear 

response results, but only for the charge separation process, because the equilibrium 

fluctuations in the final state sample very different structures from those that are required 

to reach equilibrium beginning from a neutral AD pair.  
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When two liquids with very different bulk Debye relaxation times are in contact, a 

very sharp liquid/liquid interface leads to a large dependence of the solvation dynamics 

on the solute’s location. This is similar to the solvatochromoic shift dependence of an 

adsorbed solute on its location as discussed earlier. This position dependence was 

demonstrated by following charge creation at different locations in the water/octanol 

interface.535 The relaxation time changed  by two orders of magnitude when its position 

was varied by a few Å relative to the interface.  Because the dynamics depends on 

different solvents, the interface behavior is typically characterized by a multi-exponential 

relaxation (following an inertial component). This solvent dependence, as well as 

dependence on surface location were illustrated by a systematic study of dynamics 

behavior following a change in the permanent dipole of a dipolar solute at 4 liquid/liquid 

interfaces consisting of solvents with different polarities and molecular structures.536 As 

above,  a slow component was found not present in the bulk of either liquid, 

corresponding to the relatively slow diffusion of finger-like water structures at the 

interface. In this case, marked deviations from a linear response were observed. 

The model used in the previous two sections shows how charged groups maintain 

their hydration shell at aqueous interfaces and how that was used to understand rotational 

and vibrational relaxation. The same model can be used for solvation dynamics.537 We 

compute the solvation dynamics following the transition (µ = 0)→ (µ = 12D) and the 

reverse transition (µ = 12D)→ (µ = 0)  of a diatomic solute held at different locations in 

the water liquid/vapor interface and in the water/CCl4 interface. The equilibrium and non-

equilibrium correlation functions both approximate a bi-exponential relaxation. Table 2 

summarizes the average relaxation times in picoseconds. 
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Table 2. Calculated solvation dynamics from equilibrium and non-equilibrium 

simulations following two types of electronic transitions.537 

 

Electronic 
transition 
µaµb 

Bulk H2O liquid/vapor 
H2O, Gibbs 
surface 

Vapor side 
of the Gibbs 
surface 

Gibbs 
surface 
H2O/CCl4 

Organic side 
of the Gibbs 
surface 

12D0D 
(non-
equilibrium) 

0.05 0.07 0.04 0.09 0.04 

12D0D 
(equilibrium) 

0.06 0.13 0.16 0.1 0.16 

0D12D 
(non-
equilibrium) 

0.2 0.6 1.4 0.6 5.9 

0D12D 
(equilibrium) 

0.07 0.11 0.15 0.10 0.30 

 

The non-equilibrium solvation dynamics following the (µ = 12D)→ (µ = 0) 

transition are essentially independent of the solute’s location. The very rapid sub-

picosecond relaxation is complete within a few hundred fs. The linear response 

approximation is satisfied in all locations except on the vapor side of the water 

liquid/vapor interface and on the organic side of the water/CCl4 interface. The main 

reason for the deviation from linear response is the different contribution of the inertial 

component to the total relaxation, as the equilibrium relaxation is determined from the 

solvent fluctuations around the neutral solute. 

Much more interesting and revealing is the reverse process: (µ = 0)→ (µ = 12D). 

The non-equilibrium solvation dynamics become much slower and sensitive to the 

location. The non-equilibrium relaxation in bulk water and at the water liquid/vapor 

interface gives τ(bulk) < τ(Gibbs) < τ(above Gibbs). As previously discussed, the 
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structure of the hydration shell around the large dipole at the interface is similar to that in 

the bulk. This structure is created from a very different solvent configuration when the 

solute suddenly acquires a 12D dipole; this takes longer to form at the interface than in 

the bulk. In contrast, the equilibrium correlation function is computed from the energy 

fluctuations in the final µ = 12D state, and those fluctuations are similar in the three 

locations. 

The non-equilibrium dynamics on the organic side of the water/CCl4 Gibbs 

surface are much slower than in all other locations.  This is due to the fact that the final 

equilibrium state requires significant perturbation to the water structure. This also 

explains why in this case a breakdown of linear response is observed.  

Finally, it is interesting to note that the results at the Gibbs surface of the 

water/CCl4 interface are almost identical to those at the Gibbs surface of the water 

liquid/vapor interface for both transitions. This is consistent with previous simulations, 

showing that the polarity of these systems is very similar.536 

Summary 

Because of the close connection between the three phenomena discussed in this 

section, it is useful to summarize here the main results. When comparing the bulk and the 

surface vibrational, rotational and solvation dynamics of adsorbed solute molecules, two 

controlling structural motifs emerge: a) the interface is a narrow, rough region broadened 

by density fluctuations (nanoscale capillaries) that may couple to solute modes; b) a 

charged solute at the interface tends to have a hydration shell that is similar in structure to 

the one in bulk water, the similarity of which depends on the solute size and charge. 

These two factors also provide a foundational understanding of surface effects on solute 
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thermodynamics and spectroscopy. However, while they have been the subject of several 

largely consistent experimental and computational studies, many of the dynamical results 

presented in the last three sections await experimental confirmation. In particular, it 

would be interesting to confirm that the surface effect on vibrational lifetime is sensitive 

to the polarity of the solute and that the solvation dynamics following the creation of a 

large dipole on the organic side of the interface between water and a non-polar liquid can 

be used to probe slow surface density fluctuations. Such experiments can add 

significantly to our understanding of the structure and dynamics of the interface.  

Extending the computations to larger dye molecules with anticipated large non-linear 

responses would be useful in the search for systems that could be studied experimentally. 

The tendency of solute molecules to keep their hydration shell, the roughness of 

the liquid surface and its dynamic fluctuations are not only important for understanding 

solute spectroscopy, thermodynamic and relaxation phenomena but we show below, they 

play a major role in elucidating the surface effect on chemical reactivity. 

Reactivity at Liquid Interfaces 
 
Introduction 

Theoretical538-541 and experimental221 studies of chemical reaction dynamics and 

thermodynamics in bulk liquids have demonstrated in recent years that one must take into 

account the molecular structure of the liquid to fully understand solvation and reactivity. 

The solvent is not to be viewed as simply a static medium but as playing an active role at 

the microscopic level. Our discussion thus far underscores the unique molecular character 

of the interface region: asymmetry in the intermolecular interactions, non-random 

molecular orientation, modifications in the hydrogen-bonding network and other such 
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structural features. We expect these unique molecular structure and dynamics to influence 

the rate and equilibrium of interfacial chemical reactions. One can also approach solvent 

effects on interfacial reactions at a continuum macroscopic level where the interface 

region is characterized by gradually changing properties such as density, viscosity, 

dielectric response, and other properties that are known to influence reactivity.  

 Computational studies of neat liquid surfaces is becoming a mature area of study, 

but investigation of chemical reaction thermodynamics and dynamics is much more 

limited. This is due, in part, to the scarcity of molecular-level experimental data. While 

some computational work focused on reactions that were also studied experimentally, 

most of the published computational work relied on simple model reactions to address 

these two important general questions:  

a) How does the interface region affect the rate and the equilibrium of different types of 

reactions? 

b) Can solvent effects on reactions at interfaces be understood by simply scaling bulk 

effects, or should it be treated in a unique manner? 

 Methods used to study reactivity in bulk liquids are relatively well-developed and 

generally can be used without major modification to study reactions at interfaces. The 

computational approach typically involves these steps:538-541 

1) Define a reaction coordinate X(r), which in general is a function of some (or even 

many) of the atomic positions in the systems. Examples include a torsional angle in a 

molecule for a conformational transition, a bond distance for a simple dissociation 

reaction, or, a function of many solvent atomic positions in the case of an electron 

transfer reaction. Keep in mind that in many cases the simple classical force fields 
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described earlier in this chapter are inadequate for describing the proper dynamics of the 

system along the coordinate X. A quantum description at some level is likely needed to 

account for the change in the electronic structure that is typically involved in a reaction. 

2) Perform equilibrium free energy calculations to determine the free energy profile A(x) 

along the coordinate X. This follows the methodology discussed earlier. The direct 

sampling of X, from which 

! 

A(x) = "#"1 ln $[X(r) " x]  can be determined, is rarely 

successful because a large free energy barrier can prevent efficient (or any!) sampling of 

phase space. Umbrella sampling with a biasing potential is therefore a standard “trick” to 

use. Knowledge of the free energy profile provides the activation free energy and thus an 

estimate of the rate constant from transition state theory. The free energy difference 

between the reactants and products with proper accounts for the thermodynamic standard 

state allows for a computation of the equilibrium constant. 

3) Perform non-equilibrium trajectory calculations to explore possible dynamical 

contributions to the rate, energy flow and mechanism. The actual chemical reaction rate 

constant differs from the transition state theory value because not every trajectory 

reaching the transition state will end up as products; the transmission coefficient gives the 

fraction of successful trajectories. Methods to calculate it538-541 can be used with no 

modification at liquid interfaces, an example of which will be discussed below. Besides 

determining the transmission coefficient, reactive trajectories, connecting reactants and 

products provide information about the reaction mechanism and energy flow in the 

system.541-543 

 Computational studies of chemical reactions dynamics at liquid/vapor and 

liquid/liquid interfaces to date include the following types of reactions: isomerization, 
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photodissociation, acid dissociation, electron transfer, proton transfer, ion transfer and 

nucleophilic substitution. These studies have been motivated by experimental 

observations and fundamental scientific interest in understanding how the unique surface 

properties affect chemical reactivity. Some of these studies have been reviewed.544, 545 

Here we present two examples selected to demonstrate the computational steps described 

above and their relation to the concepts developed in earlier sections. The focus is on 

contrasting the surface reactivity with that in the bulk and on examining surface effects in 

light of the knowledge about the structure and dynamics of neat interface and interfacial 

solvation, discussed earlier in the chapter. 

Electron Transfer Reactions at Liquid/Liquid Interfaces 

 Electron transfer  (ET) at the interface between two immiscible electrolyte 

solutions (IES) is important in electrochemistry,12, 48, 546, 547 solar energy conversion, 

”artificial photosynthesis”,548, 549 phase transfer catalysis, and is relevant to biological 

processes at membrane interfaces and in DNA environments so it is especially important 

to understand.550 The experimental study of ET reactions at IES interfaces has a long 

history.12 Until recently, measurements of those electron transfer rates involved mainly 

conventional electrochemical methods, where the interface is under external potential 

control and a steady state current vs. voltage is measured.12, 551 These measurements 

suffer from drawbacks, including an inability to distinguish clearly between electron and 

ion transfer, a narrow potential window, distortion due to the charging current and the 

large resistivity of the organic phase. These drawbacks limit the number of experimental 

systems that can be studied, and thus very few reliable rate constants have been reported 

at interfaces.  
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There has been a recent surge in experimental activity due to the availability of 

new methods in which those drawbacks can be minimized or controlled. These methods 

include scanning electrochemical microscopy (SECM),552-560 thin-layer cyclic 

voltammetry561, 562  and spectro-electrochemical methods (some taking advantage of 

recent advances in non-linear optics).563-578 In the SECM technique, one has the ability to 

widen the potential window and that increases significantly the range of the driving force  

(ΔGrxn) for the ET reactions studied at the L/L interface. Because of that it has enabled 

the observation of the Marcus-inverted region (see below) and provided a reliable 

determination of the reorganization free energy.560, 579-581  

Spectroelectrochemical methods have been used in recent years to study fast-

photoinduced electron transfer at the liquid/liquid interface.566-570, 582 Of particular 

importance is extending the idea of employing solvent (typically N,N-dimethylaniline or 

DMA) as an electron donor to the liquid/liquid interface.571, 583-585 The advantage of this 

approach is that complications due to ion transfer across the interface and to diffusion are 

obviated. Several studies of ET between coumarin dyes and electron-donating solvents in 

micelles, reverse micelles, at the surface of proteins and in nanocavities have 

demonstrated ultrafast electron transfer that is faster than solvation due to the close 

proximity of the redox pair. These experiments provided additional evidence for the 

existence of the Marcus-inverted region at liquid interfacial systems.572-578, 586  

The basic theory of ET in bulk liquid and at liquid/metal interfaces is well-

developed,587-590 but applications of that theory to ET at IES was slow to be adopted due 

to insufficient knowledge about the molecular structure of the liquid/liquid interface and 

also because of experimental difficulties.  ET rate constants under steady state conditions 
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are typically obtained from current/voltage measurements. A potential difference V is 

established across the interface, and the current I is measured. If the basic theory of 

electron transfer at the solution/metal interface591 is applicable to the liquid/liquid 

interface, one then expects the following Butler-Volmer relation between the voltage and 

the current: 

      

! 

I = I0 e
(1"# )nF (V "Veq ) /RT " eanF (V "Veq ) /RT( )            [55] 

 

where T is the temperature, R is the gas constant, F is the Faraday constant, n is the 

number of electrons in the balanced half-reaction at the anode or the cathode, Veq is 

determined from the Nernest equation (

! 

Veq =V0 +
RT
nF
ln aO

s

aR
s  , where V0 is  the standard 

potential and aO
s ,  aR

s  are the activities of the oxidized and reduced agents at the 

interface), α is a constant called the transfer coefficient (see below), and I0 is the so-

called exchange current.  The exchange current is the current that flows at equilibrium (V 

= Veq) at the cathode (or the anode, they must be equal in magnitude and opposite in 

sign), and it is directly related to the heterogeneous rate constant k: 

! 

I0 = nF[O]1"#[R]# k , 

where [O] and [R] are the equilibrium concentrations. The key point is that the Butler-

Volmer relation can be derived from the Marcus theory of electron transfer. This 

derivation587 shows that the transfer coefficient is given by 

! 

" =1 2 + #G 2$ ,  where ΔG 

is the reaction free energy, and λ is the reorganization free energy (see below). 

 Current voltage measurements of ET at IES sometimes conform to the Butler-

Volmer equation and sometimes not.561, 562 This is not surprising because some of the 
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assumptions on which this equation is based may fail at the liquid/liquid interface. These 

assumptions include: 1) The potential drop across the interface is close to that imposed on 

the electrodes, or if not, a correction is included to properly account for the potential 

carried by the diffuse layers of ions at the interface; 2) The current is due to ET alone, 

and if not, a correction due to ion transfer must be included; 3) Marcus theory is valid. 

 The basic assumption of Marcus theory is that the solvent free energy functions 

controlling ET are paraboli with equal curvatures (linear response). Based on this, 

making an assumption about the structure of the interface, and using a continuum 

electrostatic expression for the activation free energy,546, 592, 593 Marcus derived 

expressions for the bi-molecular rate constant of an ET at IES.594, 595  To date, the 

computational work in this area has focused on testing the assumptions underlying the 

above theory. We briefly summarize Marcus theory in order to present the computational 

work. 

Marcus Theory of ET at IES Interfaces 

 We consider the ET reaction DA → D+A−  between an electron donor (D) and an 

electron acceptor (A) that are adsorbed at the interface between two immiscible liquids. 

For simplicity, we ignore the contribution of the vibrational modes of D and A because 

the contribution of these modes to the activation free energy is not expected to be 

modified significantly by the interface. At a given distance R between the reactants, the 

probability of an electron transfer depends on the overlap of the reactants’ wave functions 

(electronic coupling) and on the probability that a solvent fluctuation will equalize the 

energy of the two diabatic states DA  and D+A! . For weak coupling, the rate constant 

for the electron transfer reaction is given by: 593-595 
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 kr = !"Vre
#$%G#              [56] 

 
where κ is the Landau-Zener factor between the two diabatic electronic states,596 and ν is 

a “collision” frequency, which is determined from the equilibrium solvent fluctuations in 

the reactant state. Vr  is the reaction volume, which accounts for all of the possible 

configurations of the reactant pair per unit area of the interface.  For example, if one 

assumes that the two reactants are spherical (radii a1 and a2) and are restricted to being on 

opposite sides of a flat interface, then: 

! 

Vr = 2" (a1 + a2)(#R)
3
 and δR is a length scale for 

the distance-dependent electronic coupling between the two diabatic states.
593

 

The activation energy ΔG# is given by593-595 

 

!G# = Wr +
(" + !G +Wp #Wr )2

4"
                  [57] 

 

where !G  is the reaction free energy, Wr  is the reversible work required to bring the 

reactants from the bulk of each phase to the interface, −Wp  is the reversible work 

required to separate the products, and λ is the reorganization free energy.  ΔG is 

controlled externally by varying the voltage across the interface. 

! 

Wr and Wp  may be 

estimated from experimental adsorption isotherms or they can be calculated using 

continuum electrostatic models or  by the MD or MC methods described earlier. 

The key quantity, the reorganization free energy λ, is defined as the reversible 

work needed to change the equilibrium solvent configuration around the reactants to be 

that around the products at a fixed electronic state. It was first calculated analytically by 
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Kharkats597 for the case of two reactants located at various positions along the line 

normal to the interface (modeled as a mathematically ideal plane separating the two bulk 

phases).  Marcus generalized the calculations to include any orientation of the reactants 

relative to the interface normal.593 Kharkats and Benjamin598 investigated the case where 

the reactants may cross the interface, accounting for a mixed solvation shell at the 

interface. They show that the reorganization free energy is affected markedly by the 

possibility of the ions crossing the interface, and that this will have a significant effect on 

the rate. 

 To test this theory Marcus estimated λ by using the rate constant of the half 

reaction at the solution/metal interface. This estimate and other assumptions gave 

reasonable agreement with the experimental rate constant for the reaction between the  

Fe(CN)6
4- /3-  couple in water and for the Lu(PC)2

+/ 2+  (hexacyanoferrate-lutetium 

biphthalocyanine) couple in DCE.593, 594 

Microscopic Models 

 Marcus’ model, assumes the validity of a linear response approximation and that a 

continuum electrostatic description of the interface is suitable for the purpose of 

calculating the activation free energy. Furthermore, to obtain expressions for the rate 

constant, the interface is assumed to be either a mathematically sharp plane or a broad 

homogeneous phase. Unfortunately, an insufficient number of experimental data exist to 

test these assumptions. Thus, the main focus of using atomistic approaches to interfacial 

ET has been to gain insight into how important the molecular structure of the interface 

actually is for influencing the ET rate.  
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  Key to the microscopic description of ET used in several MD simulations is a 

definition of the reaction coordinate. Because solvent fluctuations control the probability 

of electron transfer, this coordinate must be a function of solvent configuration. A useful 

one dimensional definition, used extensively in simulations, is the energy gap when the 

system is in either of the two electronic states: 599-602  

 

! 

X(r) =UP (r) "UR (r)              [58] 

 

where 

! 

UR  and UP  are the potential energies of the reactant state ! R = DA  and the 

product state ! P = D
+A" , respectively, and r  represents the positions of all the atoms. 

It can be shown that this coordinate is equivalent (in some sense) to the solvent 

polarization coordinate used by Marcus to derive the continuum electrostatic expressions 

for the reorganization free energy.603, 604 The probability P(x)  that X(r)  is equal to some 

value x  is: 

 

! 

P" (x) = #[X(r) $ x]
"

           [59] 

 

where the ensemble average is over the reactant ( ! = R ) or the product (! = P ) state. 

The solvent free energy associated with solvent fluctuations in the state ν is given by 

 

 

! 

G" (x) = #$#1 lnP" (x)             [60] 
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When the system is in the state ν, most fluctuations in the solvent coordinate are near the 

vicinity of its equilibrium value 

! 

x" = X(r)
"

, so direct sampling of Eq. 59 will only 

provide the free energy for small fluctuations around the equilibrium. However, the 

reorganization free energy is the difference: 

 

! 

"R =GR (xP ) #GR (xR ) = #$#1 ln PR (xP )
PR (xR )           [61]  

 

with an equivalent expression for the product  state. Because xR and xP are typically very 

different, an umbrella sampling procedure is required. One approach developed by King 

and Warshel600  is to  simply consider a set of intermediate virtual electronic states, νm, m 

= 1, 2,…, and calculate the free energy function for each individual state. These functions 

are then “stitched” together to reconstruct the desired full functions GR and GP. If the 

different virtual electronic states correspond to a transfer of a fixed fraction of an 

electron, this procedure is equivalent to adding a biasing potential that is linear in the 

coordinate x.600, 605  

At the transition state, x = x#, the energy of the two states is the same. This non-

equilibrium state can be obtained from the intersection GR(x#) =  GP(x#). Then, the 

activation free energy for the forward ET reaction is  ΔG# = GR (x#) − GR (xR). Fig. 13 

depicts the quantities discussed above. 

 Eq. 57 for the activation free energy is based on the assumption that the solvent 

free energies 

! 

GR (x)  and 

! 

GP (x)  are paraboli with identical curvatures k:  
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! 

GR (x) =
1
2
k(x " xR )

2;GP (x) =
1
2
k(x " xP )

2 + #G         [62] 

 

where ΔG is the reaction free energy. The parabolic assumption can be checked by an 

MD umbrella calculation of the full solvent free energy. This was done for ET reactions 

in bulk water,600, 601 at the interface between two simple liquids606 and at the water/self-

assembled monolayer interface.607 Note that the solvent force constants kν can be 

calculated directly from the fluctuations in the solvent coordinate in the two equilibrium 

states,602 

! 

k" =1 # (x $ x" )
2

" .  If kR = kP, the assumption of a parabolic free energy can 

then be used to compute the activation free energy based on simulations in the initial and 

final states alone. If the force constants are different, it is still  possible to find the 

activation free energy approximately by an extrapolation procedure developed by Voth 

and coworkers.96, 608 

 The solvent free energies for an ET reaction between two charge transfer centers 

adsorbed at the water/1,2-dichloroethane interface were investigated by MD 

simulations.609 The charge centers were modeled as Lennard-Jones spheres with the 

parameters σ = 5Å and ε = 0.1 kcal/mol. In bulk water, the free energy curves calculated 

from the molecular dynamics simulations are approximately well described by paraboli. 

While the curvature of the free energy function for the ion pair state D+A− (the constant k 

in Eq. 62) is smaller than that for the neutral pair (DA state), the activation free energy 

predicted by the molecular dynamics results is almost identical to the one predicted by 

the quadratic approximation for the case of zero reaction free energy (ΔG = 0), a region 

where most ET rate measurements are carried out. At the water/1,2-dichloroethane 
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interface, the deviation between the molecular dynamics calculations and the linear 

response theory is even smaller. The reorganization free energy calculated from the 

continuum dielectric model593 using the MD-derived static dielectric constants of water 

(ε0 = 82.5) and DCE (ε0 = 10) and other geometrical parameters, is  λ = 74 kcal/mol 

compared to the MD value of 80 kcal/mol.609 This agreement, however, is due to an error 

cancellation: the water contribution to the electrostatic potential at the location of the 

charge transfer centers is underestimated by the continuum model (due to the neglect of 

the specific hydration structure), while the DCE potential is overestimated.532, 610  

  Other assumptions made in deriving the ET rate constant, such as the interface 

being flat and the inability of the ions to penetrate the interface, have also been 

investigated by molecular dynamics simulations. As discussed earlier in this chapter, the 

roughness of the interface and the ability of ions to cross the interface and be partially 

solvated by both liquids are features of the real system that simple continuum models 

cannot account for.  

 Finally we note that fast electron transfer reactions in a polar environment may be 

strongly controlled by the rate at which solvent dipoles are able to reorient in response to 

the electron transfer. Thus solvent dynamics at the interface may be tightly coupled with 

the electron transfer. This is the case for photo-induced electron transfer reactions in 

which one of the reactants is photo-excited prior to the ET act itself. For example, 

Eisenthal and coworkers used SHG571   (and more recently SFG611) to study the ultrafast 

excited-state electron transfer at a water/organic liquid interface. In the SHG experiment, 

a 424 nm photon excites coumarin 314 adsorbed at the water/dimethylaniline (DMA) 

interface. The electron transfer from an interfacial DMA molecule to the excited state 
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coumarin (C314*) was explored by measuring the resonant SHG signal produced from 

the C314 by a probe pulse. The fast signal change was attributed to the solvation 

dynamics of C314* on the sub-picosecond time scale, followed by ET on a 14-16 ps time 

scale.  

Nucleophilic Substitution Reactions and Phase Transfer Catalysis (PTC) 

Many chemical reactions that take place at the interface between two immiscible 

liquids are coupled to reactant/product transfer processes, both to and from the bulk 

phases and across the interface. Sometimes, depending on the reaction, these transfer 

processes complicate the theoretical and the experimental analysis, as is the case for 

coupled electron and ion transfer mentioned in the previous section. However, in other 

cases this coupling is the basis of the process being studied and cannot be avoided, as in 

Liquid-Liquid Phase Transfer Catalysis5, 6, 612-614 (LLPTC). This process is used widely in 

organic synthesis,615 in pharmaceutical and agrochemical industries,5 in materials 

science616 and in “green” chemistry applications.614 In LLPTC, a water-soluble reactant is 

transferred, with the aid of a phase transfer catalyst, from an aqueous phase into an 

organic phase, where it reacts with a water-insoluble reactant. Once complete, the 

catalyst, which is typically a quaternary ammonium cation, transfers the product to the 

aqueous phase, and the catalytic cycle repeats.  

One of the most common reactions carried out under PTC conditions is 

nucleophilic substitution (SN2). It is well-known that the strong reactivity of anionic 

nucleophiles in gas-phase SN2 reactions is reduced markedly when the reaction is carried 

out in a polar protic solvent such as water.327, 617-627 The condensed phase reactivity can 

be enhanced if the reaction is done in a low-polarity aprotic solvent, like chloroform, 
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which can lower the barrier compared with that in bulk water significantly. A PT catalyst 

can  transfer small nucleophiles such as F− and Cl− into the low-polarity solvents and 

enable the reaction. 

 Our earlier discussion about solute behavior at the liquid/liquid interface raises 

several fundamental questions about LLPTC. For example, how important is it to 

consider the hydration state of the nucleophilic ions for reactions carried out under PTC 

conditions? We already demonstrated that the transfer of small hydrophilic anions from 

water to an organic solvent is accompanied by a few water molecules.6 Experimental 

studies in bulk non-polar solvents suggest that the hydration state of the anion strongly 

influences its nucleophilicity.628-630  Much theoretical support for this has also been 

provided from studies of SN2 reactions in gas phase clusters631-633 and in bulk liquids.626, 634 

Another question revolves around the finding about the strong dependence of solvent 

polarity on the surface location and orientation. How would this affect the reactivity of an 

SN2 reaction given its strong dependence on polarity? 

To address these questions, molecular dynamics simulations were carried out for a 

simple benchmark symmetric SN2 reaction, 

! 

Cl- +CH3Cl"CH3Cl +Cl
- , at different 

locations of the water/chloroform interface.635  The reaction was modeled using the 

Empirical Valence Bond (EVB) approach.618, 619, 622, 636 Briefly, EVB assumes the 

electronic state of the reactive system can be described using two orthonormal valence 

states, ψ1 = Cl:−CH3−Cl and ψ2 = Cl−CH3Cl:−  

 

! 

" = c1#1 + c2#2 ,     # i # j = $ij                             [63] 
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The total Hamiltonian is written as: 

 

! 

ˆ H =
H11(ri,rd,rs) H12(r1,r2,")
H12(r1,r2,") H22(ri,rd,rs)
# 

$ 
% 

& 

' 
(                  [64] 

 

! 

H11 = Ek + H11
0 (r1,r2,") +Uss(rs) +Usi(rs,ri) +Usd(rs,rd)        [65] 

 

where H11 is the diabatic Hamiltonian describing the system in the state ψ1. It includes: 

Ek − the kinetic energy of all atoms; 

! 

H11
0 (r1,r2,") − the gas phase interaction between the 

Cl− ion and the CH3Cl molecule; 

! 

Uss(rs)  − the individual solvents and the solvent-

solvent potential energies; 

! 

Usi(rs,ri)  − the solvent-ion potential energy; and 

! 

Usd(rs,rd)  − 

the solvent –CH3Cl potential energy. In Eqs. 64-65, 

! 

ri is the vector position of the Cl− 

ion,

! 

rd is the vector position of the CH3Cl atoms and rs stands for the positions of all the 

solvent atoms. r1 is the distance between the Cl− ion and the carbon atom, r2 is the C-Cl 

bond distance in CH3Cl, and θ is the Cl−----C-Cl angle. H22 is the diabatic Hamiltonian 

describing the system in the state ψ2, and due to the symmetry of the reaction, H22 has the 

same functional form as H11 but with the two chlorine atom labels interchanged. 

The detailed functional forms and parameter values of all the potential energy 

terms in Eq. 65 can be found elsewhere.636 Here we note that the gas phase potential 

energy, 

! 

H11
0 (r1,r2,"), is a generalization to non-collinear geometries of the form 

suggested by Mathis et al.622 It includes a Morse potential for the CH3Cl bond, an 

exponential repulsive term for the interaction between the Cl− ion and the CH3 radical, 
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and an ion-dipole term for combined short-range repulsion and long-range attractive 

interactions between the Cl− ion and the CH3Cl bond. These terms are obtained from a fit 

to the ab-initio calculations of Tucker and Truhlar637 and to experimental data.622 The 

generalization to non-linear geometry is accomplished by making some of the parameters 

θ-dependent and adding a bending energy term with parameters determined by a best fit 

to the gas-phase ab-initio values of the energy, to the location of the transition state, and 

to the ion-dipole well-depth as a function of θ. 

! 

Uss(rs) , 

! 

Usi(rs,ri)  and 

! 

Usd(rs,rd)  are all 

given by the sum of Lennard-Jones plus Coulomb interactions between every two sites on 

different molecules. The solvents’ Lennard-Jones parameters, the intramolecular potential 

terms and the corresponding intramolecular parameters can be found elsewhere.638 The 

water model was selected to be the model used previously to study the bulk and 

interfacial properties of water. The water and chloroform potentials used gives rise to a 

stable liquid/liquid interface with a surface tension of 25±3 dynes/cm, in reasonable 

agreement with the experimental value of 26.6 dynes/cm. The off-diagonal electronic 

coupling term H12 in Eq. 64 is the one suggested by Hynes and coworkers:622, 639 

 

! 

H12 = "QS(r1)S(r2) ,            [66] 

 

where S(r) is the overlap integral for the sigma orbital formed from the carbon 2p and 

chlorine 3p atomic orbitals. S(r) is determined using Slater-type orbitals and the 

approximation of Mulliken et al.,636, 640 and Q = 678.0 kcal/mol is a parameter that is 

fitted to obtain the correct gas-phase activation energy. 
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The diagonalization of Eq. 64 yields the electronic ground state adiabatic 

Hamiltonian as a function of all nuclear coordinates: 

! 

Had =
1
2
H11 + H22( ) " 1

2
H11 "H22( )2 + 4H12

2[ ]
1/2

                   [67] 

The classical trajectory calculations are carried out using this Hamiltonian. The reaction 

coordinate is defined by  

 

 

! 

" = r1 # r2              [68] 

 

so the reactants and products states correspond to 

! 

" << 0 and " >> 0 , respectively. The 

minimum energy path along ξ for the collinear geometry is shown in Fig. 14. The total 

wavefunction (the values for c1 and c2 in Eq. 63) shows that at the transition state in a 

vacuum (and on average in solution) each Cl atom in the reaction system carries a partial 

charge of δ ≈ 0.5: 

! 

Cl"# "CH3 "Cl
"#[ ] . As ξ varies from 

! 

"# to +# , the charge on the 

nucleophile varies from −1 to the charge on the Cl atom in the isolated CH3Cl molecule. 

The reaction free energy profile as a function of the reaction coordinate was 

calculated using umbrella sampling with overlapping windows and a biasing potential,212 

as discussed earlier. The specific expressions used are: 

 

! 

W (") = #$#1 lnP(") #Ub (")                       [69] 

 

! 

P(") =
#(r1 $ r2 $ ")exp $%(Had +Ub (")[ ]d&'

exp[$%(Had +Ub (")]d&'
         [70] 
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A good choice for the biasing potential 

! 

Ub(")  (an analytic function of ξ chosen to 

approximate −W(ξ) in order to accelerate the convergence of the ensemble average in Eq. 

70) was a Gaussian fit of the transition-state region of the free energy profile in bulk 

chloroform.636 The W(ξ) were calculated at 7 different interface locations by restricting 

the reactants center of mass to slabs parallel to the liquid/liquid interface. Other details 

about the calculations are given in reference 635.  

The results are shown in Fig. 14. The top panel includes the free energy profiles at 

two interface locations, the gas-phase potential energy along the minimum energy path 

for the collinear reaction geometry (dotted line) and the free energy profiles in bulk 

chloroform and in bulk water. The bottom panel shows the activation free energy barrier 

ΔA*  for all the locations. As the polarity of the bulk medium increases when going from 

the gas phase to bulk chloroform and bulk water, there is a significant increase in the 

activation free energy because the reactants and products experience a much greater 

lowering of their free energy than does the transition state. This, in turn, is because the 

separate reactants (or products) having the localized charge distribution on the chloride 

ion, are much more favorably solvated than the delocalized charges of the transition state. 

Because the polarity of the interface region is expected to be somewhere between that of 

the two bulk phases,356, 381 one would expect the activation free energy of the reaction at 

the different interface locations to fall in between the values in bulk water and in bulk 

chloroform. The bottom panel of Fig. 14 shows the unexpected result that as the 

reactants’ center of mass first moves past the Gibbs surface (Z = 0) towards the organic 

phase, the activation free energy becomes greater than in bulk water. As the reactants are 
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moved deeper into the organic phase (Z > 10 Å), the activation free energy begins to 

decrease. While the barrier  is lower than that in bulk water, at the largest Z studied, it is 

still higher than in bulk chloroform.  This suggests that for the reaction rate to be 

significantly larger than in bulk water, the reaction must take place deep in the organic 

phase.  

The fundamental reason for the relatively high barrier at or near the interface is 

the ability of the nucleophile to retain some number of water molecules when it is in the 

vicinity of the interface and to keep the reactants hydrated.  The resulting deformation of 

the interface is coupled strongly to the solute charge distribution and thus to the reaction 

coordinate. The behavior of the reaction far from the Gibbs surface is similar to that of 

the reaction 

! 

Cl"(H2O)n +CH3Cl in bulk chloroform as a function of n. For example, at Z 

= 15Å, ΔA* = 22 kcal/mol, which is similar to ΔA* = 21 kcal/mol calculated for the 

reaction in bulk chloroform with n = 1. As n increases, the activation free energy 

increases monotonically to the value in bulk water.641 Thus, the higher barrier of the 

reaction proximal to the Gibbs surface arises from a unique surface effect that can be 

traced to the orientational dependence of the reaction barrier.635 When the system is at or 

near the transition state (ξ = 0), the 

! 

Cl"0.5 "CH3 "Cl
"0.5  vector tends to lie parallel to the 

interface, but when the charge on the nucleophile is more or less fully developed (at 

! 

" # 0.3Å), the vector 

! 

Cl" " "CH3 "Cl tends to lie perpendicular to the interface, with the 

Cl− pointing towards the water phase. Thus, the transition state experiences an 

environment that is significantly less polar than the reactants, explaining the high barrier 

in the Z < 5 Å region.  

 The activation free energy ΔA* can be used to compute the transition state theory 
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(TST) approximation of the rate constant 

! 

kTST = Ce"#$A
*

, where C is the pre-exponential 

factor. Because not every trajectory that reaches the transition state ends up as products, 

the actual rate is reduced by a factor κ  (the transmission coefficient) as described earlier. 

The transmission coefficient can be calculated using the reactive flux correlation function 

method.540, 541, 642 Starting from an equilibrated ensemble of the solute molecules 

constrained to the transition state (ξ = 0),  random velocities in the direction of the 

reaction coordinate are assigned from a flux-weighted Maxwell–Boltzmann distribution, 

and the constraint is released. The value of the reaction coordinate is followed dynamically 

until the solvent-induced recrossings of the transition state cease (in less than 0.1ps). The 

normalized flux correlation function can be calculated using642
 

 

 

! 

"(t) = N+
#1 $ %i

+(t)[ ]
i=1

N +

& # N#
#1 $ %i

#(t)[ ]
i=1

N #

&           [71] 

 

where 

! 

"i
± is the value of the reaction coordinate for the i’th trajectory at time t,  given that  

at t = 0, dξ/dt is positive (negative), N+ (N−) is  the corresponding number of trajectories, 

and θ is the unit step function. κ(t) converges to a fixed value when the recrossing of the 

transition state is complete. The total number of trajectories, N = N+ + N−, should be 

about 1000 for this procedure to converge. 

The TST assumes no recrossings (κ = 1); it may fail due to interaction of the 

solute with the solvent molecules, causing the trajectory to recross the top of the 

barrier.539, 540 Specifically, the solvent molecules that are equilibrated to the transition 

state charge distribution are not in the proper orientation necessary to solvate the product 
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charge distribution. This might give rise to an additional temporary solvent barrier 

preventing the system from proceeding directly to the product side and induce 

recrossings.643 The results of the calculations635 are consistent with the above picture. In 

general, however, deviation from transition state theory values are not large, and the κ 

values fall in between the values in bulk water (κ = 0.57) and bulk chloroform (κ = 0.76) 

when the reaction takes place at the interface. 

 Given that the main role played by the phase transfer catalyst is to bring the 

hydrophilic reactant into contact with the hydrophobic reactant confined to the organic 

phase, an important question is: To what extent does the catalyst influence the reaction 

itself? Calculations were performed of the free energy profile of the benchmark Cl− + 

CH3Cl SN2 reaction at the water/chloroform interface in the presence of the phase transfer 

catalyst tetramethylammonium cation (TMA+).644 TMA+ moderately increases the barrier 

height of this reaction when it is associated with the Cl− nucleophile. This is especially 

evident when the nucleophile is hydrated by a few water molecules. This suggests that 

the most effective role of the phase transfer catalyst is to bring the nucleophile deep into 

the organic phase with a minimal number of associated water molecules, followed by 

dissociation of the ion pair in the bulk organic phase before reaction. 

Conclusions 

 Computational and experimental studies reveal that the interface between two 

fluid phases is a few nm thick highly anisotropic region, characterized by rapidly varying 

density, dielectric response and molecular structure. It is also dynamic. Molecular 

motions are anisotropic and density fluctuations create instantaneous structures that are 

significant on the narrow scale of the interface. These characteristics result in a marked 
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influence on the solvation of solute molecules and on the equilibrium and rate of 

chemical reactions that take place in this region. In some cases, the effect of the interface 

region can be understood by the direct application of theories developed for 

understanding solvation and reactivity in bulk liquids.  For example, by introducing 

interfacial solvent friction (in analogy with the bulk concept), one can understand the 

solvent effect on the rate of molecular reorientation and isomerization reactions. In other 

cases, one must take into account the unique interface characteristics in order to explain 

surface effects.  For example, surface roughness at the interface between two immiscible 

liquids can have a significant effect on solvation dynamics and activation free energy for 

SN2 reactions. 

Despite the significant computational and experimental progress made in recent 

years, much more research is needed at both fronts in order to gain a molecular level 

understanding of structure, thermodynamics and dynamics at liquid interfaces. In 

particular, molecular level, time-resolved experimental studies of solvation, relaxation 

and reactions at liquid interfaces are needed.  At the theoretical level, simulations are 

needed of systems with more realistic potentials and of quantities that can be directly 

compared with experimental observations (such as from electronic sum frequency), while 

pushing the limit of system size and time scale. The development of multi-scale 

theoretical models combining simple continuum models with some microscopic structure 

of the interface would also be desirable.  Progress in these areas will advance our 

fundamental understanding of liquid interfacial phenomena while providing support for 

technological development in the areas of energy storage, catalysis and the environment. 
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 Figure Captions 

Fig. 1. A schematic representation of three typical boundary conditions used in the 

simulation of the liquid/vapor and liquid/liquid interfaces. See text for details. 

Fig. 2. A: Density profiles (reduced units) of the liquid/vapor interface of a Lennard-

Jones fluid at two temperatures (reduced units). Data adapted from reference 131. B: 

Density profile of the water/chloroform liquid/liquid interface at T = 298K. Adapted with 

permission from reference 635. Copyright 2008 American Institute of Physics. 

Fig. 3. A test of capillary wave theory for a Lennard-Jones liquid/vapor interface. The 

circles represent independent simulations of the interface width at different temperatures. 

γ is the surface tension. Data adapted from reference 131. Copyright 2008 American 

Institute of Physics. 

Fig. 4. Intrinsic normalized density profiles for water and CCl4 obtained by selecting the 

optimal grid resolution (see text). Adapted with permission from reference 153. 

Copyright 2010 American Chemical Society. 

Fig. 5. The orientationally averaged 

! 

g(r,z)  radial distribution functions for the 

liquid/vapor interface of a Lennard-Jones fluid at T* = 1.0. The different lines correspond 

to 0.58σ-thick slabs parallel to the interface. The insert shows the height of the first peak 

of 

! 

g(r,z)  relative to the height in bulk liquid. Adapted with permission from reference 

384.  

Fig. 6. Potential of mean force of several halide ions across the water liquid/vapor 
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interface at T = 300K. GDS is the Gibbs dividing surface. Reprinted with permission 

from reference 280. Copyright 2002 American Chemical Society. 

Fig. 7. The orientationally-averaged gX-O for different charged and uncharged ions at 

three locations: in bulk water (solid line), near the Gibbs surface of the water liquid/vapor 

interface (dashed line) and 3Å “above” the Gibbs surface (dotted line).  

Fig. 8. The electronic spectral shift relative to the gas phase of a model chromophore 

located in the bulk of several liquids (solid lines), at the Gibbs surface (dotted lines) and 

on the organic side of the Gibbs surface (dashed line). Data taken from reference 372.  

Fig. 9. The vibrational lifetime of I2
− (solid circles) and I2 (open circles) at different 

locations across the water/CCl4 interface. The density profiles of water (on the left) and 

CCl4 (on the right) are shown in dotted lines. Figures adapted with permission from 

reference 437. Copyright 2004 American Institute of Physics. 

Fig. 10. Dipolar solute equilibrium reorientation time at the water liquid/vapor interface. 

Top panel: The reorientation time τ2 as a function of the solute’s dipole moment. The 

solute is located in the bulk (B, squares), at the Gibbs surface region (G, circles) and 3.5Å 

“above” the Gibbs surface (S, triangles). Bottom Panel: The peak value of g(r) vs. the 

dipole moment for all solute molecules studied. Squares, circles and triangles correspond 

to regions B, G and S, respectively. Reprinted with permission from reference 478. 

Copyright 2007 American Institute of Physics. 

Fig. 11. Dipolar solute equilibrium reorientation time τ1 as a function of the solute’s 

center of mass location along the water/CCl4 interface normal. The solute dipole in 

Debye is indicated. BW and BC refer to bulk water and bulk CCl4, respectively. 

Reprinted with permission from reference 479. Copyright 2008 American Chemical 
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Society. 

Fig. 12. Top: A schematic representation of the energy changes involved in a time-

resolved fluorescence experiment. Bottom: The equilibrium C(t) and non-equilibrium S(t) 

solvation dynamics correlation functions corresponding to the creation of a 12D dipole in 

bulk water. Adapted with permission from reference 537.  

Fig. 13. A schematic representation of the free energy functions involved in the thermally 

activated electron transfer reaction DA → D+A− .  See text for details. 

Fig. 14. Top: The reaction free energy profile for the Cl- + CH3Cl reaction at different 

locations of the water/chloroform interface. The lines labeled H2O and CHCl3 depict the 

profiles in the corresponding bulk solvents. The dotted line is the minimum energy path 

along the collinear geometry in the gas phase. Bottom: The activation free energy of this 

reaction vs. all the locations studied along the interface normal. Reprinted with 

permission from reference 479. Copyright 2010, American Chemical Society. 
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