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ABSTRACT OF THE DISSERTATION

INTERPRETATION OF MAMMALIAN BRAIN RHYTHMS

OF SENSORIMOTOR PROCESSING

by

Diane J. Whitmer

Doctor of Philosophy

in

Biology with specialization in Computational Neurobiology

University of California, San Diego, 2008

Professor Terrence Sejnowski, Chair

A fundamental goal of neuroscience is to relate neural signals with external

sensory stimuli and with complex behaviors such as movement. In many sytems and

brain regions, brain oscillations correlate with movement. The body of work presented

here examines the role of oscillations in both sensory representation and motor output,

spanning multiple scales of measurement from local field potential recordings to the

large-scale electrical activity of the whole human brain. The vibrissa system of rats is an

active sensory motor system where the whiskers are actively moved to explore the

environment. The work described in Chapter II uses a behavioral paradigm to test coding
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strategies within the rat vibrissa system. We ask whether rats can discriminate the

position of objects in the plane within which the whiskers move and whether

discrimination can be accomplished with a single vibrissa. We report that rats can locate

the position of objects in space relative to its body position with a single whisker,

suggesting a neural code based on timing of the whisking cycle. Chapter III examines a

salient, widespread oscillation associated with movements in rats (the theta rhythm), to

determine whether this signal might drive whisking behavior. We find that hippocampal

theta and the whisking rhythm are not coherent although they are oscillatory signals

within the same spectral band. In humans, invasive brain measurements are possible in

the cases of focal refractory epilepsy patients who are undergoing neurosurgical

evaluation. Chapter IV uses intracranial measurements from epilepsy patients who

performed a visually-cued finger movement task, to understand the electrical signals that

enable a complex sensory motor action. We analyze signals spectrally, examining

oscillations with a linear systems approach, specifically using independent component

analysis (ICA) to interpret the signals. We find that ICA can separate pathological brain

signals from motor signals and decompose intracranial signals into its underlying sources.

Together, these results demonstrate that oscillations of peripheral sensors can encode the

representation of spatial information, that neural rhythms in overlapping frequency bands

are not necessarily entrained, and that ICA is a useful tool for ummixing motor and other

signals in the human brain.
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Chapter I. Electrophysiological Measurements, Oscillations,
and Sensorimotor Processing

The goal of neuroscience is to relate brain function with behavior, cognition, and

perception. How are complex stimuli from the external environment represented in

neuronal function, such that an animal can make real-time decisions to take action? The

issue is further complicated when the animal’s sensors are moving and when a variety of

information sources compete for attention. Furthermore, what level of the nervous

system, from single neurons to whole brain structures, is the relevant scale from which to

measure brain signals to answer these questions?

The brain operates in many paradigms, including at the chemical level of

signaling molecules in neurotransmitters and second messenger cascades, at the energetic

level of metabolic processes, and at the biophysical level of electromagnetic fields. Since

the discovery that the stereotyped discrete electrical signals of action potentials enable

inter-neuronal communication, circuit and systems level inquiry in neuroscience has

focused on the electrical properties of the brain and how information is conveyed through

electrical signals. Even within the electromagnetic framework, measurements can range

from the single neuron level to the whole brain, providing completely different

viewpoints of the same external event or experimental paradigm. The body of work

presented here spans multiple scales of measurement from local field potential recordings

to the large-scale electrical activity of the whole human brain.

Although we are ideally interested in better understanding the human brain,

neuroscience is often conducted in animal models to overcome the limitations of using
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human subjects, and because animal models sometimes provide simpler yet homologous

systems to their human counterparts. The rat whisker (vibrissa) system is one animal

model ideally suited for asking questions about sensorimotor processing. The vibrissa

system is a well-characterized system with discrete, topographical representation of

individual whiskers through multiple levels of the nervous system, providing an

experimental preparation in which it is relatively easy to record from functionally

identifiable neurons. Moreover, the vibrissa system of rats is an active sensory motor

system where the whiskers are actively moved to explore the environment, called

“whisking behavior.”  This lends itself to questions about how sensory information and

movement information can be integrated and/or segregated, allowing the rat to gain an

accurate model of its environment and make quick decisions to navigate, identify food

sources, and avoid predators.

Human measurements are typically restricted to non-invasive whole-brain

imaging techniques that bear the challenges of limited spatial and/or temporal resolution.

Invasive electrical measurements of the human brain, with improved spatial resolution,

are possible in the cases of focal refractory epilepsy patients who are undergoing

neurosurgical evaluation. We use intracranial measurements from epilepsy patients who

performed a visually-cued finger movement task to understand the nature of electrical

signals that allow a complex sensory motor action like this to occur. We analyze signals

spectrally, examining oscillations in a linear systems approach and specifically using

independent component analysis (ICA) to aid the interpretation of these signals.

The work described in Chapter II uses a behavioral paradigm to test coding

strategies within the rat vibrissa system. We report results that answer the question of
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whether and how the rat can locate the position of objects in space relative to body

position. Chapter III uses a salient, widespread oscillation associated with movements in

rats (the theta rhythm), to determine whether this signal might drive whisking behavior.

Chapter IV measures the electrical signals directly from the human brain of epilepsy

patients who performed a sensorimotor task, and determine the brain signals associated

with the movement. Specifically, we use independent component analysis to separate

pathological brain signals from motor signals and to decompose intracranial signals into

its underlying sources.

The themes linking this work are electrophysiological measurements of sensorimotor

processing and oscillations as a neural code. The overarching questions this work

addresses at a lower level are: 1) what is the neural code of sensorimotor processing, and

2) how do brain oscillations encode sensory information and motor movements? In this

first chapter, a body of neuroscience literature is presented to provide the necessary

context of the dissertation research. I will first discuss techniques for measuring the

electrical activity of the brain and the trade-offs between the different methods. Next, I

will present the taxonomy of brain oscillations measured at the level of field potentials

and discuss the functional meaning of each type of oscillation as revealed by the work of

other researchers. Finally, I will discuss the issues of sensorimotor processing and

compare the rat vibrissa system to the primate somatomotor system.
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1.1 Scales of Measurement for Electrophysiology

Spikes
The action potential is the smallest functional unit of information processing by

neurons for inter-neuronal communication. Action potentials are stereotyped changes in

the potential difference across the membrane of axons, generated by the flow of ions

through voltage-gated channels (Cole 1939). Action potentials can be recorded either

intracellularly, by inserting typically glass pipette electrodes into the cytoplasm of

neurons (Becker 1959), or extracellularly, with the use of metal microelectrodes (Davies

1956; Hubel 1959). Action potentials are an “all-or-nothing” physiological event

resulting in large voltage changes when a threshold is exceeded, and can be

conceptualized as a digital signal called a “spike.” Therefore, the only information carried

by the spike of a single neuron is the time of occurrence.

Spikes (“action currents”) were first observed in recordings of the sciatic nerve in

a frog leg, using a string galvanometer (Forbes 1920). Building upon this work, Liddell

and Sherrington (Liddell 1924) demonstrated that the firing rate of “action currents” was

modified according to the amount of stretch on the muscle. It thereafter became standard

practice to sum the number of spikes that occur over a time window and average over

repeated trials to create a histogram, or probability density, representing the firing rate of

a neuron. This representation of stimulus features by the firing rate of the neuron became

known as a “rate code.” A common feature of a rate code is cosine tuning, wherein

stimuli that vary continuously along some parameter are represented by variable firing

rates.
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In subsequent studies over the next few decades, it was discovered that the firing

rate of action potentials is selective for specific stimulus features. A classic example is

the center-surround receptive field of retinal ganglia in frogs (Barlow 1953) and cats

(Kuffler 1953), of the lateral geniculate nucleus of cats (Hubel 1960), and of the cat

visual cortex (Hubel and Wiesel 1959). Neurons with center-surround receptive fields fire

maximally in response to a light circle surrounded by a dark ring, or a dark circle

surrounded by a light ring. Subsequent studies demonstrated that complex features could

be represented by a combination of lower features. For example, a bar of light can be

modeled by an array of center-surround stimuli. Neurons in “later” stages of the nervous

system, along the afferent pathway, were found to respond to increasingly complex

stimuli.

The concept of receptive fields was then extended to the spatial dimension in

cortical mapping studies. In the earliest example, the cat visual cortex was found to be

organized topographically and functionally, based on receptive fields (Mountcastle 1955;

Mountcastle 1957). It is now known that spatially organized cortical maps based on

receptive fields are ubiquitous in the nervous system (Kaas 1997), existing in every

sensory system, as well as in the cortical representation of basic motor movements. For

example, the specialized rat vibrissa somatosensory system is represented in topographic

cortical maps called whisker “barrels” (Woolsey and Van der Loos 1970). In the motor

system, topographically arranged single units are responsive to two-dimensional arm

movements (Georgopoulos, Kalaska et al. 1982).

A paradigm shift in the interpretation of single unit activity took place when

researchers demonstrated in a variety of brain areas that the precise timing of spikes
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carries more information than the firing rate, and could in fact be an encoding strategy

used by the nervous system. For example, single units in the frontal cortex of a monkey

fire in repeatable complex patterns when responding to behavioral task conditions

(Abeles, Bergman et al. 1993). In the hippocampus of a rat, the precise timing of place

cells carry information about the rat’s location in space (O'Keefe and Recce 1993).

Additionally, rat neocortical cells fire with sub-millisecond precision in response to noisy

stimuli (Mainen and Sejnowski 1995).

With the move toward quantifying spike timing came a shift in the direction of

measuring multiple single units to look for a neural code based on the joint activity of

multiple neurons. Vaadia and colleagues (Vaadia, Haalman et al. 1995) extended the

work of Abeles to demonstrate that the pattern of correlations among the precise firing

patterns of single units in the frontal cortex of monkeys carried information about the

behavioral task. In area MT of the monkey visual system, two single units located in

spatially discontiguous areas of cortex, but with overlapping receptive fields, engaged in

synchronous activity when responding to a single moving bar stimulus (Singer, Kreiter et

al. 1996). Directional tuning of the motor units described above was found to be better

decoded based on the firing rates of a population of neurons than the firing rates of single

units (Georgopoulos, Schwartz et al. 1986).

Technological advances in the 1980s enabled researchers to record

simultaneously from populations of single neurons using multi-electrode arrays (Kruger

1983; Nicolelis and Ribeiro 2002). These advances pointed the quest for the neural code

toward population codes. Numerous research studies demonstrated that a population of

neurons can decode information about the environment or behavior of an animal. For
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example, the activity of an ensemble of place cells accurately predicts the spatial location

of the rat (Wilson and McNaughton 1993). Furthermore, information about visual stimuli

can be decoded by the synchrony among populations of neuron in all levels of the visual

system, from the retina to the extra-striate cortex (Usrey and Reid 1999).

Recording spikes was instrumental for generating the fundamental concepts of

rate coding, feature selectivity, and cortical mapping (Rieke 1997). As with any data

acquisition methodology, however, there are technical challenges associated with single

unit recordings. Separating the signal from background noise to obtain “clean”

recordings, spike sorting (Schmidt 1984; Lewicki 1998), and the problem of spike

classification (Fee, Mitra et al. 1996; Lewicki 1998) are a few examples. The single

neuron approach nonetheless is advantageous for characterizing the precise relationship

between a stimulus with parameterized properties and the output of a neuron in a pattern

of spikes. One disadvantage of the approach is the limited spatial sampling of neural

tissue in an organ with approximately 1012 neurons. To extrapolate how brain systems

represent information and communicate based on recordings from such a small number of

neurons is nearly impossible. Further, the approach of recording from one neuron fails to

shed light on how neurons are connected into circuits, and how information might be

encoded at the circuit level.

Local field potentials

Local field potentials (LFP) are the measurement of the electric fields generated

by the currents of tens of thousands of neurons. The neural activity giving rise to these

electric field measurements are believed to be the summation of dendro-somatic inputs,
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as well as intrinsic currents from the transmembrane movement of ions through voltage-

gated channels. The voltage differences between the intracracellular and extracellular

space are distributed non-uniformly through different regions of a neuron, giving rise to

current sources and sinks and producing the equivalent of small current dipoles. The size

of the dipole generated is largely dependent upon the geometry of the neurons. For any

particular neuron, a strong current dipole will result when the soma and dendrites are

oriented in opposing directions. When the arbors of dendrites extend radially, the

potential differences between the soma and dendrites tend to cancel each other out,

producing a small net potential. The superposition of the current dipoles from an entire

population of neurons creates the overall electric field, measured in LFP recordings as the

voltage difference between two points in extracellular space. LFP recordings are biased

toward detecting the ensemble activity of neurons arranged in a dipolar configuration

with dendritic processes of populations of neurons aligned in parallel.

LFP recordings are made with electrodes implanted into the extracellular matrix

between neurons. Essentially, LFP recordings measure slow oscillations relative to the

sharp voltage changes of action potentials. Analysis of LFP recordings is typically

performed by spectral decomposition of the signals and examination of relative power

changes that occur in alignment with behavioral events. Changes in LFP amplitude can

result from the recruitment of a different size population of neurons, or from changes in

the degree of synchrony of post-synaptic potentials among a fixed number of neurons.

Due to the flow of current through the volume conductor of the brain, LFP recordings can

include the contribution of neural activity at some distance from the recording electrode.

Current source density measurements based on a minimum of three electrodes and their
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second spatial derivative is one technique for isolating focal neural activity proximal to

the electrode array, and for more directly measuring the neurobiological generator

(transmembrane currents) for which LFP is only an indirect measure (Pitts 1952;

Nicholson and Freeman 1975; Mitzdorf 1985).

The advantages of local field potential recordings over spikes are that they:

represent the activity over a larger population of neurons; are less technically challenging

to record; and lack the issues associated with spike sorting. The disadvantage is that the

average activity over a population of neurons is difficult to interpret. LFP activity is not

necessarily local to the recording electrode, and some amount of information is missing

from the recording due to cancellation of signals. The use of broadband filter settings to

record simultaneous spikes and action potentials, and then separate the two types of

signals offline, is one approach that circumvents making tradeoffs between spikes and

LFPs.

Intracranial EEG

Intracranial EEG (iEEG) records electric fields produced by the same biophysical

mechanisms as LFPs, but are based upon a larger population of neurons. Intracranial

signals are recorded from surgically implanted subdural arrays or intraparyenchmal depth

probes, typically 1-cm spaced electrodes with ~1-10 mm2 surface area.

Intracranial recordings face the same inherent limitations of local field potentials.

The electric field produced by the superposition of current dipoles biases the recording

toward the contribution from neurons with their somae in teh same layers and with

parallel dendrites in cortex, typically the apical dendrites of pyramidal neurons. In
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addition, dipoles in opposing directions, either from oppositely oriented neurons or from

folding of cortical tissue, cancel each other out, rending a significant fraction of neuronal

activity absent from these measurements. Furthermore, the location of current sources

that contribute to an intracranially recorded field can be at a distance from the recording

electrode, but if local activity is not canceled out, the local activity likely dominates.

Locality of current sources can be estimated as proximal to the electrodes in cases where

the voltage gradients demonstrate a double polarity reversal, or when voltage gradients

drop off steeply in neighboring electrodes (Halgren 2004). Because fields closest to the

electrodes and with parallel oriented dendrites dominate the recordings, intracranial

recordings are biased toward the activity of layers I and II of cortex.

Estimating the recording volume of intracranial electrodes is difficult, but a

generally agreed upon order-of-magnitude approximation is a 10 mm3 volume,

encompassing approximately one million neurons. Correlation and coherence analyses of

pair-wise electrodes have been used to estimate the spatial resolution of intracranial

recordings. Bullock and McClune et al. (Bullock, McClune et al. 1995) report that at

frequencies up to 60 Hz, coherence falls off significantly with 10 mm distances between

electrodes, based on intracranial recordings two minutes in length.  Menon et al. (Menon,

Freeman et al. 1996) found that correlations of activity between electrode pairs during

recordings of about five seconds dropped off significantly at approximately 1 cm

distances. Spatial patterns based on phase relationships were found to drop off from 2 to

50 mm distances (Freeman, Holmes et al. 2006).

Despite the challenges described above, intracranial recordings are nonetheless

considered to be the “gold standard” of human electrophysiology.  This is because of the
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sub-millisecond temporal resolution of recordings (limited only by the sampling rate of

the data acquisition system), and better spatial resolution than non-invasive methods such

as electroencelphalogram (EEG) and functional magnetic resonance imaging (fMRI). The

use of intracranial recordings in humans was pioneered by Herbert Jasper and Wilder

Penfield for the localization of seizure foci in epilepsy patients (Jasper & Penfield, 1949),

and continues to serve as the standard practice for verifying the location of the

epileptogenic zone (Engel and Crandall 1987; Luders, Awad et al. 1992), and for the

localization of current sources estimated from magnetoencephalogram (MEG) and

electrode encelphalogram (EEG) recordings (Lachaux, Rudrauf et al. 2003; Halgren

2004). Intracranial recordings are used to stimulate the brain in functional mapping

studies, designed to identify brain regions involved in critical language, motor, and

sensory function, to avoid these areas during surgical excision of the epileptogenic region

(Engel 1996). This brain mapping technique is used today for the same purpose. The use

of intracranial recordings has now been extended to cognitive neuroscience studies

(Lachaux, Rudrauf et al. 2003; Engel, Moll et al. 2005) of language (Ojemann, Fried et

al. 1989; Ojemann 1999), memory (Cameron, Yashar et al. 2001; Howard, Rizzuto et al.

2003), motor activity (Arroyo, Lesser et al. 1993; Crone, Miglioretti et al. 1998; Crone,

Miglioretti et al. 1998), visually guided behaviors (Klopp, Marinkovic et al. 2001), face

recognition (Halgren, Baudena et al. 1994; Halgren, Baudena et al. 1994; Klopp, Halgren

et al. 1999), spatial cognition (Kahana, Caplan et al. 1999), attention (Ray, Niebur et al.

2008), and visual imagery (Kreiman, Koch et al. 2000; Kreiman 2002).
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Electroencelphalogram

Electroencephalography (EEG), pioneered by Hans Berger in 1929, is the

recording of the brain’s electric fields with electrodes on the scalp (Berger 1929). EEG

recordings have been used extensively for clinical applications including identifying

stages of sleep, monitoring depth of anesthesia, monitoring seizures, diagnosing

neurological disorders, and measuring propagation through sensory pathways using

sensory-evoked potentials (Niedermeyer 1999). EEG has also been utilized for studying a

wide range of cognitive and perceptual processes including motor activity, spatial tasks,

verbal tasks, mathematical computations, short-term memory, memory encoding, and

selective attention (Nunez 2006).

Like local field potential measurements and intracranial EEG, scalp EEG

measures the electrical field produced by neurons at the population scale. Current dipoles

produced by synchronous activity in neurons with parallel oriented fibers sum linearly to

produce macroscopic fields. A gross approximation of the minimum volume of tissue that

must be synchronous to produce a field detectable on the scalp is 6 cm2 of cortical gyrus

tissue, containing approximately 60 million neurons (Cooper, Winter et al. 1965;

Ebersole 1997; Nunez 2006). Neuronal activity from non-parallel fibers, asynchronous

activity, and oppositely oriented dipoles that cancel each other out, all fail to contribute to

the signals recorded by EEG. EEG signals are of lower amplitude than intracranial

signals due to attenuation by passage through the cerebral spinal fluid, skull, and scalp

(Cooper, Winter et al. 1965). The skull also distorts the electric field (Hamalainen 1993).

The problem of localizing sources is challenging with subdurally recorded iEEG

(also known as electrocorticography, or ECoG) because there are an infinite number of
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configurations of current sources that can produce a particular pattern of electrical

activity at the level of sensors. Solutions to the “inverse problem,” of localizing current

sources based on an observed pattern of electrical activity, require accurate head models

for estimating the forward propagation of electric fields. Early forward models were

based on a head volume conductor modeled as three concentric spheres representing the

brain, scalp, and skull (Ary, Klein et al. 1981; de Munck 1988; Mosher, Leahy et al.

1999). Over the past few decades, spherical models have been replaced by realistic head

models that take into account the irregular, non-spherical shape of the skull and its

inhomogeneities due to variable thickness and from holes such as the eye sockets.  A

common solution for the forward problem is the boundary element method (BEM) where

the volume conductor is decomposed into a mesh, and volume conduction is treated as

isotropic and homogeneous in a piece-wise manner (Baillet 2001). Finite element models

(FEM) have been developed to take into account anisotropies due to white matter tracts

and irregularities in head morphology due to features such as the sinus cavities (Wolters,

Kuhn et al. 2002). The inverse problem, because it does not have a unique solution,

requires assumptions about the nature and numbers of sources. Typically, the comparison

between a forward solution for a set of model sources and the recorded field is made and

then iterated upon. A common assumption for current sources is the equivalent dipole

model, in which the best fit is found for a dipole’s position, orientation, and time

function, to describe a particular field pattern.

The historically classic method of interpreting EEG signals is based on event-

related potentials (ERPs), which are the average potential changes triggered by repeated

presentations of the same stimulus. Interpretation of brain activity based on event-related
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potentials is limited due to the fact that multiple underlying sources can generate what

appears to be a single phenomenon when measured on the scalp. For example, the classic

“P300” signal on the scalp in response to oddball stimuli is comprised of a combination

of modality-specific sensory processing in association cortex, an attention-orienting

signal in fronto-parietal-cingular cortices, and a ventro-tempero-frontal and hippocampal

signal for gating contextual information (Halgren 2008).

 The underlying model for the generation of ERPs is that the evoked activity has a

fixed phase relationship with respect to the stimulus, and that averaging the evoked

voltage over repeated trials improves the signal to noise ratio. “Noise” is defined as

background voltage changes that vary from trial to trial. Because some stimuli produce

changes in the amplitude of signals without necessarily changing the phase (for example,

a decrease in the alpha rhythm in response to eyes opening), the ERP model is

incomplete. Furthermore, there is a debate about whether ERP signals represent neuronal

activity of spatially stationary dipoles at fixed latency to the triggering event

among background electroencephalographic oscillations (evoked model), or

whether they represent the partial phase synchronization of the ongoing EEG

(oscillatory model). Note that these two models are not mutually exclusive and

ERPs could arise from the combination of these two processes. Many researchers

have looked to the spectral domain to better elucidate underlying mechanisms.

Computations that have been used extensively and which to some degree have

replaced ERP measurements, are event-related desynchronizations (ERD) (Pfurtscheller

and Aranibar 1977) and event-related synchronizations (ERS) (Pfurtscheller 1992). ERD
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and ERS measurements are spectral power changes in specific frequency bands, over a

time period triggered by the event of interest, relative to the power in that frequency band

during some baseline period that typically precedes the trial. The terms

“desynchronization” and “synchronization” are somewhat misleading because power

decreases and increases can result from changes in the amount of phase locking within a

population of neurons, or alternatively can result from changes in amplitude from

changes in the numbers of neuronal sources participating. ERD/ERS measures therefore

fail to disambiguate the evoked model from the oscillatory model because coherence

measurements confound these two possibilities. Measures of phase-locking (Lachaux,

Rodriguez et al. 1999; Le Van Quyen 2001), when used in conjunction with coherence,

can in some cases disambiguate these underlying mechanisms to explain observed event-

related power increases and decreases. When there is an increase in phase-locking but not

in spectral power in response to an event, then the underlying mechanism is likely to be

phase resetting of oscillations. When there is an increase in both phase-locking and

spectral power, then the interpretation is ambiguous because an event-triggered (time-

locked) increase in neural activity can create a phase-locked response that is not

necessarily a result of phase resetting of ongoing oscillations. A salient example of where

the underlying causes of a classical event-related potential (ERP) signal were

disambiguated was highlighted in the work of Makeig and colleagues (Makeig 2002).

Through spectral and inter-trial coherence analysis of event-locked single trials, the

“N100” average ERP signal, a sudden negative peak at 100 to 150 msec after

presentation of visual stimuli, was shown to be attributed to partial phase resetting of

alpha oscillations (Makeig 2002). In similar analyses, the decrement of the N100 signal
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in response to attended auditory stimuli was accounted for by partial phase-resetting of

oscillations, while the N100 response to unattended auditory stimuli was explained by

both time-locked amplitude changes and partial phase-resetting (Fuentemilla, Marco-

Pallares et al. 2006). Event-related potentials and phase coherence computations are

nonetheless insufficient for clarifying the underlying source distribution of signals

measured on the scalp. For example, the generators of the N10 0 and alpha rhythm appear

similar on the scalp although the underlying phenomena are two completely different

mechanisms that overlap temporally and spectrally.

Independent component analysis (ICA) is one data analysis technique that has

been applied to EEG signals and has helped elucidate the nature of underlying sources

(Bell and Sejnowski 1995; Makeig, AnlloVento et al. 1996). Makeig and colleagues

(Makeig 2002) used ICA to decompose EEG data into independent components and

found that many independent components had scalp patterns consistent with single

equivalent dipole patterns and temporal dynamics corresponding to different aspects of a

selective visual attention task. Since this seminal work, ICA has been used to separate

brain sources in a variety of behavioral and cognitive experiments including studies of

working memory (Onton, Delorme et al. 2005), processing of novel “oddball” sensory

stimuli (Debener, Makeig et al. 2005), and separate of epileptic seizure data from non-

seizure data (Nam, Yim et al. 2002), among others. The ICA algorithm will be described

in further detail in Chapter IV.

The Problem of Multiple Scales
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Most neurophysiology studies are based on the application of a single technique

and are therefore biased toward the spatial and temporal resolution of that particular

method. Each methodology offers its own advantages and disadvantages, and from each

level of inquiry we can find relationships between brain activity and behavioral events,

cognitive events, or external stimuli. The debate about the most appropriate scale or

method with which to take measurements is perhaps not as critical as the question of how

we can understand the relationships between neuroscience results obtained at vastly

different scales of measurement.

Spike density measures and local field potentials are expected to be related

because LFPs primarily capture a summation of input activity to neurons while spikes are

a measure of neuronal outputs. Nonetheless, since the earliest neuronal recordings, the

relationship between spikes and field potentials has not been obvious by inspection. Li

and Jasper (Li and Jasper 1953) comment on the cat hippocampal recordings of Renshaw

et al. (Renshaw 1940) that, “There seemed to be no clear relationship between the slow

wave oscillations and the unitary spike potentials obtained from the pyramidal cells.”

Simultaneous recordings of spikes and LFP are ideally suited to elucidate the

relationships between these two types of signals. A consistent result from many research

studies is that the gamma frequency band is the spectral band in which relationships

between spikes and LFPs occur. A classic example is the recordings of Gray and Singer

(Gray and Singer 1989) from the cat visual cortex. LFP oscillations and spiking activity

was expressed at 40 Hz within a single orientation column of visual cortex during the

presentation of a moving bar of light with ideal orientation, velocity, and direction of

movement for the receptive field of the neurons. Spikes occurred during the negative
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phase of the LFP oscillation. However, during spontaneous conditions without a stimulus,

LFPs were large amplitude fluctuations in the 1-10 Hz frequency band and de-coupled to

spikes. In another example, simultaneously recorded single units and LFPs from the

macaque parietal cortex during a saccade-based working memory task were coherent in

the gamma frequency band but not at lower frequencies (Pesaran, Pezaris et al. 2002).

Recordings from the medial temporal lobe of humans show that both single units and the

gamma power of LFP signals can be selective to semantic categories, but in these

particular recordings there was little overlap between the spike-selective and LFP-

selective electrodes (Kraskov, Quiroga et al. 2007). Similarly, recordings from human

auditory cortex demonstrated high trial-to-trial variability between spiking and gamma

LFP (Nir, Fisch et al. 2007). These two human studies just described, involved the

presentation of complex stimuli and recordings from neurons with undetermined

receptive fields, as compared to the cat and monkey studies described above.

Concurrent LFP recordings from microwires and field recordings from traditional

intracranial macro-electrodes have been acquired from the human brain in a recent

investigation of human seizure activity. This study by Worrell et al. (Worrell, Gardner et

al. 2008) demonstrates that macro-electrodes filter out super high frequencies above the

ripple band (> 250 Hz), while microwire recordings are inclusive of both the ripple band

and fast-ripple band (Worrell, Gardner et al. 2008). These results lend supporting

evidence to the hypothesis that oscillations in the very high frequency bands are

generated by highly localized, sub-millimeter scale neuronal assemblies.

There are a small number of studies that attempt to describe the relationship

between intracranial EEG and scalp EEG through simultaneous recordings. Abraham and
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Marsan (Abraham and Marsan 1958) examined concurrent scalp and intracranial

recordings of epileptic paroxysmal discharges and noted that only some fraction of

intracranial signals can be detected on scalp EEG channels, that the size of cortical tissue

within which epileptic events is related to whether they will appear on the scalp, and that

the ratio of intracranial to scalp EEG amplitudes varies widely. In an early study by

Cooper and Winter et al. (Cooper, Winter et al. 1965), simultaneous EEG and subdural

intracranial recordings similarly demonstrated that scalp EEG signals are not merely an

attenuation of large amplitude cortical activity, that the appearance of scalp EEG signals

is likely due to widespread synchronous activity in the brain, and that intracranial signals

can have markedly different characteristics from one electrode to its neighboring

electrode at only a millimeter of distance. In follow-up work ten years later, Pfurtscheller

and Cooper (Pfurtscheller and Cooper 1975) reported that beta range frequencies are

attenuated in scalp recordings as compared to cortical recordings as a result of phase

cancellation. Very little work has been done with simultaneous intracranial and scalp

EEG over the past three decades, likely because it became standard clinical practice to

record from scalp EEG prior to the implantation of intracranial electrodes and to remove

large sections of scalp during intracranial monitoring. Nonetheless, the data presented in

Chapter IV of this dissertation are from concurrently recorded scalp and intracranial

EEG. Independent component analysis of concurrently recorded iEEG and EEG

demonstrates that sources from ICA decomposition include a wide range of sources:

those that project predominantly to the implanted electrode array and minimally to scalp

EEG, sources that project to both implanted and scalp electrodes, and sources that
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predominant project to the scalp montage (Whitmer, Worrell et al. 2007; Whitmer, Lee et

al. 2008; Whitmer, Worrell et al. 2008).

To summarize thus far, the methodologies for studying the relationships between

brain and behavior from an electrophysiological perspective range from recordings of the

action potentials of single neurons to the average electrical field generated over the entire

brain. The advantage of studying single neurons is that we understand the precise

biophysical mechanism of the measurement being made. Single unit studies, however,

have the challenge of extrapolating to larger populations of neurons based on such sparse

sampling. At the opposite end of the spectrum, EEG recordings of the whole brain blur

together many different underlying processes and fail to detect fields produced by many

current sources due to cancellation of dipoles. Acquisition of intracranial recordings at an

intermediate spatial scale is limited to clinical settings and clinical criteria for

determining the numbers and placement of electrodes. A critical research direction in

neuroscience will be to understand the relationships between these different scales of

measurement. The work that follows spans the range from local field potentials in rat

hippocampus to widespread oscillations over square centimeters of human cerebral

cortex.
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1.2. Mammalian Brain Rhythms

Oscillations in the brain have been apparent since the earliest EEG recordings,

when Hans Berger noted a prominent 10 Hz rhythm in EEG recordings (Berger 1929).

Since that time, electroencephalographic signals have been classified into a standardized

set of frequency bands as follows: delta: < 4 Hz, theta: 4-8 Hz, alpha: 8-12 Hz, beta: 13-

25 Hz, and gamma: above 25 Hz. It is worth exploring each of these rhythms in detail as

background for later thesis chapters that discuss results from signals in all of these

frequency bands.

Alpha (8-12 Hz)

The alpha rhythm, a widespread 10 Hz oscillation, was the most salient oscillatory

signal observed in the first EEG recordings by Hans Berger (1929). This spontaneous

oscillation is apparent over occipital cortex during the subject’s resting state with eyes

closed and is attenuated or blocked with eyes opening and/or during attention and mental

effort (Niedermeyer 1999). During drowsiness at the onset of sleep, the alpha rhythm is

replaced by low voltage slow activity, a phenomenon known as “alpha dropout”

(Niedermeyer 1999). Alpha has been shown to represent an idling rhythm of the brain

(Adrian 1934), with some evidence of its role as a thalamic pacemaker (Bishop 1936;

Andersen 1968). In the past couple of decades, a resurgence of research on the alpha

rhythm have demonstrated that alpha is not merely a unitary process. A variety of studies

have demonstrated that alpha is a set of distributed dynamical processes in overlapping

frequency bands, with a multiplicity of functions and different topographical

manifestations (Nunez 1995; Klimesch 1999; Nunez, Wingeier et al. 2001). To
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summarize a large body of work, changes in an alpha rhythm have been associated with

memory (Basar 1992; Klimesch 1997; Klimesch, Doppelmayr et al. 1997; Schurmann

and Basar 2001; Slotnick, Moo et al. 2002), sensory processing (Basar 1992; Schurmann

and Basar 2001), attention (Klimesch, Doppelmayr et al. 1998; Palva 2007), mental

calculations (Shaw 1999; Palva, Palva et al. 2005), conscious perception (Palva 2007),

and movement (Pfurtscheller and Aranibar 1980; Pfurtscheller and Neuper 1992; Crone,

Miglioretti et al. 1998; Babiloni 1999). The movement-related aspect of alpha is a special

rhythm called the “mu rhythm” During some of the earliest EEG recordings (Jasper

1949), this salient 10 Hz oscillation was apparent over rolandic cortex and would

disappear during voluntary movement and tactile stimulation. The movement-induced

cessation of mu rhythm, called “mu blocking,” (Pfurtscheller 1981; Pfurtscheller and

Neuper 1994) is a robust phenomenon observed with EEG, MEG, and intracranial EEG,

during movements of the tongue, hand, arm, leg, and foot (Pfurtscheller, Neuper et al.

1997). The mu rhythm will be discussed in further detail in Section 1.4 of this chapter

and in Chapter IV.

Beta (13-25 Hz)

The beta rhythm, an oscillatory signal between 13 Hz and 25 Hz, was identified

by Hans Berger at the same time that he first observed the alpha rhythm. Like alpha

oscillations, beta range oscillations also contribute spectrally to the mu rhythm

(Pfurtscheller 1981; Pfurtscheller and Neuper 1994; Crone, Miglioretti et al. 1998). Beta

power decreases are therefore associated with tactile stimulation (Jasper 1938;

Pfurtscheller, Krausz et al. 2001), with movement (Jasper & Penfield, 1949), and with
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imagined movement (Pfurtscheller et al., 2005). A rebound (increase) in beta has been

shown to follow movements (Pfurtscheller, Stancak et al. 1996; Pfurtscheller, Zalaudek et

al. 1998; Pfurtscheller, Woertz et al. 2003; Pfurtscheller, Neuper et al. 2005).

The extent beta’s role in sensorimotor processing is made evident by coherence

calculations. Numerous studies demonstrate that beta band (~20 Hz) oscillations in motor

cortex are coherent with contralateral muscle activity although alpha (~10 Hz)

oscillations are not (Baker 2003). This had encouraged researchers to propose that beta

oscillations represent a cortical state that allows for maintenance of ongoing motor

activity (Gilbertson, Lalo et al. 2005). However, beta is not merely a motor signal. Beta

oscillations in primary somatosensory cortex and posterior parietal cortex are stronger

than those in primary motor cortex (Witham and Baker 2007). Furthermore, beta

oscillations in sensory cortex are coherent with motor cortex (Witham, Wang et al. 2007).

A variety of experimental results (reviewed in (Baker 2008) suggest the possibility that

beta plays a role in providing sensory afference information to the motor system.

There is evidence to suggest that the functional role of beta extends beyond its

relationship with sensorimotor processing. For example, EEG studies demonstrate a

consistent hemispheric asymmetry in beta oscillations in response to emotional and

cognitive processes (Ray and Cole 1985). During a face recognition paradigm, the

amplitude of beta oscillations on frontal electrodes was higher during the recognition of a

familiar face as compared to an unfamiliar face (Ozgoren, Basar-Eroglu et al. 2005).  A

recent study demonstrated multi-focal beta band oscillations in prefrontal and posterior

cortical areas concomitant with a state of expectation-based attention (Basile 2007).

Finally, beta oscillations have been implicated in semantic processing. Von Stein and
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colleagues (von Stein 1999) reported beta band synchronization between neighboring

temporal and parietal cortex during multi-modal semantic processing of objects conveyed

as either spoken words, written words, or pictures.

Gamma (Above 25 Hz)

It is well established that fast cortical oscillations in the gamma band represent

ensembles of synchronously firing neurons. The earliest observation of what came to be

known as “gamma,” was 30-40 Hz waves in the olfactory bulb of the hedgehog in

response to olfactory stimuli (Adrian 1942). Measurements of gamma oscillations during

olfaction were subsequently repeated in the rat, cat, and rabbit (Freeman 1959; Freeman

1975; Bressler and Freeman 1980), setting a precedent for gamma as a hypothesized

mechanism for sensory representation. Seminal experiments on the cat visual system

demonstrated that spikes burst at a gamma rate and that synchronous gamma band firing

in visual cortex represents specific features of visual stimuli (Eckhorn, Bauer et al. 1988;

Gray, Konig et al. 1989; Gray and Singer 1989). Recent studies using intracranial depth

probes have explored a gamma response to more complex visual stimuli than the classical

moving bars of early experiments. Event-related increases in gamma power were

observed in response to faces in the fusiform gyrus (Klopp, Halgren et al. 1999; Lachaux,

George et al. 2005), ventrolateral prefrontal (Klopp, Halgren et al. 1999), along with the

lateral occipital gyrus and intraparietal sulcus (Lachaux, George et al. 2005).

Widespread, diffuse gamma band oscillations are also apparent in response to

sensory stimuli with EEG recordings. Transient low (~40 Hz) gamma responses can be

seen in response to auditory stimuli (Galambos, Makeig et al. 1981; Pantev 1995), flashes
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of light (Pantev 1995), and evoked somatosensory responses from stimulation of the

medial nerve (Pantev 1995).

In addition to encoding stimulus features, gamma band oscillations play a role in

attention, both at the level of single units and at the level of wide scale brain signals EEG

recordings. Single unit studies show that cortical neurons activated by attended visual

stimuli fire with increased gamma frequency synchronization as compared to those

activated by unattended stimuli (Fries, Reynolds et al. 2001; Treue 2001). Single units

from secondary somatosensory cortex demonstrate increased synchrony in response to

somatosensory attention (Steinmetz, Roy et al. 2000). Additionally, gamma band EEG

oscillations between parietal and prefrontal areas are transiently phase-locked in a

somatic attention task (Desmedt and Tomberg 1994). Gamma oscillations are observed in

frontal and central areas in response to attention to auditory stimuli (Tiitinen, Sinkkonen

et al. 1993) and in frontal areas in response to a specific percept in from an ambiguous

(multistable) visual stimulus (Basar-Eroglu, Struber et al. 1996). A clever EEG study by

Tallon-Baudry, Betrand et al. (Tallon-Baudry, Bertrand et al. 1997) disambiguated

perceptual binding of features (“bottom-up processing”) from attentional mechanisms

(“top-down processing”) and demonstrated that both of these processes were

demonstrably modulated by changes in gamma power, but at different latencies with

respect to the time of stimulus presentation. Von Stein and Sarnthein (von Stein and

Sarnthein 2000) demonstrated that, in the case of visual processing, power changes in the

gamma band of EEG in response to visual stimuli of moving bars, results from an

increase in coherence (a phase code) rather than an increased in the active population of

neurons (an amplitude code).
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There is convergent evidence from single neurons in primates, human intracranial

EEG, and human scalp EEG, that gamma oscillations play a role in memory. Sustained

gamma synchronization occurs in frontal regions during the maintenance period of a

working memory paradigm, both for spatial working memory (Pesaran, Pezaris et al.

2002) and visual working memory (Tallon-Baudry, Bertrand et al. 1998; Howard,

Rizzuto et al. 2003). Gamma has also been associated with long-term memory. For

example, the degree of gamma synchrony between hippocampal and rhinal cortical areas

(Fell, Klaver et al. 2001) and over wide spread cortical areas (Sederberg, Kahana et al.

2003) predict the successful encoding of long-term memory. Premotor cortex also shows

differential gamma band activation to identical stimuli that elicit either a spatial

attention/working memory task or a motor planning task (Brovelli, Lachaux et al. 2005).

To summarize the role of gamma, oscillations in this band are associated with the

representation of sensory features, attention, and both short and long-term memory. The

precise relationship between populations of units, and large-scale EEG, is not yet

understood, but both exhibit changes in gamma frequency associated with cognitive and

perceptual processing.

Theta (4-8 Hz)

The theta rhythm, a 4-8 Hz oscillation, is the most salient oscillatory signal in the

rat brain, predominantly apparent in the hippocampus during voluntary motor behaviors

including locomotion, swimming, orienting, and sniffing (Green and Arduini 1954;

Vanderwolf 1969; Vanderwolf and Robinson 1981). Hippocampal theta has been

classified into two types: type 1 which occurs during movement, and type 2 with a
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slightly lower spectral peak that occurs during immobile but alert animals presented with

sensory stimuli (Bland 1985; Bland 1986). Chapter III of this dissertation will explore the

role of theta in the whisker movements of the rat vibrissa system.

In addition to its role in motor behaviors, the theta rhythm has been associated

with learning, spatial cognition. Place cells are single units in the rat hippocampus that

fire when a rat enters a specific location within an environment (O'Keefe and Dostrovsky

1971; O'Keefe 1976). The theta rhythm has been found to define an envelope at which

the bursting of place cells is modulated (O'Keefe and Recce 1993). Furthermore, the

phase of the theta cycle at which an individual neuron fires shifts earlier as rats traverse

the place field (O'Keefe and Recce 1993).Theta has been associated with learning at the

fundamental cellular level of Hebbian plasticity. Long-term potentiation (LTP) is

preferentially induced at theta frequency (Greenstein, Pavlides et al. 1988), and

hippocampal cells are sensitive to the phase of the theta cycle, with LTP more likely to

occur during the peak and long-term depression (LTD) more likely during a theta trough

(Hoschler, Anwyl et al. 1997).

The relationships between hippocampal theta recorded as local field potentials in

the rat, and widespread cortical theta recorded from the scalp of humans, are not very

well understood, although both seem to play a role in cognitive processing. In both rats

and humans, there is strong evidence that the theta rhythm plays a key role in working

memory. In the rat, hippocampal theta becomes phase-locked to stimuli in working

memory condition but not in a control condition, although the baseline level of theta

activity is the equivalent across conditions (Givens 1996). In the human, frontal midline

theta increases in power with increased working memory load (Gevins, Smith et al.
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1997), and an increase in theta power is associated with the encoding of new information

for subsequent memory retrieval (Klimesch 1999). Additionally, theta oscillations in non-

hippocampal areas of cortex in human intracranial EEG have exhibited task dependence

during maze navigation (Kahana, Sekuler et al. 1999). Furthermore, episodic memory is

associated with synchronization in the theta band; an increase in theta power at the time

of word presentation was predictive of later performance in recall (Klimesch, Schimke et

al. 1994; Klimesch, Doppelmayr et al. 1996). Researchers speculate that hippocampal-

neocortical feedback loops might provide a mechanism for hippocampal to induce scalp-

recordable theta oscillations (Klimesch 1996). Researchers also propose a “gating” role

for theta for processing non-spatial working memory. Intracranial recordings during a

verbal memory task demonstrate that theta oscillates increase in amplitude at multiple

locations through the duration of a trial, suggesting that theta might help organize

working memory (Raghavachari, Kahana et al. 2001).

Delta (< 4 Hz)

Finally, we consider the delta rhythm, which is the lowest frequency band

observed with field potential recordings. Delta band oscillations, occurring from 1 Hz to

4 Hz, have primarily been associated with slow wave sleep during stages 3 and 4 of deep

sleep, prominent over anterior regions. There is also evidence of an increase in delta

activity during the performance of short-term memory tasks and mental calculations

(Vogel, Broverman et al. 1968; Harmony, Fernandez et al. 1996), in addition to in

response to an auditory oddball paradigm (Basar-Eroglu, Basar et al. 1992).
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Delta band activity can also be seen in pathological brain signals. Frontal

intermittent rhythmic delta activity (FIRDA) is an example of a clinically defined, non-

specific, pathological rhythm seen in EEG recordings (Niedermeyer 1999; Niedermeyer

2003). FIRDA is associated with a variety of conditions including toxic, metabolic,

neurodegenerative, inflammatory, traumatic, vascular, and neoplastic disorders, and will

be explored further in Chapter IV of this work. Temporal intermittent rhythmic delta

activity (TIRDA) is another pathological signal in the delta band, but with more clinical

diagnostic power than FIRDA. TIRDA is associated with epilepsy and can help

lateralize/localize the epileptogenic zone (Gennaro 2003).

Role of oscillations

To summarize this section, brain oscillations are apparent in a wide range of

frequency bands from less than 1 Hz to the upper limits of physiological recordings based

on sampling frequency and play a fundamental role in the “neural code.” Slower

oscillations (delta through beta) are a result of dynamic large-scale synchronous activity,

whereas gamma band oscillations are correlated with the firing rate of individual neurons.

In the theta through gamma bands, oscillations in many cases represent the “bottom-up”

encoding of sensory stimulus features (Eckhorn, Bauer et al. 1988; Gray and Singer

1989). On the other end of the cognitive spectrum, oscillations have been shown to

represent “top-down” processing, for example by providing a mechanism for attention

(Lakatos, Karmos et al. 2008) and expectation (Engel, Fries et al. 2001). Bottom-up and

top-down processing are not mutually exclusive, but likely work in concert within the

same task (Tallon-Baudry, Bertrand et al. 1997; Karakas, Basar-Eroglu et al. 2001).
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A fundamental open question in the neuroscience of consciousness is how

different features of a single object are combined for the experience of a single percept.

The synchrony of oscillations representing the individual features has been hypothesized

as a fundamental mechanism to enable feature binding (Singer 1994; Buzsaki and

Chrobak 1995; Singer and Gray 1995; Engel, Roelfsema et al. 1997; Singer 1999; Engel

and Singer 2001). A similar hypothesis of Fries (Fries 2005) proposes that neuronal

communication is enabled through dynamic coherently oscillating neuronal groups. Fries

hypothesizes that synchrony allows for time windows within which communication can

occur within a particular subset of neurons within a population.

Finally, recent research findings have uncovered evidence that the role of some

oscillations is to modulate other oscillations. Functional relationships exist between

oscillations in different frequency bands on a task-driven basis (Palva, Palva et al. 2005;

Lakatos, Karmos et al. 2008). For example, the phase of theta oscillations can modulate

gamma power on a basis of a word recognition working memory task (Mormann, Fell et

al. 2005), a language-related auditory target detection task (Canolty, Edwards et al.

2006), and in recall of long-term memories (Lisman and Buzsaki 2008).
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1.3. Review of Rat Vibrissa System

The rat vibrissa system is a model system for studying sensorimotor processing

because of its simple and well-described organization relative to other mammalian

sensory systems. The whiskers on the face of the rat form a two-dimensional array of

sensors that are represented topographically through each level of the afferent pathway. A

single sensory nerve ending wraps around the base of each whisker. These neurons

project in a one-to-one arrangement to topographically organized neurons in the

brainstem, which project to the thalamus, and finally to sensory cortex within which a

cortical whisker “barrel” (patch of cortex) is devoted to each whisker. Because of the

preservation of topography and the discrete representation of individual whiskers, the

vibrissa system lends itself easily to electrophysiology recordings within functionally

connected circuits.

Unlike the whiskers of many mammalian species that behave merely as passive

sensors, the rodent vibrissa system is an active sensorimotor system. Rats sweep their

whiskers back and forth in a behavior referred to as “whisking,” both in air while the

animal is exploring its environment and also when the animal makes contact with and

palpates objects (Berg and Kleinfeld 2003).

Early behavioral experiments with rats demonstrated the ethological importance

of the whisker system. For example, rats are deficient in their ability to path-find through

mazes when both their vision and vibrissa systems are lesioned (Vincent 1912).

Furthermore, when faced with competing visual and sensory information about the

distance to a lower platform in an illusory cliff experiment, tactile information from the

vibrissa system overrides visual information (Schiffman, Lore et al. 1970).  Rats will
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make decisions about crossing a gap in front of them using their vibrissae in the absence

of all other sensory cues and only with the complete vibrissa system intact from the

whisker to the barrel cortex (Hutson and Masterton 1986). More recent behavioral studies

have demonstrated that rats can make judgments about object position not only in the

rostral-caudal direction, but also in the medial-lateral direction (Krupa, Matell et al.

2001). Rats can determine the relative distance to walls on the side of its head and

discriminate between wide and narrow gaps (Krupa, Matell et al. 2001; Shuler, Krupa et

al. 2002).

These experiments suggest a functional role of the vibrissa system to help the

animal determine where objects are in space and to make decisions based on these

assessments. Recent research has uncovered another role of the vibrissa system: to make

judgments about what stimuli are present in a rat’s environment. For example, by using

only the microvibrissae on the snout, the rat can differentiate between different shapes

and sizes of cookies (Brecht, Preilowski et al. 1997). Rats can also make behavioral

choices based on differentiating between textures by touching them with their whiskers

(Guic-Robles, Valdivieso et al. 1989; Carvell and Simons 1990).

Both the “where” and the “what” role of the vibrissa raise questions about the

coding strategy employed by the nervous system. The work in Chapter 2 of this thesis

explores the use of vibrissa for object localization. To localize an object in three-

dimensional space relative to the animal’s own body, information from three different

axes must be made available: the rostral-caudal axis, the medial-lateral axis, and the

dorsal-ventral (azimuthal) axis. Location in both the dorsal-ventral direction could in

theory be encoding by a “labeled line” code, in which the specific row of whiskers
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making contact with the object activates a region in the topographically arranged cortex

corresponding to those whiskers. This is also referred to as a “place code” and has been

hypothesized to serve as a fundamental coding mechanism within the nervous system in

general (Perkel and Bullock 1968) but has not been explicitly tested with behavioral

measurements in the rat.

A labeled line code is not a viable strategy for determining the position of objects

in the rostral-caudal direction because the whiskers are moving sensors. At least two

pieces of information are necessary to disambiguate position in the direction along which

the whiskers move. To determine the position of a single object (as opposed to the

relative position of two different objects), information about where the whisker is relative

to the animal must be made available to the nervous system. Many sensory systems

accomplish this standard problem with the use of proprioceptors. Proprioceptors are

specialized sensory neurons that convey information about the position of particular

muscle relative to the rest of the body. There is currently no evidence for proprioceptors

in the rat vibrissa system. A reasonable coding strategy would be for the phase of a

whisker oscillation to serve as a reference signal about the whisker’s position, which can

be compared to the phase or position of the whisker at the time that it makes contact with

an object.

At the time that the work in Chapter II was undertaken, it was unknown whether

rats could use the motion of their vibrissae to determine the position of objects in the

horizontal plane, although there was speculation about the algorithm by which this could

be accomplished (Ahissar, Haidarliu et al. 1997; Fee, Mitra et al. 1997; Diamond 2000;

Ahissar and Arieli 2001; Ahissar and Kleinfeld 2003) based on evidence for a
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“reference” signal in vibrissa cortex (Fee, Mitra et al. 1997) as well as in the trigeminal

ganglion which is the first neuron in afferent pathway (Szwed, Bagdasarian et al. 2003).

We therefore set out to test the rat’s ability to locate objects in the rostral-caudal

direction, and to determine whether object localization could be accomplished with a

single vibrissa, which would provide strong evidence for a code for object location based

on the phase of the whisking cycle.

The motor aspects of the vibrissa system are not as well characterized as the

sensory aspects. In Chapter III, we seek to understand a potential oscillatory signal that

might drive rhythmic vibrissa movements. It is known that the motor cortex plays a

critical role in whisking, and that the local field potentials of primary motor cortex are

coherent with whisker movements on a cycle by cycle basis, even in the absence of

sensory input (Ahrens and Kleinfeld 2004). However, motor cortex is not critical for

whisker movements: decorticated rats still whisk (Welker 1964). There is strong

behavioral evidence for a central pattern generator (CPG) in the vibrissa system (Gao,

Bermejo et al. 2001), but the location and mechanism of the CPG is not known (Brecht,

Grinevich et al. 2006). Researchers speculate that the serotonergic neurons that provide

input to the whisking motor neurons in the facial nucleus in the brainstem may provide

the pattern generation of whisking (Brecht, Grinevich et al. 2006). Because the rat

hippocampus exhibits strong oscillations in the same frequency band as whisking, we

will measure the coherence between hippocampal theta and whisking, to test whether the

hippocampus plays a role in regulating oscillatory whisking.
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1.4. Sensorimotor Processing of Primate Finger Movements

The sensorimotor system of primate hand and finger movements is significantly

more complicated than the rat vibrissa system. Whereas whisking movement has two

degrees of freedom (amplitude and phase), there are many degrees of freedom in

movements of the hand and wrist. Additionally, although there is somatotopic

representation of the fingers within sensory cortex, the representation is overlapping and

redundant (Hlustik, Solodkin et al. 2001), rather than discrete like the rat vibrissa system.

Cortical areas representing individual finger movements in primary motor cortex (M1)

are also overlapping (Hlustik, Solodkin et al. 2001) and redundant (Schieber and Hibbard

1993), demonstrated from both single unit recordings from M1 (Schieber and Hibbard

1993) and by fMRI studies (Sanes, Donoghue et al. 1995).

What is the cortical signature of hand and finger movements, and which brain

areas are involved?  The answers to these questions are largely dependent on the specific

type of movement being exerted. Primary motor cortex (M1), supplementary motor

cortex (SMA), and primary sensory cortex (S1) all play a role in sequential finger

movements (Shibasaki, Sadato et al. 1993), although supplementary motor cortex plays

less of a role for simpler tasks in which all the fingers are moved together (Rao, Binder et

al. 1993). Self-paced finger movements activate motor areas differently than cued finger

movements do. Some premotor neurons are responsive only before cued movements and

but not before self-paced finger movements (Rao, Binder et al. 1993). Additionally, SMA

neurons show earlier responses to self-paced movements than to triggered movements

(Okano and Tanji 1987). Grasping movements have specialized circuitry within motor

cortex (Fogassi, Gallese et al. 2001; Culham, Danckert et al. 2004). For example, single
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unit studies demonstrate that area F5 of ventral premotor cortex has neurons that are

responsive to specific finger configurations necessary to facilitate grasping behavior

(Rizzolatti, Luppino et al. 1988). Moreover, a different population of neurons within the

M1 hand area is activated for a “power grip” than is activated for fine control of

fingertips (Napier 1980).

The specific areas of the brain associated with an actively versus passively moved

hand are different. Studies by Mima and colleagues (Mima, Sadato et al. 1999)

demonstrate that active movement is associated with activation of primary sensorimotor

cortex, premotor cortex, supplementary motor area (SMA), secondary somatosensory

areas, basal ganglia, and cerebellum. By contrast, only primary and secondary

somatosensory areas are activated by passive hand movements (Mountcastle, Lynch et al.

1975; Mima, Sadato et al. 1999).

The cortical dynamics associated with hand and finger movements vary with the

scale of measurement. However, single unite studies from primates and EEG studies from

humans converge with regard to the frequency bands in which movement-related

oscillations occur. Primate LFP measurements during visually guided wrist and digit

movements demonstrated that oscillations in the beta and gamma (15-50 Hz) of primary

motor areas and premotor areas play a fundamental role (Sanes and Donoghue 1993). In

this study, oscillations were synchronous between primary and premotor recording sites,

preceded movements suggestive, and ceased during movements, suggestive of a

movement preparatory signal (Sanes and Donoghue 1993).

As mentioned earlier in this chapter, the mu rhythm is a central EEG rhythm first

described by Japser & Penfield (1938) as a “precentral alpha rhythm,” and then more
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specifically defined by its temporal features of a sharp, spiky negative phase followed by

a rounded positive phase, by Gastaut (Gastaut 1952). The cessation of the mu rhythm

during movements, “mu blocking,” is its most salient characteristic. Spectral

decomposition reveals components in both the alpha and beta frequency bands, and there

is evidence that the beta component arises from motor cortex while the alphoid

component is attributed to sensory cortex (Salmelin and Hari 1994).

The spectral manifestation of the mu rhythm have been described as event-related

desynchronization (ERDs), purportedly due to a phase resetting of ongoing brain

oscillations (Pfurtscheller and Aranibar 1977), and have been demonstrated in the 8-12

Hz alpha band  (Pfurtscheller, Aranibar et al. 1980) and subsequently in the beta (12-28

Hz) frequency band (Pfurtscheller 1981) during repeated manual squeezing of a rubber

ball. Alpha and beta power decreases locked to movement are a robust phenomenon

observed during rhythmic hand contractions (Arroyo, Lesser et al. 1993), sustained

muscle contractions (Crone, Miglioretti et al. 1998; Crone, Miglioretti et al. 1998), self-

paced finger movements (Ohara, Ikeda et al. 2000), cued finger movements (Pfurtscheller

and Neuper 1997; Klopp, Marinkovic et al. 2001), and complex visuomotor tasks of the

hand (Aoki, Fetz et al. 1999). An absence of event-related potentials (ERP) (Klopp,

Marinkovic et al. 2001) and an absence of inter-trial coherence suggest that mu-related

power decreases reflect time-locked but not phase-locked signal changes.

The observation of gamma power increases in the 40 Hz band concomitant with

finger movement was first observed in scalp EEG over primary sensorimotor cortex

(Pfurtscheller, Neuper et al. 1993). Subsequent studies performed at higher sampling

rates demonstrate power increases in the gamma band up to 200 Hz during movement,
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that event-locked spectral changes in higher frequency bands are more focal than that of

the alpha and beta frequency bands (Crone, Miglioretti et al. 1998; Crone, Sinai et al.

2006; Miller, Leuthardt et al. 2007), and that gamma power increases occur over primary

but not supplementary motor areas (Ohara, Ikeda et al. 2000).

The rat vibrissa and primate hand sensorimotor systems are markedly different.

Although motor cortex plays the pivotal role in driving whisker movements, whisking

behavior is predominantly driven by a central pattern generator. As a result, the mystacial

pad muscles are innervated by the facial motor nucleus of the brainstem in addition to

direct connections from motor cortex. The muscles involved in finger and hand

movements are innervated directly by motor cortex; therefore, the lesioning of M1 results

in severe motor impairments for the voluntary movements of the hand and fingers.

Despite these differences, the same sets of issues associated with any

sensorimotor system pertain to both the rodent vibrissa system and primate hand

movements. A primary issues that researchers strive to resolve is the question of how

sensory input from active movements can be differentiated from passive sources. In the

primate hand and finger sensory motor system, proprioceptors convey kinesthetic

information about the relative positions and movements of limbs to the central nervous

system. Chapter II addresses this question for the rat vibrissa system indirectly by

examining decision-making in rats from sensory cues during whisker movements. A

quest of researchers is to determine the cortical signals necessary and sufficient for

movement. Chapters III and IV address this question in two different model systems.

Chapter III specifically asks whether the theta rhythm of the rat hippocampus is

necessary to drive exploratory whisking. Chapter IV strives to parse out the source
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signals underlying cortical dynamics seen at the sensor level during human finger

movements.
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Chapter II. Active Spatial Perception in the Vibrissa Scanning
Sensorimotor System

Haptic perception is an active process that provides an awareness of objects that

are encountered as an organism scans its environment. In contrast to the sensation of

touch produced by contact with an object, the perception of object location arises from

the interpretation of tactile signals in the context of the changing configuration of the

body. A discrete sensory representation and a low number of degrees of freedom in the

motor plant make the ethologically prominent rat vibrissa system an ideal model for the

study of the neuronal computations that underlie this perception. We found that rats with

only a single vibrissa can combine touch and movement to distinguish the location of

objects that vary in angle along the sweep of vibrissa motion. The patterns of this motion

and of the corresponding behavioral responses show that rats can scan potential locations

and decide which location contains a stimulus within 150 ms. This interval is consistent

with just one to two whisk cycles and provides constraints on the underlying perceptual

computation. Our data argue against strategies that do not require the integration of

sensory and motor modalities. The ability to judge angular position with a single vibrissa

thus connects previously described, motion-sensitive neurophysiological signals to

perception in the behaving animal.

2.1 Introduction

“Neurophysiologists…have been reluctant to face up to [changes in anatomy from

moment to moment] in explaining perception, for they know more about the anatomy of
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the eyes, ears, and skin than they do about the physiology of looking, listening, and

touching” – J. J. Gibson [1].

The noted psychologist J. J. Gibson argued forty years ago [1] that the sensations

produced by feed-forward transformation of inputs from neuronal exteroreceptors are

distinct from the dynamic perception of the environment derived from the “neural loops

of an active perceptual system”. Gibson’s thesis was that the perception of the location of

a contacted object, for example, is fundamentally different from the sense impressions

that arise from skin mechanotransduction. Perception requires an integration of

information across sensory and motor modalities that is not necessarily derived from

successive transformations of the touch data alone. Studies in systems from posture

control [2,3] to eye movement [4] have elucidated principles of such “neural loops” when

used in motor systems with explicit sensory feedback. The work described here addresses

the complementary case of positional context in a sensory system with explicit motor

drive [5,6].

The rat vibrissa system, with its tactile hairs and their associated neuronal

architecture, provides our prototype for this sensorimotor model. For nearly a century,

researchers have compiled behavioral evidence that the vibrissae are both sensors and

effectors in a complex sensory system that is able to identify and locate objects [7].

Although recent insights into the mechanical properties of the vibrissae [8,9] may explain

the processing of qualities such as texture [10–13], few experiments, to our knowledge,

have explicitly characterized the spatial information available from the vibrissae. Early

work indicated that rats use this system for the detection of surfaces during navigation
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[14], and more recent studies have shown that the vibrissae provide information about

object distance [15,16], shape [17], and orientation [18,19]. Few of these behaviors

inherently engaged the sensorimotor nature of the system, and rats are known to perform

some tasks, such as vibration [20] and bilateral distance [21] discrimination, with only

passive vibrissa contacts. The system as a whole, in contrast, is fundamentally active.

Whereas nearly all mammalian species have vibrissae [22], rats and related rodent

species have specifically evolved the ability to sweep their vibrissae for dynamic

exploration of the environment [23]. This ability leads us to question whether touch and

motion are used in concert, in the spirit of Gibson, to form an “active perceptual system.”

Neurophysiologically, the sensory and motor processes are tightly interwoven. A

nested series of loops, at levels from brainstem to cortex, connect the vibrissa sensory

stream to a hierarchical motor drive that ordinarily produces a rhythmic rostrocaudal

movement known as exploratory whisking [24]. Sensory inputs feed back onto motor

areas at all levels and can alter motor output at even the lowest-order brainstem loops

[25]. The information flow is bidirectional, however, and electrophysiological recordings

have found neurons, again at levels from the brainstem to cortex, that encode the

changing position of the vibrissae even in the absence of contact with an external object

[26–29]. These cells complement somatosensory neurons that encode the qualities of

contact and could provide the brain with an internal reference as self-generated motion

modulates the external location that corresponds to contact.

The existence of position-sensitive signals does not prove that they are actually

used for spatial perception. What has been lacking in the study of the neural
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computations that underlie the fusion of these touch and motion signals is a vibrissa-

mediated behavior that requires sensorimotor integration. One such task would ask if a rat

can use its vibrissae to differentiate between objects that differ only in rostrocaudal angle,

i.e., azimuthal angle or angle along the rostrocaudal sweep of the vibrissae. However, the

nervous system could in principle ignore motor information and solve this problem using

the topography of the vibrissa array. When the motion of the vibrissae is comparable to

their separation, the rostrocaudal position of an object can be judged from the peripheral

origin of the touch signal (Figure 2.1A), in an encoding scheme known as a labeled-line

scheme [30]. In this representation, the topographic identity of the cortical region

activated by contact corresponds to object location, because each region of space is only

scanned by a single sensor. An animal could thus use its vibrissa array to discriminate

object angle if it used large-amplitude, exploratory motion to detect an object and

switched to smaller motion for localization.

In the more typical exploratory whisking motion [31–34], vibrissa sweeps

overlap, and the angular location that corresponds to contact requires information beyond

the identity of the contacting vibrissa (Figure 2.1B). In this case, the presence of position-

sensitive neurons suggests that the position of the vibrissae at the time of contact could

provide context to clarify the contact event [35,36]. This sensorimotor approach falls

under the rubric of haptic perception, as it is based on the awareness of the position of

“an object relative to the body and the body relative to an object” [1]. Other algorithms

derived from the touch sensation, such as duration of contact [28], are possible if

different object positions result in reproducible differences in the structure of the contact

event [37]. These approaches share the common feature that they do not depend on
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vibrissa identity and, therefore, unlike the labeled-line scheme, could be performed with a

single vibrissa. To differentiate between these possibilities for spatial encoding and

relating known sensorimotor physiological signals to a sensorimotor behavior, we thus

ask if behaving rats are able to discriminate between objects at different rostrocaudal

angles when restricted to the use of a single vibrissa.

2.2 Results

We tested 14 rats in an angle-based spatial discrimination task by using an

apparatus designed for semi-automated training (Figure 2.2). Briefly, each animal was

assigned two stimulus positions whose rostrocaudal angles differed by 15 °. One of these

positions was designated the rewarded, or S+, stimulus, and the other position was

designated unrewarded, or S_. The animal performed a series of trials in which it

maintained a fixed head position while presented with a thin rod at one of these two

positions. Under a go/no-go paradigm with a fixed ratio reinforcement schedule [38], the

animal was required to respond to the S+ position with a block of L lever presses within T

seconds after stimulus presentation to obtain a fluid reward (see Methods); we used T = 8

s. Lever presses in the S_ condition were recorded but had no consequences. An animal

was considered to discriminate between the two positions when multiple consecutive

sessions showed a statistically significant difference between S+ and S_ trials in the

latency to complete this block response. We trained animals on this task with their full

complement of vibrissae and then tested them while removing vibrissae, first down to a

single row and finally to a single vibrissa.
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We considered it likely that a typical rat has the perceptual ability to perform this

single vibrissa discrimination, despite the fact that only five of our initial 14 animals

showed consistent behavioral differences between S+ and S_ trials when tested with a

single vibrissa (Figure 2.3). This attrition was largely due to a weakness in the behavioral

measure used early in the study. The majority of the animals who did not progress to the

single vibrissa condition were tested with a minimal lever press response requirement, L

= 1 (Figure 2.3; animals outside the dashed box did not succeed in the single vibrissa task

and animals with numbers in gray were tested with L = 1). The lack of demonstrated

discrimination for these animals was likely because the low response requirement did not

discourage animals from responding when they were able to predict that no reward would

be forthcoming [38]. We thus raised the response requirement on L for later animals until

differences in S+ and S_ responses were seen (L = 4–6), and we then reliably measured

discrimination for testing with all vibrissa intact (Figure 2.3; animals with numbers in

black). This large increase in training success rate suggests that the measurements were

limited by our ability to motivate the desired behavior rather than the animals’ perceptual

abilities.

Time Scale of Single Vibrissa Discrimination

We compared the pattern of lever presses between S+ and S_ trials to estimate the

time required to form a behavioral decision. In our analysis, we considered only the first

L responses in each trial, because the presence or absence of a reward after L lever

presses could be used to distinguish the two stimulus conditions (Figure 2.4A). The

cumulative response count, averaged separately for S+ and S_ trials, quantified this time

course for a given session (Figure 2.4B). S+ trials resulted both in a higher response rate
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and in a lower latency to response onset relative to S_ trials. In a typical session for the

animal with the fastest responses (Rat number 20), the average response counts for the

two conditions began to diverge approximately 250 ms after the start of a trial, and the

95% confidence regions became permanently nonoverlapping after 500 ms (Figure 2.4B;

gray arrows). Thus, we could confidently measure a difference in the average response to

S+ and S_ stimuli for this animal within 0.5 s of stimulus delivery.

The time in which these two response profiles diverge included the intervals

needed both to form a sensory percept and to emit at least one lever press, i.e., tdiverge =

tperception + tmotor. To place an upper bound on the interval tperception needed for active

sensing alone, we estimated the minimum time tmotor required for the motor act of

pressing the lever from two observations. First, the slope of the linear part of the

cumulative response for S+ trials gave the mean response rate during sustained

responding. This rate was roughly 2.5 lever presses per second, or 400 ms per average

lever press (e.g., Figure 2.4B). Second, the shortest time taken by any animal to reach L =

5 lever presses was roughly 1.5 s (e.g., Figure 2.4C). Because few responses occurred in

the first 250 ms of a trial (e.g., Figure 2.4A), this left 1.25 s for five lever presses, or 250

ms per lever press in the fastest cases. Both measures were based on blocks of lever

presses that did not require further decision-making by the animal, and thus isolate the

time tmotor to be 400 ms for typical responses and 250 ms for the fastest responses. Given

tdiverge = 500 ms and using tmotor ≥ 250 ms, these data demonstrate that the complete

interval tperception required to detect the stimulus and form a percept of stimulus position is

less than 250 ms.
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Variability across Sessions and Animals

The latency to reach the total required number of responses L in each trial served

as our primary measure of behavioral discrimination (Figures 2.4C and 2.5A). A given

session was considered to demonstrate stimulus discrimination when the S+ and S_

latency distributions significantly differed, as measured by a two-sided Kolmogorov-

Smirnov (K-S) test. Consistent with the lack of an overt penalty in S_ trials, we observed

many more false-positive (type I) errors—where an animal completed L lever presses

with short latency during an S_ trial—than false-negative (type II) errors (Figures 2.4C,

2.5A, and 2.5B). Because the K-S statistic does not provide information about the types

of errors, we confirmed consistent performance over multiple sessions by plotting

receiver operating characteristic curves [39] for the detection of the S+ stimulus (Figure

2.4D). Each receiver operating characteristic curve shows the dependency between false

positive trials, i.e., S_ trials with latencies shorter than a threshold _, and true positive

trials, i.e., S+ trials with latencies shorter than _, as the latency threshold t is varied.

Loosely, a steep slope near the left side of the graph indicates few type I errors, whereas a

shallow slope near the right side of the graph indicates few type II errors; the integrated

distance to the diagonal is a measure of the overall discriminability of the two

distributions. The numbers of type I and type II errors fluctuated between sessions, but all

animals showed a tendency for false-positive errors.

Further, although the bimodal nature of the latencies (Figure 2.4C) was consistent

for all five animals in the single vibrissa task, the time at which S+ and S_ responses

diverged fluctuated across sessions and animals. Each of the three animals that passed all

controls, as described below, performed sessions in which the average S+ and S _
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responses diverged within 650 ms. The remaining two animals took longer, i.e., greater

than 1,000 ms, due to the head-turning behavior that is described below. These response

times are consistent with an estimate of 250 ms for time needed for spatial

discrimination.

Finally, the experimenter-defined association of stimulus position with reward

condition varied across these five animals. Although all single vibrissa trials were

performed at an angular separation of 15 °, the animals were tested on different absolute

stimulus positions. For example, rat number 20 was tested with vibrissa C1 for S+ set to

+15 ° and S_ set to 0 °, whereas rat number 9 was tested with vibrissa C2 for S+ = _7.5 °

and S_ = +7.5 °. In total, two animals had rostral S+ assignments, whereas three had

caudal S+ assignments. We did not find any gross differences in training time or

performance correlated with these parameters, which suggests that the absolute position

of the S+ and S_ stimuli did not play a critical role in the discrimination.

Controls

For the five animals that succeeded in the single vibrissa task over multiple

sessions, we carried out three controls to verify that discrimination derived solely from

vibrissa-mediated tactile cues. We first tested for visual cues. Although behavioral testing

occurred in a dark chamber, a high-intensity infrared lamp with a peak wavelength of 850

nm was used for videography. We considered it possible, though unlikely [40], that

residual visible light from this lamp was available to the animals. We thus tested

performance in sessions for which the lamp was turned off, as illustrated by the data of
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Figure 2.5B. None of the five tested animals lost the ability to perform the task in the

absence of the infrared illumination.

We next tested for a contribution from head movements. Stimuli were delivered

after an animal fixed its head position in the nose poke and were retracted when fixation

was lost (Figures 2.7C and 2.7D); but mechanical lags created approximately a 150-ms

window after an animal left the nose poke during which the stimulus was not fully

retracted. Video observation showed that two of the five animals that succeeded in

discrimination with a single vibrissa habitually probed the stimuli with their snouts after

making vibrissa contact. It was not clear whether this movement was needed to aid

stimulus localization, or whether it occurred as a reflex motion after the location had

already been judged. Because we could not rule out the former possibility, we considered

these cases ambiguous (Figure 2.3; half-shaded circles).

We finally tested the remaining three animals for the use of auditory and

vibrational cues. The pistons used to deliver the stimuli were damped to reduce

vibrations, and testing was carried out in the presence of an audio mask to interfere with

any sound differences in S+ and S_ stimulus delivery. To confirm that discrimination was

not based on residual indirect cues arising from stimulus motion, each animal was tested

in a session where the pistons functioned as usual but the stimulus pins were absent. A

resulting degradation in performance indicated that tactile contact with the vibrissa was

required (see Figure 2.5C and the orange line in Figure 2.4D). None of the three tested

animals showed significant discrimination in these control sessions.
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In several sessions, we were able to further control for vibration cues by

restricting our attention to trials in which the animal broke fixation less than 250 ms after

the start of a trial. In these cases, the stimulus was retracted before it fully entered the

vibrissa field. This allowed the pistons to travel over nearly their entire range but left

insufficient time for the vibrissae to encounter the stimuli. In sessions with sufficient

numbers of these “jump-the-gun” trials, we verified that discrimination performance was

at or near chance with this limited opportunity for vibrissa contact, as seen in Figure

2.5D.

Whisking Strategies

To characterize the formation of the spatial percept in the interval tperception

preceding the motor response, we made high-speed infrared video recordings of vibrissa

motion for two of the three animals that passed all of the controls, i.e., rat number 9 and

rat number 20 (Figure 2.6A, 2.6B, 2.6D, and 2.6E). Vibrissae positions estimated from

these recordings typically showed a slow drift until approximately 100 ms into the trial,

followed by larger-amplitude, but often non-sinusoidal, vibrissa motion on a changing

baseline (Figure 2.6C and 2.6F). This interval reflects the delay after the stimulus begins

to descend before the animal realizes that a trial has begun. Thus, further subdividing

tperception = tdelay-to-start-of-search + tactive-sensing yields an estimate for the average time required

to actively scan for a stimulus as tactive-sensing ≈ 150 ms.

Constraints on sensorimotor algorithms can be obtained from a more detailed

analysis of patterns in the vibrissa motion. An animal could adopt a purely motor strategy

by repeatedly positioning its vibrissa in the expected location of one of the stimuli and
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then simply detecting contact. To rule out this approach, we examined the distribution of

all vibrissa positions in the first 250 ms of the trials, an interval chosen because it

included few stimulus contacts. This distribution was, in all cases, centered between the

two stimuli, indicating that vibrissa positions spanned both potential locations rather than

habitually preferring one (Figure 2.6G). In a related strategy, an animal could center its

vibrissa between the S+ and S_ stimulus locations and then associate contact during

protraction with the more rostral stimulus and contact during retraction with the more

caudal stimulus. As a test of this directional bias, we calculated the velocity of the

vibrissa just before contact with S+ and S_ stimuli. Contact at each location occurs

during both protracting and retracting movements, so that the direction of contact does

not encode stimulus location (Figure 2.6H). This is consistent with the further

observation that the distribution of vibrissa positions in the first 250 ms of the trials

extends beyond the location of the two stimuli (Figure 2.6G), so that contacts can occur

in both movement directions.

Another class of algorithms that does not require integration of positional and

contact information depends on the duration of vibrissa contact [28,37,41]. For periodic

vibrissa motion, the time between contact onset and offset could be transformed into

object position. Such a scheme might be accomplished more generally for any vibrissa

motion in which contact duration is a monotonic function of vibrissa angle. We thus

asked if the distribution of contact event durations was different for S+ and S_ trials.

These contacts were largely brief events of less than 50 ms, although extended contacts

of greater than 300 ms occasionally occurred (Figure 2.6I). This overall distribution of

contact durations is consistent with earlier measurements (Figure 3A from Sachdev et al.
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[42]) but the precise times varied broadly from trial to trial. Thus, for all animals, the

variability of contact duration was large relative to any separation between the peaks of

the distributions for the S+ and S_ conditions. In light of this variability, we consider an

algorithm based on the duration of contact unlikely to account for the observed

behavioral performance.

2.3 Discussion

We have demonstrated that rats with a single vibrissa can respond to differences

in the position of external objects that differ only in angle along the direction of vibrissa

motion. A rat with a full array of vibrissa could in principle perform this task by limiting

vibrissa motion to nonoverlapping fields and by using the collection of vibrissa columns,

or arcs, as a spatial sensory array to test multiple locations in parallel (Figure 2.1A). The

ability of animals to identify spatial angle when restricted to a single vibrissa argues that

this sensorimotor system is able to determine the position of an object contact while

serially scanning a single sensor. While the animal is performing this task, vibrissa

motion spanned both stimulus locations before contact (Figure 2.6G), made contact

during both protraction and retraction (Figure 2.6H), and remained in contact with both

S+ and S_ stimuli for similar durations (Figure 2.6I). Although these experiments did not

focus on discrimination using multiple vibrissae, we note that animals did not show any

marked change in strategy or accuracy as they transitioned from single row to single

vibrissa testing. This suggests that animals used the scanning strategy with multiple



71

vibrissae as well, but the large variability in performance may have obscured indications

of subtle changes in strategy.

The time scale for tactile search was estimated from the measured behavior.

Animals could selectively initiate a motor response in as little as 250 ms after the start of

an S+ trial (Figures 2.4B and 2.4C). In this short interval, we typically observed delays of

100 ms from the start of a trial before the vibrissa started a large amplitude scanning

motion (Figure 2.6C and 2.6F). Taken together, these intervals imply that the time tactive-

sensing including the entire sensorimotor process of motor scanning, object detection, and

spatial categorization can be as short as 150 ms. Given a typical frequency of exploratory

whisking in the range of 7–15 Hz [33], this suggests that no more than one to two whisk

cycles were sufficient to judge position. Although the animals in our study often did not

show the highly sinusoidal vibrissa motion found in other studies [33,43], perhaps due to

the physical restriction of the nose poke, the observed time scale of vibrissa motion here

is consistent with these frequencies.

Neural Algorithms

Earlier studies have suggested the calculation of dorsoventral angle from the

identity of the contacting row [41,44] and demonstrated discrimination of distance from

contact with multiple vibrissae, even in the absence of active whisking [21]. We focused

here on the decoding of angle along the axis of vibrissa motion because of the confound

arising due to that motion, i.e., the environmental meaning of exteroceptive tactile signals

changes as an animal moves its vibrissae. Given that this computation can be
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accomplished using the information associated with a single moving sensor, we consider

the algorithms that might be used to transform a contact signal into a spatial position.

A purely motor strategy could have taken advantage of the fixed stimulus

locations in our task design. Because only two positions were possible, an animal might

learn to focus its now sparse sensory apparatus on one of these two positions and use the

presence or absence of a contact event to detect the S+ (or equivalently, S_) condition

without considering both sensory and motor cues. This is a single vibrissa approximation

of a labeled-line strategy (Figure 2.1A), which requires motor control sufficient to hold a

lone sensor near an expected target. This approach was ruled out by the motion patterns

of the vibrissa; in both animals for which we tracked vibrissa position, the scanning

motion was not restricted to the region of a single stimulus (Figure 2.6G). At the opposite

extreme, the wealth of sensory information available from the vibrissa follicle suggests a

purely sensory strategy that might arise from differences in the nature of contact as a

function of position. The existence of separate on- and off-contact touch signals [28]

allows for the possibility that the nervous system determines the duration of a contact and

converts it into a spatial position, for cases such as sinusoidal motion where different

positions result in characteristic contact durations. This temporal delay scheme is

contraindicated by the similarity of the measured contact durations (Figure 2.6I). Finally,

a strategy that uses both sensory and motor signals, but with low resolution, would be to

position a vibrissa such that it approaches the two stimulus positions from different

directions, e.g., during protraction versus retraction. The measured broad heterogeneity of

velocity approaching contact (Figure 2.6H) makes it unlikely that such gross directional

cues encoded stimulus position.
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The most parsimonious remaining explanation for the computation needed to

derive spatial position from a contact event is the integration of touch with kinesthetic

information about the location of the vibrissa at the time of contact. Although there is no

evidence of proprioceptive muscle spindles in the mystacial pad [45], physiological

studies have shown that a reafferent motor signal from the pad is present at levels from

the trigeminal ganglion [28,46] to thalamic nuclei [47] to primary somatosensory cortex

[26,29,48,49]. The evidence described here argues that this positional information can be

used behaviorally as a reference against which to interpret sensory contact, informing

spatial perception of objects near the head. Preliminary electrophysiological data show

how the fusion of these two signals can occur in the brain [50].

Previous theoretical studies have taken advantage of the rhythmic nature of

exploratory whisking to suggest neuronal circuits that might compute spatial location

given periodic spike trains representing both contact and vibrissa motion [36,51–53]. The

mathematical formulation of this class of algorithm, however, requires multiple rhythmic

whisk cycles to establish a phase reference. The animals in our study and another study

with head-restrained animals trained to touch objects with their vibrissae [54] do not

appear to precede contact with periodic whisking (Figure 2.6C and 2.6F) (Figure 3A of

Sachdev et al. [54]). This ability to form a spatial percept from oscillatory but irregular

vibrissa motion, within one to two cycles after whisking onset, argues against

mechanisms that depend on periodicity. A more-direct circuit that performs the same

computation would compare spiking in contact-sensitive and position-sensitive cells of

varying preferred position. Ongoing physiological studies characterizing these neuronal

interactions suggest that this comparison can in fact integrate tactile and haptic streams
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[50]. Finally, a last constraint on any proposed neuronal implementation of a spatial

decoding algorithm should at least account for resolution sufficient to distinguish

contacts separated by 15 °. Directed studies of the threshold for absolute angular

discrimination are required to establish the psychophysical limits of spatial acuity, as has

been done for the bilateral comparison of distance [21] and angle [55].

The Vibrissa System and Sensorimotor Integration

Our behavioral task was designed to isolate a sensory process that is ordinarily

used in concert with other behaviors. Earlier studies involving spatial behaviors support

the notion that the vibrissae serve as binary detectors in freely exploring animals [20],

and this may be the ethologically more typical usage when an animal can orient its head

following contact. Indeed, upon detection of the salient and asymmetric stimulus used in

this study, some animals in our study reflexively oriented to explore the stimulus further,

perhaps bringing their microvibrissae to bear. Although we could not determine whether

those animals had judged stimulus position before orienting, we note that refined

rostrocaudal information is necessary if a rat is to orient rapidly following contact

without further search. Although the current study does not attempt to characterize the

role of angular perception during natural activity, we note that the vibrissae are involved

in activities with complex spatial demands, such as navigation [14,44], aggression [56],

and swimming [57] (for a general review, see Gustafson and Felbain-Keramidas [7]).

This ubiquitous role suggests that these sensorimotor organs paint a richer picture of the

tactile world than would be possible from binary detection alone. When taken with recent
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work on the role of the vibrissae in the transduction of fine texture [10–13], the

proportionally large neural territory given to vibrissa processing emerges as the potential

locus of integration for multiple modalities.

A practical advantage to the study of integration processes in the vibrissa system

lies in the large body of work on the plasticity, anatomy, and sensory response properties

[36,58–62] related to the vibrissa primary somatosensory or barrel cortex. A variety of

recent studies take advantage of this growing body of literature and use the vibrissa

system to develop modern experimental methodologies [63–65]. In recognition of the

requirements of these techniques, our choice of a go/no-go paradigm, rather than a two-

alternative forced choice design [66], was in part motivated by the hope of eventually

measuring behavior in animals head-fixed for imaging or intracellular studies

[29,63,67–69]. The present work demonstrates that rats can use this popular model

system to integrate feed-forward sensory events with motor feedback to inform their

model of the external world. The elucidation of the circuitry that performs this

computation will bring us a step closer to understanding how sensorimotor loops derive

the perception of space from the sensation of touch.

2.4 Methods

Our initial cohort of behavioral subjects consisted of 24 Long-Evans rats, 14 of

which reached the stimulus training stage of the study (Figure 2.3). All of these animals

were females of 100–200-g mass at the start of training. All procedures involving animals

conformed to National Institutes of Health guidelines and were approved by the
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Institutional Animal Care and Use Committee at the University of California at San

Diego (La Jolla, California, United States).

Training apparatus

Animals were trained and tested in a custom operant arena (Figure 2.2A). The

arena was contained in an enclosure 760 mm _ 500 mm _ 420 mm (not shown in Figure

2.2) made of 0.635-cm acrylic and padded with skinned polyether foam (2.54 cm; NRC

0.8, McMaster-Carr, 5692T49 [http://www.mcmaster.com/]) to dampen external sound

and light. The enclosure contained a speaker to deliver sound cues, an auditory white-

noise mask, a SecuraCam infrared camera (Swann [http://www.swann.com.au/]) for

monitoring by the trainer, and a low-flow gas line to ensure breathable air. The area

available to the animal consisted of an acrylic vestibule, 200 mm on a side, and a 200-

mm long _ 57-mm inner diameter tunnel, both placed on an acrylic shelf elevated 60 mm

above the floor of the external enclosure. Motion through the tunnel was registered by an

8 8 0 - n m  i n f r a r e d  p h o t o d i o d e  ( P h o t o n i c - D e v i c e s ,  P D I - E 8 0 2

[http://www.photonicdevicesinc.com])/phototransistor (DigiKey, QSE156-ND

[http://www.digikey.com/]) pair to signal the presence of a rat. The end of the tunnel was

fitted with a U-shaped restraint bar that allowed free movement of the head and paws

while preventing escape (Figure 2.2B).

Behavioral output was measured through a water-sealed lever of 25-g activating

force (Cherry E73-series switch, DigiKey, CH566-ND), affixed with a plastic crossbar,

and placed at the end of the tunnel (Figure 2.2B). Animals typically rested on the
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crossbar and activated the lever by briefly raising their paws; early in training, a small

spring was often placed to aid this motion. Fluid rewards were delivered to a sip cup cut

into a stainless steel dispenser, placed ~ 60 mm from the end of the tunnel and designed

with inflow and outflow ports to control the timing of fluid delivery. Fluid was delivered

in 50-µl aliquots through a miniature directional control solenoid valve (Parker-Hannifin,

004-0008-900 [http://www.parker.com/]) with a custom timer circuit (University of

California at San Diego Physics Electronics Shop) to gate flow from a reservoir and then

removed by a similarly controlled solenoid gating a vacuum line. A bright yellow light-

emitting diode (587 nm, 1,900 mcd, Radio Shack 276-351 [http://www.radioshack.com])

was wired in parallel with the reward timer to indicate reward availability and interfere

with visual dark-adaptation to any residual light in the chamber, e.g., from the camera

illumination lamp. This entire fluid delivery system was flushed with enzymatic detergent

(MaxiZyme, Henry Schein, #10-7410 [http://www.hsa.ca/]) after each training session to

prevent build-up of organic solids. This cleaning step was particularly necessary early in

the training when chocolate milk was sometimes used as a liquid reward.

Rat head position was fixed by a 13-mm outer diameter brass nose poke cone,

painted black to minimize stray reflections, with an analog reflective infrared sensor (940

nm, DigiKey, QRD1114-ND), whose output was taken to an analog comparator

(LM319N, DigiKey, 497-1577-5-ND). The comparator was wired as a Schmitt trigger

and referenced to a potentiometer adjusted to control nose poke sensitivity. The nose

poke was placed close to the fluid dispenser and fixed relative to the stimulus with an

aluminum bracket (not shown in Figure 2.2). This system allowed some positional
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ambiguity, as an animal could roll its snout freely while maintaining fixation. However,

translational position was reproducibly constrained (Figures 2.6B and 2.6E).

Digital inputs taken from the lever, tunnel sensor, and nose poke sensor were

sampled at 16 Hz by a multifunction digital input/output board (National Instruments,

AT-MIO-16DE [http://www.ni.com/]) in a personal computer running custom LabVIEW

software (National Instruments). The software logged the inputs, implemented training

logic, and supplied digital control signals for the reward, vacuum, and stimulus valves.

Tactile stimuli

The stimuli for the spatial task were 0.86-mm steel rods translated into and out of

the vibrissa field by a custom air-piston and guide assembly. Two paired Lexan guide

blocks were aligned on Teflon-coated shafts (15.24 cm long _ 0.630 cm deep, McMaster-

Carr, 7875K11). The floor of the bottom guide rested on plastic legs 110 mm above the

floor of the tunnel. These legs, the top-guide, and the alignment shafts were left out of

Figure 2.2A for clarity. A carriage block with a captured linear bearing was free to slide

on the two rostral shafts, and a mirror-image block traveled along the two caudal shafts.

Two stainless-steel air cylinders (spring-return, 5.08 cm travel, McMaster-Carr,

6498K27) were fixed to the top block, each with its piston bolted to one of the carriage

blocks. Air at 20 psi was delivered to the pistons through a pair of three-way miniature

solenoid valves (Parker-Hannifin, 004-0008-900) that were placed outside of the

enclosure to minimize noise. These valves were connected to 12 V of direct current

supplies via power transistors (Mouser, 610-2N6387 [http://www.mouser.com/]) for
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digital control. Inflowing air was passed through a restriction valve, common to both

stimuli, which was adjusted to slow piston descent and minimize vibration during

stimulus delivery. Outflowing air was similarly restricted, and silicone bumpers were

placed between the carriage and guide blocks to damp vibration from the sudden

deceleration at the ends of travel. The resulting stimulus descent and ascent took ~250 ms

and ~150 ms, respectively, for the full 5.08 cm travel, including an approximate 30-ms

delay in both cases for computer processing, solenoid switching, and the build-up of a

sufficient change in air pressure. The white-noise audio mask was played continuously in

the box to confound any auditory differences between the stimuli.

Both carriage blocks and the bottom guide block were drilled with matching hole

patterns on a circle of 25-mm diameter with either 15 ° or 7.5 ° spacing. The nose poke

was bolted to the bottom guide block and positioned such that a line connecting the

caudal edges of both mystacial pads would approximately coincide with the center of this

circle. A backstop was constructed by gluing 18-gauge hypodermic tubing to the back of

90-mm lengths of the 0.86-mm diameter stimulus rods. The backstops rested above the

stimulus carriage blocks and allowed the stimuli to travel with the carriage blocks,

extending from 10–61 mm below the floor of the bottom guide block. This arrangement

allowed the angular location of the stimuli to be rapidly adjusted for each animal and was

intrinsically safer for the animals, as the stimuli dropped due to gravity rather than direct

piston drive. Our typical configuration fixed potential locations for the stimuli at 3.75 +

n7.5 (where n is an integer between _5 and 5), measured relative to a line through the

center of the circle described above and perpendicular to the animal’s midline. In all
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cases, one stimulus was placed at a positive angle and another placed at a negative angle;

the angular difference and offset were adjusted for each animal so that both rostral and

caudal stimuli fell within the range of vibrissa motion (Figure 2.6A, 2.6B, 2.6D, and

2.6E).

Video imaging

High-speed videography was used to characterize the movement of the vibrissae

once discrimination was established. An IEEE-1394 monochrome complimentary metal

oxide semiconductor camera (Basler Vision Technologies,  602f

[http://www.baslerweb.com/]) with infrared sensitivity was mounted under the elevated

shelf in the training enclosure and focused on the plane of the nose poke using a

television lens (f/0.95, 17 mm, JML Optical Industries, 71932

[http://www.jmloptical.com/]) and a 45 ° mirror under the stimuli (Figure 2.2A).

Illumination was provided by an infrared lamp (The LED Light, 850 nm peak

[http://www.theledlight.com/]), which was modified to double output power, while

strobed and filtered at 850 nm to reduce leakage into the rat-visible spectrum. The camera

was interfaced to a personal computer running custom LabVIEW software and typically

acquired 360 _ 300 pixel images at 200 Hz with a 1.2-ms exposure. Images were read

into a circular buffer, and 600 images were saved to disk 2.5 s after the start of each

behavioral trial, so that 0.5 s of pre-trial video was included in each video sequence.

Video images were analyzed in MatLab (The Mathworks

[http://www.mathworks.com/]). Gross head motion was extracted from the videos to

control for cases in which animals were able to break fixation and reach the stimulus
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before it could be fully withdrawn. Vibrissa motion was estimated from line-scan data

extracted from an image column over multiple time points (Figure 2.6B and 2.6E). The

median column over time was subtracted from each column to remove stationary objects,

and custom segmentation and tracking algorithms (D. N. Hill and S.B. Mehta,

unpublished data) were applied to estimate vibrissa position at each time point. This line-

scan analysis was performed on image columns ten pixels to the left and right of the

stimulus to avoid contamination from the motion of the stimulus itself, and vibrissa

position in the vicinity of the stimulus was interpolated from a linear fit through these left

and right position estimates. Over these short regions, vibrissae were well approximated

with a linear fit; quadratic fits from three-point estimates showed negligible contributions

from the second-order coefficient. For simplicity, line scans were used throughout rather

than arcs, and the position of the vibrissa tracks along the vibrissa length varied slightly.

In these tracks, the distance of the line-scan column from the mystacial pad at 30 ° was

approximately 15% greater than the distance at 0 °. However, the placement of the

stimuli was such that there was no systematic difference in the length at which a vibrissa

contacted the rostral and caudal stimuli.

To identify potential contact events, the motion of the stimulus was also extracted

from the video. Epochs were identified in which the vibrissa trajectory overlapped the

stimulus position and showed a velocity of no more than four pixels per frame

(Figure 2.6H). We used this heuristic because we lacked a bona fide detector for stimulus

contact and because image overlap of the vibrissa with the stimulus did not necessarily

correspond to physical contact in three dimensions. However, this estimate of vibrissa
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contact was highly accurate, as verified by manual inspection of the video corresponding

to a representative sample of contact events.

Operant shaping

The discrimination behavior was shaped in three stages through classical operant

training techniques (Figure 2.7) [70]. A small number of parameters were varied in the

behavioral program to increment task difficulty, and a large part of training occurred

without further experimenter intervention. The parameters used in Figure 2.7 and in the

description below are: T, trial length; D, delay between trials; N, duration of nose fixation;

P, delay until audio prompt; and L, number of lever press responses required to obtain a

reward. P and L were used in rewarded stimulus trials only.

The first stage defined the lever response and brought it under experimental

control (Figure 2.7A). In this stage, animals were required to be in the tunnel without

emitting lever press responses for an interval of D seconds to elicit an audio prompt, i.e.,

300 ms at 2 kHz, which indicated the start of a trial. The first lever press response within

T seconds following the prompt was rewarded with a 50-_l reward, signaled by a light-

emitting diode indicator as described above. At the end of T seconds, the trial ended, and

any water still in the dispenser was removed by vacuum. This schedule encouraged early

responses relative to the audio prompt, because responses that were late but still within T

seconds after the prompt afforded less time to drink. The trial length T was set here to 6 s,

and the delay parameter D was increased from 0.25 s to 4 s. Human intervention was

often necessary in the first several sessions to model the lever press response, but was

minimal as D increased.
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The second stage shaped the nose fixation behavior (Figure 2.7B). Here, the D

parameter from stage 1 was increased from 4 s to 60 s, so that the audio prompt was more

difficult to elicit by waiting alone. As before, the first lever press response within T = 6 s

of the prompt was rewarded. A nose poke response of duration N seconds short-circuited

this delay and immediately caused the start of a trial. The nose fixation duration N was

increased from 0.063 s to 1.5 s in increments of 0.063 s. Acquisition of the basic nose

poke behavior was assisted by increasing the sensitivity of the nose cone sensor and

baiting the nose cone with water or chocolate milk; after this acquisition, little

intervention was required as the fixation duration parameter N was increased.

The third training stage transferred the reward context from the audio prompt to

one of the two stimuli in a go/no-go task (Figure 2.7D). Each animal was randomly and

permanently assigned a relative position, either more rostral or more caudal. For each

session, the tactile stimulus that occupied this relative angular position was designated

S+, as opposed to the S_ stimulus at the second position. In this stage, trials could only be

initiated by nose fixation. After a nose poke of N = 1.5 s, either the S+ or the S_ stimulus,

chosen at random with equal probability, was delivered to indicate the start of a trial. For

S_ trials, lever press responses in the T seconds (T = 6 s) following stimulus delivery

were unrewarded, and the audio prompt used in earlier stages was never presented. For

S+ trials, the first lever press in the T seconds (T = 6 s) after the start of the trial was

rewarded, as before. In S+ trials only, if no lever press response had occurred within P

seconds after stimulus delivery, an audio prompt was presented to the animal. This delay

P was increased from 0.125 s to T seconds and, as before, any unfinished reward was

removed after the trial’s end at T seconds. Thus, responses to the audio prompt resulted in
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less time to drink than responses that used the S+ stimulus as a predictor. In both S+ and

S_ trials, the stimulus was removed from the vibrissa field if nose poke fixation was

broken or the trial ended, whichever came first.

Acquisition of stimulus discrimination was indicated when the number of lever

press responses in the first P seconds of a trial differed significantly between S+ and S_

trials. The first P seconds were used because an animal had access to additional

information, in the form of the cue, after P seconds. At this point, the audio prompt was

eliminated and performance was measured. For some animals, a final parameter was

varied during this testing stage. The number of lever press responses L (Figure 2.7D)

required to obtain a reward increased from one to five, and the trial length T was

increased to 8 s to allow time for the longer behavioral response. This manipulation

increased the effort necessary to complete a full response in the go/no-go task and

discouraged the animal from responding if the stimulus did not predict a reward. The

direct use of air puffs as negative reinforcement was unsuccessful at strengthening this

asymmetry of response, as it tended to lower the total number trials rather than

selectively suppressing S_ responses.

Fluid restriction and training sessions

Animals initially acclimated to handling and to chocolate milk (Yoo-Hoo,

Cadbury-Schweppes [http://www.cadburyschweppes.com/EN]) from the fluid dispenser

in the behavioral chamber over a period of 2–3 wk. Animals were housed in pairs and

maintained on a standard light/dark cycle, and both morning and evening training
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sessions were used. We did not observe any significant effect of time of day or estrous

cycle periodicity on behavioral performance. Further, although chocolate milk was used

early in training, fluid-deprived animals appeared to perform equally well for water

rewards, which were preferred for ease of delivery.

Upon reaching 230 g, animals entered a fluid restriction regimen in which water

was removed from their home cage 16–23 h before training to increase motivation.

Animals were allowed ad libitum fluid access two days a week, and weights were

monitored daily. We used a variable restriction schedule for two reasons. First, the total

duration of the training ranged from 6–12 mo, and the long-term health of the animals

was a concern. Second, increased pretraining fluid deprivation did not correlate strongly

with an increased number of trials per session. Further, the longest deprivation durations

we tried, i.e., 24 h, at times caused animals to respond indiscriminately to both S+ and S_

stimuli. Restriction duration was thus tuned separately for each animal.

Daily training sessions were 20–30 min in duration. The physical proximity of the

tactile stimulus and response apparatus allowed animals to perform a large number of

trials in this amount of time; a total of 50 trials was typical in intermediate stages of

training, and a total of 100 trials, of which approximately 50 were rewarded, was typical

of well-trained animals on the full discrimination task. These large numbers of trials were

needed to obtain statistical evidence of discrimination, and we thus required animals to

perform at high rates. As such, five of the initial cohort of 24 rats were removed early in

training, i.e., after fewer than 30 sessions, because they performed significantly fewer

trials than their littermates. A further five animals were removed at intermediate stages,
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i.e., after approximately 100 sessions, for performing small numbers of trials after the

lever and nose poke were introduced. We did not consider these ten animals in the

summary analysis shown in Figure 2.3, because they were not introduced to the stimulus.

For the remaining 14 animals, the number of sessions required to acquire the lever

press response and nose fixation of 1.5 s ranged from 225 for our earliest animals to 61

for animals who started training later in the study. This large reduction in the number of

sessions occurred as the training procedures described above were established, and the

earlier numbers reflect our adjustments to these procedures rather than the intrinsic time

needed to train these behaviors. Further, we chose relatively short session durations to

facilitate the concurrent training of multiple animals as we developed the procedures

described above. In many cases, however, animals would still be performing trials at the

end of a session, albeit at a decreasing pace. It is thus likely that the use of our eventual

protocol with longer sessions to obtain more trials per animal per day would have further

decreased the training time necessary to achieve this level of behavioral performance.

The number of sessions required to learn the stimulus task was more variable,

ranging from 17 to 75, and did not reliably decrease over the course of the study. Further,

this measure did not appear correlated with eventual performance as the vibrissae were

trimmed.

Vibrissa trimming

Animals that successfully discriminated their assigned S+ and S_ stimuli in the

absence of the audio prompt (Figure 2.7D) in multiple consecutive sessions were then
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trained with only a single vibrissae row intact. At least once per week, animals at this

stage were lightly anesthetized on isoflurane for vibrissa trimming. All vibrissae on the

left side and all vibrissae on the right side except for the C row were cut. Animals

continued training with a single row until they again demonstrated successful

discrimination in multiple consecutive sessions, at which point their vibrissae were

further trimmed to leave only a single vibrissa intact. This vibrissa was required to be

sufficiently long to reach the stimuli and was thus typically chosen to be C1. Animals that

performed successfully with a single intact vibrissa were recorded on video as described

above and finally challenged with a series of controls.
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Figure 2.1 Two Localization Algorithms: Topographic Labeled-Line and Haptic-
Sensing

Each cartoon depicts an animal contacting a small object (black circle) and an
idealization of the resulting neural streams (dashed arrows) afferent to the vibrissa
somatosensory cortex.

(A) A labeled-line strategy. During small motion, the location of an object is encoded in
the identity of the vibrissa that contacts it. For clarity, only one row of vibrissae is shown;
additional rows do not directly aid localization.

(B) A sensorimotor strategy. During large motion, contact on a given vibrissa leaves
object position ambiguous. Information about the position of that vibrissa at the time of
contact resolves the confound. This scheme does not require multiple vibrissae.

(C) Rat with only the C row intact. The _ stradler is shown contacting the caudal
stimulus. The red arrows point to the location of contact. This stimulus is 30 ° caudal to
the stimulus shown in (B).



89



90

Figure 2.2 Apparatus for Behavioral Testing and Training

(A) View of training arena. Animals were placed in the vestibule at the start of a session,
and their position was monitored through infrared sensors. The U-shaped restraint bar
blocked the tunnel while allowing access to the operant lever and nose poke.
Discrimination trials started when an animal interrupted the nose poke sensor, causing
either the rostral or caudal stimulus pin to descend into the vibrissa field. The stimuli
were translated by air-driven pistons and positioned through a circular guide fixed
relative to the nose poke (supporting parts omitted for clarity). Lever presses in response
to the S+ stimulus, either rostral or caudal for each animal, were rewarded with a drop of
water in the fluid dispenser. Any remaining fluid was withdrawn by vacuum at the end of
the trial. An infrared lamp provided backlit contrast of the head and vibrissa for the
camera recording the ventral view shown in (C). The entire arena was enclosed in a
darkened, sound-attenuated chamber (not shown).

 (B) Detail of stimulus area from (A).

(C) View of stimulus area from (A), as seen by the camera. The nose poke allowed
reproducible positioning of the stimuli in head-centered coordinates (see also Figures
2.6A, 2.6B, 2.6D, and 2.6E).

[Original artwork: Jenny Groisman]



91



92

 

Figure 2.3 Summary of Performance Levels Achieved for All Animals

Each row represents one of 14 rats tested on the spatial discrimination task. The first
column gives an identifying number, and the second column gives the corresponding S+
stimulus assignment (R for rostral and C for caudal). Animals with gray numbers were
tested with response requirement L (Figure 2.7D) set to 1, and the remaining animals
were tested with L = 4–6. The next three columns summarize performance as the number
of intact vibrissae decreased. Filled circles indicate stable performance at a given level,
whereas open circles imply that an animal was tested but did not achieve stable
performance. “Stable performance” is defined here as statistically significant differences
in S+ and S_ responses over multiple sessions. In two cases, rat number 8 and rat number
12, external circumstances caused the end of testing despite success at all attempted
stages. The final column describes testing under various control conditions, and filled
circles here indicate that a given animal passed all controls. The dashed box highlights
those animals that succeeded in the task when limited to a single vibrissa. Among these
rats, those that habitually sampled the stimuli with their head are shown with half-filled
circles in the control column, because it was unclear whether this movement was
involved in forming a spatial percept.
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Figure 2.4 Temporal Profile of Behavioral Responses for One Session

(A) Lever press responses in a session by rat number 20 restricted to the right C1
vibrissa. The trial length T was 8 s and response requirement L (Figure 2.7D) was five
lever presses. Each row shows the first five lever presses in one trial, with responses from
S+ trials in green and those from S_ trials in red. The fifth response in an S+ trial was
followed by a reward. This session consisted of 58 S+ trials and 56 S_ trials over 30 min.

(B) Cumulative lever press counts from (A), averaged separately over S+ and S_ trials.
The inset illustrates this data transformation. The green line and shaded region give the
mean ± 2"  (standard error of mean) cumulative lever press counts for S+ trials;
equivalent data for S_ trials are in red. The gray arrows at 0.5 s mark the time point after
which the 2" error regions remain nonoverlapping.

(C) Distribution of latencies from the start of a trial to the fifth lever press, for the trials
shown in (A). Trials with fewer than five responses are shown at infinite latency. The
bars and left ticks show numbers of trials as a function of latency, and the lines and right
ticks show the same data as cumulative distributions. The S+ and S_ distributions are
statistically distinct (p < 0.001, two-sided K-S test). Green indicates S+ and red indicates
S_.

(D) Receiver operating characteristic curves summarizing differences between S+ and S_
latency distributions for multiple sessions. The fraction of S+ trials with latencies below a
threshold # is plotted against the fraction of S_ trials with latencies below the same #; the
curves are then constructed as # varies parametrically. The result for the data from (C) is
shown by the solid black line, where the heavy part of the line corresponds to the
threshold # having traversed the heavy parts of the lines in the inset data. The gray lines
are from 12 subsequent single vibrissa sessions by the same animal (rat number 20). The
orange line corresponds to the control session from Figure 2.5C. Identical S+ and S_
response distr ibutions would yield the diagonal  dashed l ine.
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Figure 2.5 Controls for Extravibrissal Cues

(A) Latency distributions for a standard session, performed by rat number 20 and similar
to Figure 2.4C. This session contained 54 S+ trials and 51 S_ trials and showed a
significant difference in the latency to the completion of a five–lever press response
requirement when comparing responses from S+ and S_ trials (p < 0.001, two-sided K-S
test).

(B) A session performed without infrared (IR) illumination. This session contained 45 S+
trials and 54 S_ trials and showed a significant difference between S+ and S_ response
latencies (p < 0.001, two-sided K-S test).

(C) A session in which the stimulus pins were absent. This session contained 21 S+ trials
and ten S_ trials and showed no significant difference between S+ and S_ response
latencies (p > 0.1, two-sided K-S test). The number of trials was smaller here because the
animal performed trials at a lower rate in this condition, and because the session was
short (15 min versus 30 min above) to prevent extinction of the discrimination behavior.

(D) Data from the session shown in (A) above, restricted to trials in which the animal
broke fixation before the stimulus had fully extended. This condition included seven S+
trials and ten S_ trials and showed no significant difference between S+ and S_ response
latencies (p > 0.1, two-sided K-S test).
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Figure 2.6 Patterns of Vibrissa Motion during Discrimination

The data in (A) to (F) are from the session analyzed in Figure 2.4, with S+ stimulus
(rostral for rat number 20) at +15 ° and S_  stimulus at 0 °. The scale bar in the
photographs is equal to 4 mm.

(A) Projection of 400 frames from a single S+ trial. This image shows the range of
vibrissa positions in the interval from _0.5 to +1.5 s relative to the start of a trial; this
range arises from whisking movements as well as small head motion and translations of
the mystacial pad. The S+ stimulus neighborhood is indicated by a green box, and the S_
stimulus region is in red. The dark line in the green box is due to stimulus motion;
compare to the green boxes in (B) and (E), which show fully extended and retracted
positions, respectively. Stimulus displacement appears smaller than the true 5.08-cm
travel because the motion was nearly normal to the focal plane (Figures 2.2A and 2.2C).

(B) Single frame in which the vibrissa contacted the S+ stimulus, taken from the trial in
(A). The blue rectangle indicates the region in which vibrissa position was estimated for
(C).

(C) Vibrissa position as a function of time. The green and red bands correspond to the
vertical extent of the similarly colored boxes in (A). The gray lines give position traces
from 58 S+ trials, and the black line highlights the trial shown in (A). The stimulus is not
seen here, but both rostral and caudal stimuli started their descent at ~30 ms and reached
full extension at ~300 ms. The stimuli were fully withdrawn within 150 ms of the end of
nose poke fixation; this occurred at a median of 315 ms for S+ trials and 530 ms for S_
trials. The green arrow marks the S+ contact in (B), and the dashed black line
demonstrates the ~100-ms delay in the onset of whisking after the start of a trial. Breaks
in the lines are due to tracking errors.

(D and E) Video images from an S_ trial, analogous to (A) and (B).

(F)Vibrissa position traces for 56 S_ trials, analogous to (C). The red arrow marks the S_
contact in (E).

(G) Summary of all tracked vibrissa positions from 0–0.25 s after the start of each trial,
including both S+ and S_ trials. The green and red bands correspond to the vertical extent
of the corresponding regions in (A) and (C) and show that the vibrissa scanned both
stimulus positions. The thick line is derived from the session analyzed in (A) through (F).
The thin lines are taken from five more sessions by rat number 20 and four by rat number
9; these lines were scaled to align with the S+ and S_ bands drawn for the session
represented by the thick line.

(H) Precontact vibrissa velocities. Bold lines show the distribution of angular velocities
as the vibrissa approached the stimulus for all contacts from (C) and (F), excluding
intervals in which the vibrissae were in contact with a stimulus and thus not appreciably
moving (defined as a velocity ≤1 pixel per 5 ms frame). The thin lines are taken from the
sessions considered in (G). In each case, the S+ and S_ stimuli are associated both with



98



99

Figure 2.7 Behavioral Logic for Operant Training and Discrimination Testing

All diagrams use 0.5-s intervals here for clarity; the actual sampling rate was 16 Hz.

(A) Lever press response training. Animals that waited D seconds without emitting a
lever press would elicit an audio prompt that signaled the start of a trial. The first lever
press response in the following T = 6 s was rewarded with a drop of water. At the end of
the trial, any remaining water was withdrawn. D was increased from 0.25 s to 4 s.

(B) Nose poke training. D was first increased from 4 to 60 s to decrease the frequency of
trial initiated by waiting. Trials could alternatively be initiated if an animal placed its
nose in the nose poke for N seconds. As this behavior was established, N was increased
from 0.063 s to 1.5 s.

(C) Stimulus training. All trials in this stage were initiated by a 1.5-s nose poke. Each
trial was randomly assigned as either S+ or S_, and the start of the trial was signaled by
the descent of the corresponding stimulus pin. The pin remained in the vibrissa field until
nose fixation was broken or until the trial ended. In S+ trials, the first lever press response
after the start of the trial resulted in a reward. If no response occurred within P seconds,
an audio prompt sounded. P was increased from 0.125 s to 6 s. Lever presses were
ignored in S_ trials.

(D) Stimulus discrimination testing. The audio prompt was eliminated from S+ trials. The
number of lever press responses, L, required to obtain a reward in S+ trials was increased
until a difference between S+ and S_ responses was apparent. This value was typically L
= 5 or 6; the example here illustrates L = 2. The structure of S_ trials was unchanged.
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Chapter III. Exploratory Whisking by Rat Is Not Phase-locked
to the Hippocampal Theta Rhythm

3.1 Abstract

The rat has a strong 6 to 9 Hz rhythm of electrical activity in the hippocampus, known as

the theta rhythm.  Exploratory whisking, i.e., the rhythmic movement of the rat’s

vibrissae to acquire tactile information, occurs within the same frequency range as the

theta rhythm and provides a model system to examine the relationship between theta

rhythm and active sensory movements.  In particular, it has been postulated that these two

rhythms are phase-locked as a means to synchronize sensory and hippocampal

processing.  We tested this hypothesis in rats trained to whisk in air.  Theta activity was

measured via field electrodes in the hippocampus and whisking was measured via the

mystacial electromyogram.  We calculated the spectral coherence between these two

signals as a means to quantify phase-locking.  First, we found that the fraction of epochs

with high coherence is not significantly greater than that expected by chance (7 of 8

animals and as a population average).  Second, we found that the trial averaged coherence

is low (|C| < 0.1) and, as an average across all animals, statistically insignificant.  We

further asked if the strength of the theta rhythm correlated with that of whisking,

independent of the lack of cycle-by-cycle coherence.  We observe that the correlation is

weak and insignificant (6 of 8 animals and as a population average).  We conclude that

there is no relation between the whisking and theta rhythms, at least as animals whisk in

air.
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3.2 Introduction

It is a matter of conjecture that oscillatory electrical dynamics in populations of

hippocampal and cortical neurons serve a functionally relevant role (Buzsaki and

Draguhn 2004).  A large slow wave oscillation at 6 to 9 Hz, known as the theta rhythm, is

one of the most salient electrophysiological properties of the hippocampus and is readily

observable in many species. Investigators have been trying to elucidate the functional

role of this rhythm.  Numerous behavioral studies have demonstrated the coexistence of

hippocampal theta rhythm and various voluntary motor patterns including locomotion,

orienting, rearing (Vanderwolf 1969; Whishaw and Vanderwolf 1971), swimming

(Whishaw and Vanderwolf 1971; Whishaw and Schallert 1977) and paradoxical sleep

(Vanderwolf 1969; Winson 1974). Exploratory whisking is an active rhythmic movement

of the rat’s tactile sensory organs, the vibrissae, which occurs with the same frequency as

the theta rhythm (Kleinfeld, Berg et al. 1999; Berg and Kleinfeld 2003) and occurs as a

pattern with sniffing and head movements during exploration of novel objects (Welker

1964).

Whisking can occur in the absence of the theta rhythm, as demonstrated in

experiments in which the medial septum was lesioned to abolish the theta rhythm (Gray

1971; Semba and Komisaruk 1984).  While this establishes the independence of the

oscillations, the precise relationship between theta rhythm and whisking is presently

ambiguous.  Komisaruk (Komisaruk 1970) describes a specific phase relationship

between the hippocampal theta rhythm and whisking by rat.  A similar claim holds for the

relation between the hippocampal theta rhythm and sniffing by hamsters (Macrides

1975).  In contrast to this result, Vanderwolf’s (Vanderwolf 1969) simultaneous
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recordings of hippocampal rhythm and the mystacial electromyogram (EMG), a surrogate

of whisking (Carvell, Simons et al. 1991; Berg and Kleinfeld 2003), demonstrate that

whisking co-occurs with the theta rhythm only when the rat is moving its head, and that

hippocampal activity in an otherwise immobile rat is slow and irregular.  Vanderwolf

further demonstrates that the theta rhythm is absent in the hippocampus when vibrissae

movement and sniffing co-occur in the absence of other movement (Whishaw and

Vanderwolf 1971).  Recordings from swimming rats also suggest the absence of a one-to-

one relationship between whisking and theta (Whishaw and Schallert 1977).  Thus, while

past results point toward the presence of independent rhythmic generators for whisking

and for the theta rhythm, there is a discordant view as to whether these generators can

phase-lock.  The importance of this issue is that locking can increase the reliability of

synaptic transmission.  This may provide a natural and efficient means to link the

acquisition of new sensory information, such as that gleaned from vibrissa touch, with

memories of past experiences and locations, whose storage and recall is dependent of

hippocampal activity (Treves and Rolls 1994; Buzsaki 2002; Hasselmo 2005; Vertes

2005).

Here, we revisit the issue of coherence between whisking and the hippocampal

theta rhythm.  Our hypothesis is that the disparity in the early literature results largely

from visual rather than analytical comparison of the measured time-series for whisking

versus hippocampal activity.  As a point of illustration, we consider the coherence

between two rhythmic time-series with substantial overlap in their spectral power

estimates (Figures 3.1A and 3.1B upper right).  For the case in Panel A, the frequencies

of the two signals co-drift and their spectral coherence, a measure of phase locking, is
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high.  For the case in panel B, the spectral content of the two signals is identical but they

drift independently and thus are uncorrelated.  The striking difference in coherence is

unlikely to be found by visual comparison of the time-series.  In the present study, we

calculate the coherence between the mystacial EMG and the hippocampal theta rhythm

and quantify the statistical significance of the measure across multiple whisking epochs

and a cohort of animals.

3.3 Experimental Procedures

Our subjects were 8 female Long Evans rats, 200 to 300 g in mass.  The mystacial

EMG was recorded during whisking in air in free ranging animals on an elevated runway,

as described (Berg and Kleinfeld 2003).  These electrodes record motor unit activity from

the intrinsic muscles.  The signals from two electrodes that spanned mystacial pad were

subtracted, high pass filtered, full wave rectified, and low pass filtered to form the

measure of analysis which we denote !EMG; the gradient operator emphasizes that it is a

spatially local measure of muscle activity.  The local field potential (LFP) in

hippocampus was recorded with a staggered triplet of Teflon coated tungsten microwires,

as described (Berg, Friedman et al. 2005).  The tips spanned a distance of 1 mm, with the

upper and lower electrodes in the dentate gyrus and the central electrode in the CA3

region.  The locations of the electrodes were verified post hoc from Nissl-stained

histological sections, and by comparing the maximal amplitude of the theta rhythm with

this in past studies (Robinson 1980).  The signals from three electrodes were subtracted

to form the discrete second spatial derivative, denoted !2LFP, a measure of the current
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source density.  This electrical measurement provides a strictly local measure of

hippocampal field activity, in this case current flow between the CA3 region and the

dentate gyrus.

Each rat was gentled and acclimatized to the experimental environment over a

period of 1 week prior to the surgical implantation of the electrodes.  The animals

recovered for five days upon completion of surgery, after which data was subsequently

collected daily for a period of 14 d.  Exploratory whisking was encouraged by

introducing objects to the animal and by the dimming of lights.  In one-half of the

animals, the infraorbital branch of the trigeminal nerve (IoN) was lesioned, as described

(Berg and Kleinfeld 2003), and data was collected for an additional 4 days.  The care and

all aspects of the experimental manipulation of our animals were reviewed and approved

by the Institutional Animal Care and Use Committee at UCSD.
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3.4 Analysis

For each whisking epoch, of T = 2 s, the spectral power of the mystacial !EMG

and the hippocampal !2LFP and the spectral coherence between these measures, denoted

C, were calculated.  The single-trial spectra were estimated as an average over K = 5

independent estimates using the multi-taper methods of Thomson (Thomson 1982;

Percival and Walden 1993).  The half bandwidth is Df = (2K-1)/T = 1.5 Hz.  The center

frequency for the whisking and theta rhythms were determined as the location of the

respective peak in the power spectrum.

The confidence limit for the magnitude of the coherence across all frequencies was

estimated from

|C|=SQRT( 1- P^[1/(NK-1)]) (1)

in which P = 0.05 represents the 95 % confidence limit, N is the number of trials or

epochs, and NK is the number of degrees of freedom (Jarvis and Mitra 2001).  The trial-

averaged coherence at the whisking frequency was calculated as the mean of the

complex-valued coherence.  Lastly, the correlation coefficient between the normalized

amplitude of the power in the whisking spectrum and that in the hippocampal spectrum,

was computed on an epoch-by-epoch basis for each animal.  Confidence intervals on the

correlation coefficients were computed based on the correlation coefficient between 1000

shuffled and randomly trials.
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3.5 Results

We analyzed 885 whisking epochs across 8 animals for which both rhythmic

whisking and the hippocampal theta rhythm were within the range of 6 to 9 Hz.  In a

fraction of the trials, less than 10 % of total, the theta rhythm had marginal power and

those trials were discarded.  For the example data of Figure 3.2, the power spectra of the

!EMG and the hippocampal !2LFP were largely overlapping (right upper panels Figure

3.2 A and B).  It is further evident that the two rhythms are locked to each other in some

whisking epochs (Fig. 2a), but not in other epochs (Fig. 2b).  The variability in the

coherence across individual epochs illustrates how a limited data sets can be used to

support the results of Vanderwolf (Vanderwolf 1969) versus Komisaruk (Komisaruk

1970).  This variability does not depend on how closely the two spectral power peaks

were aligned.

As a first means to establish the statistics of the coherence across individual

epochs within each animal, the coherence between whisking and theta rhythm was

computed for each epoch at the frequency of the peak in the whisking power spectrum as

well as at the theta peak frequency.  The magnitude of coherence between two unrelated

processes will satisfy the null hypothesis for |C| = 0.726 (Eqn. 1 with N = 1, K = 5, and

P = 0.05).  The normalized distribution of coherence magnitudes across epochs for a

representative animal (animal F9) shows that fewer than 5 % of the epochs exceed this

level of coherence (Fig. 3A). This is particularly evident from the cumulative probability

distribution, which crosses the 95 % line prior to reaching the significance value of

|C| = 0.726 (Fig. 3B).  As a population, the fraction of trials that had coherence

magnitude above the line of significance was calculated at both the whisking frequency
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and the theta frequency and compared across animals (Table 3.1).  If this fraction was

larger than 5 %, as expected by chance, the coherence between whisking and theta

rhythm was significant.  Seven out of 8 animals had insignificant coherence across trials,

in that the cumulative distribution exceeded |C| = 0.726 for less than 5 % of the trails

(Table 3.1).  Critically, a composite analysis that includes all trials in all animals shows

that this is insignificant at the P < 0.05 level (All, Table 3.1).

As a second means to establish the statistics of the coherence across individual

epochs, we calculated the trial-averaged coherence for each animal.  Consistent phase

locking across epochs would be indicated by a statistically significant value of the

magnitude of the coherence after averaging.  Four out of eight subjects had insignificant

trial-averaged coherence.  The remaining four subjects had significant, albeit small, trial-

averaged coherence (Table 3.1).  Critically, a composite analysis that includes all trials

across all animals shows that, on average, there is insignificant coherence (All,

Table 3.1).  In summary, we fail to reject the null hypothesis of no coherence between

exploratory whisking and hippocampal rhythm.

Independent of frequency locking, it is possible that whisking and hippocampal

theta rhythm activity can modulate each other on the second to seconds time-scale of

individual epochs.  To test this, we performed a linear regression analysis between the

peak spectral power in the exploratory whisking band with that in the theta rhythm band

to determine if the two signals were statistically correlated  (Fig. 4A).  Only one out of

eight animals demonstrated a statistically significant correlation (Fig. 4B) at the P < 0.05

level.  A composite across all epochs in all animals showed that the composite correlation
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was insignificant (r = -0.03, P = 0.013).  This result indicates that the amplitudes of the

two rhythmic signals are independent of each other.

Finally, we revisit the issue of the independence of whisking and the theta rhythm

in terms of a sensory lesion, rather than a lesion to the limbic tract (Gray 1971; Semba

and Komisaruk 1984).  Our analysis makes use of the known decrement in frequency of

rhythmic whisking in response to lesion of the IoN to block sensory input (Welker 1964;

Berg and Kleinfeld 2003).  We asked if such a decrement occurs in the hippocampal

rhythm as well during exploratory whisking.  In agreement with past results, we observed

a decrement in the frequency of whisking across 4 of 4 animals in which we lesioned the

IoN (Table 3.2).  In contrast, only one animal showed a systematic decrease in the

frequency of the theta rhythm.  This data further supports the independence of the two

rhythms.
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3.6 Discussion

The present study quantifies the coherence between the rhythmic movement (via

the electromyogram) of the rat’s vibrissae during exploratory whisking (Berg and

Kleinfeld 2003), and the hippocampal theta rhythm.  Overall, the two rhythms are not

locked in a greater percentage of epochs than would be expected by chance (Table 3.1).

This finding reconciles a long-standing disagreement in the literature.

The hippocampal theta rhythm and cortical desynchronization are considered

hallmarks of arousal and alerted states (Komisaruk and Olds 1968; Moruzzi and Magoun

1995; Berg, Friedman et al. 2005).  In pioneering work, Green and Arduini (Green and

Arduini 1954) recorded from both anesthetized and awake but sessile animals and found

that the theta rhythm occurred concomitantly with cortical desynchronization.  The

relationship between these rhythms appears less obvious in drowsy animals (Vanderwolf

1969).  Studies of rhythmic activity in hippocampus during awake behavior were first

provided by Grastyan et al. (Grastyan, Lissak et al. 1959) and Adey et al. (Adey, Dunlop

et al. 1960), who recorded from cats as they performed learning tasks.  Of direct

relevance to the present work, Komisaruk and Olds (Komisaruk and Olds 1968) first

reported on units in hippocampus that were active during bouts of exploratory vibrissa

movements, suggesting a link between hippocampal activity and whisking.  Further, the

hippocampal theta activity and spontaneous vibrissa twitches during paradoxical sleep

(Vanderwolf 1969) appear to be related on a cycle-by-cycle basis (Lerma and Garcia-

Austt 1985).

The overlap in frequency range between exploratory whisking and the

hippocampal theta frequency makes it tempting to speculate that the two rhythms phase-
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lock during activity.  Komisaruk (Komisaruk 1970) reported that a  “one-to-one

correlation was often observed between each vibrissa twitch and each beat of the theta

rhythm”, though their “rhythmicity are not always phase locked” (Figure 5 in Komisaruk

(Komisaruk 1970)), a result later reaffirmed by Semba and Komisaruk (Semba and

Komisaruk 1984).  In complementary work with hamsters, potential coupling of

exploratory sniffing with the theta rhythm was studied by Macrides and colleagues

(Macrides 1975; Macrides, Eichenbaum et al. 1982), who found that “the mystacial

musculature often appeared to be correlated with individual hippocampal slow waves at

times” yet the timing of the theta rhythm “showed the timing of sniffs relative to peaks or

troughs in the slow waves to be steadily  drifting”.  Despite the stated caveats in past

work, the notion of a one-to-one correlation between the two rhythms has gained undue

acceptance.  As quantified in this report, this acceptance is unfounded.

It is important to note that the phase relation between whisking and the theta

rhythm may well depend on the state of the animal. First, recent work showed that the

coherence between ongoing cortical activity and vibrissa motion triples when rats are

engaged in a reward-based tasks (Ganguly and Kleinfeld 2004).  Secondly, both past

(Adey, Dunlop et al. 1960; Macrides, Eichenbaum et al. 1982) and recent (Jones and

Wilson 2005) work suggests the hippocampal theta rhythm and ongoing cortical activity

tend to phase-lock during a memory task.  Thus it is possible that the theta rhythm and

whisking will phase-lock under certain circumstances, such as when the rat learns to

discriminate an object with the vibrissae, as opposed to whisk in air.  For example,

sniffing is locked to the theta rhythm during a reversal of odor contingency (Macrides
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1975; Macrides, Eichenbaum et al. 1982), yet unlikely to be locked to the theta rhythm in

the absence of novel odors (Kepecs, Uchida et al. 2005).
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Figure 3.1 Illustration of Coherence Measurement between Two Rhythmic Traces

The time-series are based on simulated data that consists of sinusoids with added
Gaussian amplitude noise, whose correlation time is 160 ms and standard deviation is
30 % of the sinusoidal amplitude, and added Gaussian phase noise, also with a 160 ms
correlation time.  The two time-series have the same frequency, but are modulated in
frequency from trial-to-trial (f = 10.0 ± 0.3 Hz).  A. The two time-series co-drift; the
bands on the left are to guide the eye.  The upper right trace shows the two average power
spectra of 50 samples, and the lower right trace is the magnitude of average coherence,
which is high in the region of substantial overlap of the power spectra. The gray
horizontal line represents the magnitude for which the coherence is significant at the
P < 0.05.  B. The two time-series drift independently.  The peaks in the two power
spectra overlap substantially, as shown to the upper right, but the magnitude of the
coherence is low and insignificant at the overlap in frequency.
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Figure 3.2 Spectral Measures of the Mystacial !EMG and the Hippocampal !2LFP
in two, 2-s Whisking Epochs.

(A) Single epoch with overlapping power spectra and high coherence as indicated at the
asterisk.
(B) Single epoch with overlapping power spectra and low coherence as indicated at the
asterisk.
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Figure 3.3 Trial-averaged Coherence between Whisking and the Theta Rhythm

(A) Probability density function (PDF) of coherence magnitudes for a sample animal (F9,
n = 264).
(B) Cumulative density function (∫PDF) of coherence magnitudes for same animal.  The
significance line for a 95 % confidence interval is depicted as a horizontal line.  Vertical
line represents coherence magnitude that 5 % of epochs would be expected to exceed
under null hypothesis.  The ∫PDF would cross the vertical line at fewer than 95 % of the
epochs if the number of coherent epochs were significant.
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Figure 3.4 Lack of Amplitude Correlations between Whisking and the Theta
Rhythm

(A) Peak power of whisking versus peak power of hippocampal signal for animal F9.
Each dot represents a 2-second whisking epoch. Regression line demonstrates correlation
is not statistically significant (r = -0.08 and P = 0.06).

(B) Correlation coefficient and 2-s error bars on relationship between peak power of
whisking and peak power of hippocampus for each animal subject.  There is a significant
negative correlation for animal K1.
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 Table 3.1 Compendium of trail-by-trial coherence for all animals

Animal Number
of

whisking
epochs1

Trials with
coherence above
95 % significance

at f = fwhisk

Trials with
coherence above

95 %
significance at

f = ftheta

Maximum value
of trial averaged

coherence,

<C(f)>trials

B1 63 7.9 % 6.3 % 0.23
F2 45 0.0 %   0.0 %   0.09  
F3 38 2.6 %   2.6 %   0.01  
F6 103 2.9 %   1.0 %   0.09
F7 181 1.7 %   1.7 %   0.03  
F8 100 1.0 %   0.0 %   0.12
F9 264 4.9 %   4.6 %   0.17
K1 91 1.1 %   4.4 %   0.05  
All 885 3.1 %   2.8 %   0.07  

1 – Each epoch is 2 s in duration with 6 Hz < ftheta < 9 Hz and 6 Hz < fwhisk < 9 Hz.

 Insignificant coherence, i.e., the null hypothesis of significant coherence, based on P < 0.05, is rejected

 Insignificant coherence, i.e., the null hypothesis of a significant trial-averaged coherence, based on

P < 0.05, is rejected.
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Table 3.2 Compendium of frequency changes after lesion of the IoN

Animal Number of
epochs
before

incision1

Number of
epochs
after

incision1

Null hypothesis
for equivalent
distributions
of whisking
frequencies2

Null hypothesis
for equivalent
distributions

of theta rhythm
frequencies2

F7 408 343 Rejected
(P < 0.01)

Not rejected
(P > 0.5)

F8 215 179 Rejected
(P < 0.01)

Not rejected
(P = 0.7)

F9 419 295 Rejected
(P < 0.02)

Not rejected
(P = 0.8)

K1 139 114 Rejected
(P < 0.01)

Rejected (P < 0.01)
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Chapter IV. Utility of Independent Component Analysis for
the Interpretation of Intracranial EEG

4.1 Abstract

Intracranial recordings from electrode arrays implanted in epilepsy patients are

used for the localization of seizure foci and for cortical mapping of sensory and language

areas prior to surgery. These clinical evaluations also provide a unique opportunity for

cognitive neuroscience studies of language, motor activity, and perceptual processing.

Analysis of intracranial EEG recordings is normally performed in the “channel domain,”

whereby EEG signals from individual implanted electrodes are examined separately. We

postulate that intracranial EEG signals, like scalp EEG signals, are mixtures

(superpositions) of local activity and volume-conducted activities of many sources.

Independent component analysis (ICA) has aided the interpretation of scalp EEG by

separating signal mixtures into independently generated source signals. Here, we apply

ICA to intracranial data in an effort to better understand the composition of the field

potentials recorded by intracranial electrodes. In this study, we use ICA to unmix model

sources from intracranial EEG recorded from four epilepsy patients during a visually-

cued finger movement task recorded in the presence of background interictal pathological

brain activity. We demonstrate that the intracranial data channels are not independent as

recorded, and verify that ICA decomposes the data into more independent signals.

Further, many of the grid maps giving the pattern of projection of the independent

components onto the channel grids are consistent with origins in synaptically connected

brain regions. Finally, ICA identifies components exhibiting classic movement-related
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dynamic patterns. The results suggest that ICA can be used to identify functionally linked

networks of local field sources in intracranial data.

4.2 Introduction

The goal of cognitive neuroscience is to correlate cognition and behavior with

brain function. While animal studies provide the opportunity to record neural activity

directly, either at the level of single units or of local field potentials, human neuroscience

is typically limited to non-invasive, whole-brain imaging techniques with limited spatial

and/or temporal resolution. Electroencephalogram (EEG) recordings using electrodes

placed on the scalp of humans is a technology for measuring electric fields generated by

brain activity that bears the advantage of sub-millisecond temporal resolution. The spatial

resolution of EEG, however, is both limited and ambiguous due to the multi-centimeter

scale spacing of electrodes on the surface of the scalp, the linear mixing of electrical

fields detected by the electrodes, and the difficulty of estimating source distributions on a

highly folded brain surface from sparse measurements on the smooth and relatively

distant scalp surface. The estimation of the locations of neurophysiological current

sources that generate the electric fields recorded by EEG sensors is thus a mathematically

underdetermined problem that requires brain modeling to achieve estimated solutions.

Independent component analysis (ICA) is a signal decomposition technique that

finds a set of maximally independent signals that mix linearly to create the original data.

The output of the ICA algorithm is an unmixing matrix with weights associated with each

electrode, and a matrix of component time series. ICA has been instrumental in the

interpretation of scalp EEG signals recorded during cognitive and perceptual tasks by

finding independent brain signals that are modulated on an event-related basis (Makeig et
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al., 1996; Makeig et al., 1997; for reviews, see Makeig, 2002; Makeig et al., 2004; Onton

& Makeig, 2006). Additionally, many independent component maps created from

projections of the mixing matrix onto the EEG electrode montage exhibit biologically

plausible patterns that are consistent with fields generated by dipolar current sources, in

the absence of any explicit localization constraints in the ICA model (Makeig et al., 1997;

Makeig et al., 2004 PLoS). Although ICA has aided the interpretability of EEG

recordings and has helped to localize current sources, neuroscientists continue to look to

other brain imaging measures that exceed the limited spatial resolution of scalp EEG.

Intracranial EEG (iEEG) is a technique for invasively recording the electrical

activity of the human brain, and is used for pre-surgical evaluation in patients with

medically intractable partial epilepsy (Engel, 1996). Intracranial signals are recorded

from surgically implanted subdural arrays or intraparyenchmal depth probes, typically 1-

cm spaced electrodes with ~1 -10 mm2 surface area, and are generally implicitly assumed

to record activity from a local region of cortex (Bullock, McClune et al. 1995; Nunez

2006). Clinically, intracranial studies have been critical for the localization of seizure foci

(Berger 1929; Jasper 1949; Wyler, Ojemann et al. 1984; Engel and Crandall 1987;

Luders, Awad et al. 1992; Dewar, Passaro et al. 1996) and for cortical mapping of

sensory, motor, and language areas prior to surgery (Penfield 1951; Penfield 1954;

Ojemann 1982; Burchiel, Clarke et al. 1989; Luders, Dinner et al. 1995; Tharin and

Golby 2007). In addition, intracranial recordings have also been utilized for cognitive

neuroscience studies of language (Ojemann et al., 1983; Ojemann et al., 1989), motor

activity (Arroyo, Lesser et al. 1993; Crone, Miglioretti et al. 1998; Crone, Miglioretti et

al. 1998; Miller, Leuthardt et al. 2007; Ball, Demandt et al. 2008), visually guided
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behaviors (Klopp, Marinkovic et al. 2001) (Klopp, Marinkovic et al. 2001), face

recognition (Halgren, Baudena et al. 1994; Halgren, Baudena et al. 1994; Klopp,

Marinkovic et al. 2000; Quiroga, Reddy et al. 2005), memory (Cameron, Yashar et al.

2001; Fell, Klaver et al. 2001; Rizzuto, Madsen et al. 2006), spatial cognition (Kahana,

Caplan et al. 1999), and attention (Ray, Niebur et al. 2008).

The fact that intracranial recordings involve the implantation of electrodes

directly on neocortex, and deep medial temporal structures amygdala and hippocampus

provides advantages over scalp EEG of higher spatial resolution and frequency

bandwidth. Intracranial EEG is therefore often treated as the “gold standard” to which

clinical scalp EEG results are compared and the localization of sources verified (Cooper

et al., 1965; Kobayashi et al., 2001; Dalal, 2008). It is generally agreed upon that

intracranial recordings, like scalp EEG, are mixtures of volume-conducted activities of

many current sources (Nunez, 2006). Despite this, the signals of each intracranial

electrode are typically examined individually without the explicit application of un-

mixing algorithms. Furthermore, because of volume conduction within the brain, signals

recorded from clinical iEEG arrays or strips may include activities not generated near to

the electrodes. Activity generated near to the electrode (or to the active reference

electrode) may typically dominate the iEEG signal, but this domination need not be

complete, as often assumed. Since volume conduction to both EEG and iEEG electrodes

is linear and without appreciable delay (Nunez, 1995), we propose that ICA should work

just as well for separating iEEG signal sources as for EEG sources.

That intracranial recordings are from epilepsy and other pre-surgical patients

means that cognitive research is performed using brains with pathologies. Although
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seizure episodes are not used in the analysis of cognitive experiments sometimes

performed on these patients during implantation, ongoing pathological brain signals

occur during interictal (between-seizure) periods.  Thus, in data from cognitive iEEG

experiments performed by epileptic patients, abnormal brain signals may be mixed with

the task-relevant brain signals under inquiry, and ICA might separate the volume-

conducted contributions of abnormal interictal activity from normal brain signals that

may be generated near to adjacent iEEG electrodes. Similarly, ICA may be able to unmix

normal brain activity from epileptic source activity, thereby revealing more about its

location and temporal dynamics than visual inspection of the summed channel data

themselves.

For these reasons, we propose that ICA may be useful in the interpretation of

intracranial data, and the goal of this study is to test the utility of ICA on intracranial

data. In this study, we use ICA to unmix independent sources of intracranial EEG data

from four patients with medically intractable epilepsy who performed a visually-cued

finger movement task. We first test whether the time series of intracranial recordings in

the channel domain are themselves independent, or whether ICA finds in the data source

signals having stronger independence. Next, we ask whether the grid projection maps

associated with the independent iEEG components are organized in a way consistent with

projections of compact, dipolar source regions or perhaps of sources including more than

one anatomically connected brain area. Finally, we inquire whether independent

components can better identify brain areas that are functionally linked. We make use of

two types of well-characterized pathological signals and the well-known cortical
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dynamics associated with motor tasks to determine whether ICA can identify and

separate these signals.

4.3 Materials and Methods

Intracranial Recordings from Epilepsy Patients

Four patients with focal, medically intractable epilepsy participated in the study

and gave informed consent with International Review Board approval. All patients had

intracranial depth and/or grid electrodes (Adtech, Inc.) implanted according to standard

pre-surgical evaluation protocol (Engel and Crandall 1987; Luders, Awad et al. 1992;

Engel 1996), and simultaneous scalp EEG recordings. The intracranial electrode arrays

are composed of 4mm diameter Platinum/Iridiumm (Pt/Ir) contacts separated by 10 mm

center-to-center spacing.

Table 4.1 lists the locations and numbers of electrodes used from each of the

participants of the study.

Data Acquisition and Preprocessing

For epilepsy monitoring, continuous video monitoring via scalp EEG and iEEG

were recorded with a 128-channel, digital 12-bit, XLTEK system (XLTEK Inc.) with a

sampling rate of 500 Hz. Patient 4 was recorded with a 128-channel, digital 24-bit,

Neuralynx (Neuralynx Inc.), sampling at 32 kHz, and subsequently downsampled to 2

kHz. All recordings were obtained using a scalp suture reference or mastoid reference

contralateral to the placement of the intracranial grid.
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Channels with significant artifact or EEG signals indicating a bad electrical

contact dominated by non-biological noise were removed from further analysis. The

number of intracranial and scalp EEG channels used in the analysis of each patient

dataset is indicated in Table 4.1.

Line noise (60 Hz noise) and its harmonics were removed on a single channel

basis via harmonic analysis (Mitra and Pesaran 1999; Jarvis and Mitra 2001) using

Matlab based software from http://www.chronux.org. Briefly, multi-taper spectral

estimates (Thomson 1982) were performed on a 1-second sliding widow with 50%

overlap. Five tapers were used for each estimate, and a zero padding factor of 2^10 to

ensure high resolution in the frequency domain. A goodness-of-fit F-statistic (Thomson

1982) was used to determine which frequencies had statistically significant peaks, p <

0.05. The line noise for Patient 4 was statistically insignificant.

Visually-cued finger-movement task

Patients participated in a cued finger movement task for language and motor

evaluation. The subject was presented with either the text of one finger name (“thumb”,

“index”, etc.) among five fingers in one hand, or a picture of one hand with an arrow

designating one finger (Figure 4.1). A patient was instructed to press one of five keys

using the finger corresponding to the stimulus. Trials were time limited to 1.57 seconds,

and a failure to respond within the allotted time was considered an incorrect trial.

Auditory feedback was presented in the form of a beep 1.24 sec after the stimulus

presentation. Two different audio tones were used for correct versus incorrect responses.

Stimuli were presented in a block design (Figure 4.2) in order of left hand picture stimuli,
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right hand picture stimuli, left-hand word stimuli, right-hand word stimuli, with the

presentation of specific fingers in random order within a block. There were 400 trials in

total for the task, consisting of 20 picture presentations and 20 text presentations for each

finger. The task was performed twice for three of the patients (800 trials) and once for

one of the patients. 400 (Patient 4) to 800 trials (Patients 1,2,3) were recorded, yielding

recordings of 12.5 to 25.7 minutes in length.

Electrode Localization

Locations of implanted electrodes were approximated using the LOC software

package developed and described in detail by Miller et al. (Miller, Makeig et al. 2007). In

short, we estimated axes in a Talairach coordinate system from post-surgical lateral CT

scans of the patient’s brain using glabella and inion skull landmarks. Corresponding

Brodmann areas were estimated from the Talairach coordinates using Talairach Daemon

software (Lancaster, Woldorff et al. 2000).

 4.4 Data Analysis

Independent Component Analysis

Infomax ICA (Bell and Sejnowski 1995) was performed on the data from each

patient. In the ICA model, a set of recorded time series X(t), is the linear combination of

a mixing matrix, A, and a set of source signals, S(t):

X(t) = A*S(t)

The solution to ICA is an unmixing matrix, W, that when multiplied by the original data

produce a set of maximally independent time series “activations” U(t).
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W * X(t) =U(t)

Multiplying both sides of the equation by the inverse of pseudo-inverse of W gives a

description of the original data as the product of a mixing matrix and the component time

series or activations matrix U(t):

X(t) =W (!1) *U(t)

Note that the unmixing matrix W(-1) is the inverse of A when the activations U(t) are the

underlying sources S(t). In practice, U and S may differ in the order of the components

and/or in their polarities, since a reversed polarity of a component time signal in U(t) can

be cancelled out by a reversed polarity of the component scalp map in the corresponding

column of  W(-1).

Pairwise Mutual Information

Mutual information based on differential entropy was computed between pairs of

channels or pairs of components. Differential entropy, the extension of information

entropy to continuous random variables, was used here in mutual information

calculations because recorded voltages can take on continuous values. The equation for

mutual information between two random variables X and Y based on differential entropy

(Cover 2006) is:

I(X;Y ) = h(X) + h(Y ) ! h(X,Y )

,where h(x) and h(y) are the marginal differential entropy for X and Y, respectively based

on the marginal probability densities, and h(X,Y) is the joint differential entropy based on

joint probability density p(x,y), using the following equation:
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h(X) = ! p(xi)log p(xi)

i
" !xi

Note that statistical independence can only be precisely determined on an infinite dataset.

The marginal and joint probability densities were approximated in Matlab using Riemann

sums:

 
p(xi) = Ni

N!xi

, where Ni is the number of values in the ith bin, N is the total number of values, and

delta-x is the bin size. The delta-x factor in the denominator ensures that the area under

the probability density function sums to unity.

Differential entropy then becomes:

 
h(X) = !

Nxi
N!xi log

Nxi
N!xii

" !xi

When the above formulation for differential entropy is substituted into the equation for

mutual information, the  !x  and  !y  cancel out, resulting the following equation:

I(X,Y ) = !
Nxi
N
log Nxi

Ni
" !

Nyj
N
log Nyj

Nj
" + !

Nxiyj
N

log Nxiyj
Nj

"
i
"

The time series data were divided into 100 bins for the entropy estimates of all channels

and components, which was a bin size of 7.5 to 15.5 seconds depending on the length of

the patient dataset.
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Percent variance accounted for (pvaf)

The relationship between a channel’s activity and the activity of independent components

was quantified by percent variance. The percent variance of a channel’s activity

accounted for by a single component is computed as:

pvaf = (1! var(Xi(t)! X
^
i(t)

var(Xi(t))
)*100

,where X(t) is the time series for a single channel, and X^(t) is the back-projection of all

components onto a given channel, absent the component of interest.

X^(t) is computed as

X^
i (t) =W

(!1)
i, j *Uj (t)

,where i is the channel index and j represents the indices of all but the excluded

component.

Spectral Analysis

The time series of channels and independent components (depicted below in

Figures 4.7 and 4.9) were de-trended with a high-pass Butterworth filter with a pass-band

above 2 Hz, and 40 dB attenuation at the stop-band of 1 Hz. Time series were

subsequently low pass filtered with a Butterworth filter with a 200 Hz pass-band limit,

with 60 dB attenuation in the stop band at 240 Hz.

Normalized trial average event-locked spectral estimates were performed on 2-

second trials centered on the key-press. Spectra were estimated as an average over K=5

independent tapers using the multi-taper method (Thomson 1982; Percival 1993; Mitra

and Pesaran 1999; Jarvis and Mitra 2001) based on a single-tapered sliding 250 msec
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window with 10 msec overlap. The baseline period for a trial was the average spectral

change of a given frequency band over the entire 2-second epoch. Significant deviations

from baseline power were computed with a bootstrap method based on spectral estimates

of each trial at 200 randomly selected latencies from the time-locking event.

Spectral and coherence estimates for channels and component signals exhibiting

pathological slow wave activity were estimated as an average over 5 independent

estimates using the multi-taper method applied to consecutive 10 second segments of

time series data that was pre-filtered with a Butterworth low-pass filter with an edge

frequency of 40 Hz and 60 dB attenuation by 60 Hz. The confidence limit for the

magnitude of the coherence across all frequencies was estimated from the following:

|C |= P1/(NK !1)

in which p=0.05 represents the 95% confidence limit, N is the number of trials or epochs,

and NK is the number of degrees of freedom (Jarvis and Mitra 2001; Berg, Whitmer et al.

2006).

4.5 Results

The results of ICA applied to an input matrix of time series data are both a

component weights matrix and a matrix of component time series. The weights matrix

indicates how much of each independent component contributes to each channel signal.

We first ask whether the time series from intracranial ICA are more statistically

independent than the time series of the original channel data. We computed mutual

information between all pairs of channels and between all pairs of component time series.
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The histograms in Figure 4.3 demonstrate that pairs of channels have higher mutual

information than pairs of independent components, with a greater reduction achieved by

ICA for scalp EEG channels than for intracranial channels. Table 4.2 indicates the mean

and range of values.

The quantitative relationship between channels and components was then

assessed with a “percent variance accounted for” metric. The percent variance of each

iEEG channel accounted for by its maximum component is depicted for Patient 1 (Figure

4.4A). If intracranial channels were independent, the maximal component would be close

to 100% and the plot close to white for all channels. Instead, we find that the maximum

contribution to each intracranial channel by its single largest-contributing component

ranges from 21.5% to 92.6% (Figure 4.4B). For patients 2,3,4, these quantities ranged

from 15.9% to 77.6%, from 21.1% to 90.1%, and from 5.42% to 94.9%, respectively, the

distribution from all four patients combined in Figure 4.4C and exhibited a broad range.

We next examined the maps contained in the inverse weights matrix and asked

whether they were ordered and consistent with directly connected brain areas, by i.e.

resembling plausible projections of distal sources contributing to the affected channels

through volume conduction. We find that the iEEG component maps fall into a few

different categories: focal components that project largely to a single iEEG channel,

diffuse components that project to a range of contiguous channels, typically with a single

dominant channels, complex components that project to discontiguous grid areas, and

noisy (mostly small) components that appear to combine channels in a disordered

manner. Figure 4.5 illustrates example component maps that fall into each category for
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Patient 1. The bar chart in Figure 4.6 depicts the fraction of component maps that fall into

each category for each patient.

The strongest assessment of the utility of ICA for the analysis of intracranial data

is to examine whether independent components separate out functionally meaningful

brain signals. Because these data are acquired from epilepsy patients who performed a

visually-cued movement task, we looked for both interictal pathological, as well as task-

related brain dynamics. Patient 1 had a 6x8 iEEG grid implanted over right frontal cortex,

and strips over a variety of locations including lateral temporal lobe, medial temporal

lobe, and medial frontal areas (Table 4.1). The etiology of Patient 1 partial epilepsy was a

structural abnormality in the medial frontal lobe, with pathology demonstrating cortical

dysplasia (Kuzniecky, Morawetz et al. 1995). The iEEG demonstrated episodes of

rhythmic moderate amplitude delta frequency activity on the following set of frontally

located channels: Grid1, Grid2, Grid9, Grid10, SFO4, and SFO3. Five of the 87

components, totaling 21.8% of the variance of the intracranial data, had component maps

weighting some combination of these six channels. Figure 4.7 depicts an example of one

of these components, IC3, which is strongly weighted both on a single lateral frontal

channel (Grid1), as well as on the most anterior two channels of the orbito-frontal strip

(SFO3, SFO4). An example 2-second segment from IC3 and the two channels to which it

most strongly projects depicted in Figure 4.7B illustrates the iEEG channel domain

abnormal delta activity. The log power spectrum of IC3, based on the average of spectral

estimates of contiguous 10-second segments of the data, reveals a peak at 3 Hz (Figure

4.8). The coherence of these two channels was statistically significant in the 2 Hz to 6 Hz

range. For comparison, the coherence between Grid1and Grid8 was computed. Grid8 was
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an arbitrary grid channel chosen because it did not exhibit pathological delta activity and

was not weighted in any of the maps with weights on Grid1. The coherence between

Grid1 and Grid8 is insignificant at all frequencies (Figure 4.8).

ICA also identified components exhibiting classic movement related dynamics.

Grid24, an iEEG channel in or near primary motor cortex Brodmann area 4 of Patient 1,

exhibited classic movement-related spectral changes including peri-movement alpha and

beta range power decreases and simultaneous gamma band power increases. ICA

decomposition of this patient’s data revealed one component with a strong projection to

Grid24. IC18 accounted for 89% of the activity on Grid24 (Figure 4.9), and demonstrates

the same alpha, beta, and gamma band movement-related spectral changes seen on

Grid24 (Figure 4.9). An additional two components demonstrated event-related spectral

changes time-locked to the movement, but with slightly different temporal dynamics of

gamma power and with maps projecting to different subsets of channels. IC68 shows a

strong gamma power increase time-locked to the movement and projects most strongly to

Grid15 which is in or near Brodmann area 6 corresponding to premotor and

supplementary motor areas. IC63 shows a gamma power increase tens of milliseconds

after the movement and a strong projection to Grid8, which is in or near the superior

temporal gyrus. IC23 (Figure 4.10C) is a component that separates out the alpha and beta

activity associated with mu blocking, but without the gamma component. IC23 projects

predominantly to Grid23, which is in or near Brodmann area 6 corresponding to pre-

motor and supplementary motor cortex.
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4.6 Discussion

To the best of our knowledge, this is the first peer-reviewed study in which ICA

has been applied to human intracranial data for interpretation of functional brain signals.

Hu et al. (Hu, Stead et al. 2007) applied ICA to concurrently recorded iEEG and scalp

EEG to attempt to remove the contributions of sources near the scalp reference channel to

the iEEG channel data. We applied ICA to intracranial data recorded during a cognitive

task because it has been instructive for other researchers in decomposing the linear

mixtures recorded by scalp EEG data into maximally independent model sources whose

dynamics are modulated on a task basis. To the extent that the assumptions underlying

ICA are reasonable approximations for scalp EEG, they are equally reasonable for iEEG.

ICA is a model built upon the assumption that the voltages recorded at the level of

sensors, are produced by (nearly) independent current sources that sum linearly and are

spatially stationary over the duration of the recording. Linearity is accepted as a

reasonable approximation based on the biophysics of electromagnetism through brain

tissue at the macroscopic level measured in scalp EEG and iEEG recordings (Nunez,

Wingeier et al. 2001; Nunez 2006). The spatial stationarity of sources at the scale

recorded by 1-cm spaced electrodes during ~20 minute recordings is an empirical

question that may or may not be factual, but may plausible as a gross approximation.

Traveling waves are observed in cortical recordings on much finer spatial scales (Rubino,

Robbins et al. 2006) and spread to a small enough extent that they could appear

synchronous in the cm2 scale of standard iEEG recordings (Freeman, Holmes et al. 2006).

It should be noted that ICA does not exclude moving sources; rather, it would need to



144

account for the dynamics of a moving source as successive, temporally overlapping

activity across multiple components. Although ICA may not capture all the aspects of

spatiotemporal dynamics of cortical signals, we propose the use of ICA to spatially filter

iEEG signals, with the goal of improving on the standard approach in which each

intracranial channel is implicitly regarded as an independent source whose activity is

open to visual inspection.

We propose that ICA is useful for the interpretation of intracranial data by un-

mixing and separating functionally meaningful signals having biologically plausible

component maps, and by separating pathological activity from task-based activity. We

first tested the independence of intracranial recordings by comparing their degree of

independence to that of component signals found by infomax ICA, which are guaranteed

to be the maximally independent signals linearly combining to produce the data. Both the

mutual information histogram and the percent-variance-accounted-for measures

demonstrated that ICA decomposed the data into a set of signals with much greater

independence than the original signals. Although ICA decomposition can identify

maximally independent signals in any dataset, and independent component signals are

never less independent than the recorded signals), our results nonetheless demonstrate

that intracranial signals are not independent as recorded, and ICA finds yet more

temporally independent or distinct signals in iEEG, many of which, in addition, have grid

maps that may plausibly be associated with a source not located under any single iEEG

electrode.

We then asked whether and how many of the spatial patterns exhibited by the

component maps from the ICA decomposition appear biologically meaningful. We found
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that only a fraction of the component maps identify components projecting to single

channels, components we categorized as “focal,” while the vast majority project to

multiple electrodes. Another set of component maps, those projecting to multiple nearby

electrodes, were categorized as “diffuse.” Diffuse component maps project to channels in

brain tissue likely to be anatomically connected. A second type of component map

projecting to multiple electrodes was categorized as “complex” because the affected

electrodes were not located in contiguous brain regions. We hypothesized that these

component maps identify functionally distinct brain processes. Finally, we demonstrated

examples of components with coherent pathological activity projecting to multiple

electrodes.

We cannot make any concrete claims about the location of sources based on ICA

alone, without first building individualized forward head model to predict how current

sources generate the electric fields that appear as voltage changes on the sensors.

However, we postulate that the most parsimonious explanation for focal component maps

is that they represent brain sources in close proximity to the affected electrode. Our

interpretation of the diffuse component maps is that they represent either 1) wide (multi-

cm) areas of local cortical field activity coupled synchronously through synaptic

coupling, or 2) the projection through volume conduction of activity generated in a

(smaller) distal source area to a wide array of sensors. For example, a radially-oriented

focal source on the inferior cortical surface might project to a much wider area on the

superior cortical surface. These two quite different possibilities cannot be disambiguated

without a forward model of the current flow through the brain volume conductor.

Although synchronous activity across a multi-cm cortical region has not been reported in
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the normal awake brain, in fact few studies have looked in detail and the extent and

dynamics of synchrony within either animal or human cortex.

The ‘complex’ component maps in some cases suggested origins near electrodes

that were functionally coupled. Again, the dipolar nature of cortical fields signify that

each source has two opposite projection directions (in which the projected signal has

opposite sign). In some cases, ‘complex’ maps might thus be generated by a small

number of bi-valent dipolar projects to the iEEG grid.

Finally, some fraction of the independent components was not categorizable as

focal, diffuse, or complex and was therefore described as “noisy.” The ICA algorithm, by

design, decomposes the data into the same number of components as there are sensors.

Some number of the independent components may fall below the threshold of those that

can be resolved from the available length of the data. Also, the number of potential

proximal and distal source signals contributing by volume conduction to an iEEG data set

is larger than the number of electrode signals. ICA typically mixes the contributions of

small source signal contributions into the available number of components. Thus, the

smallest components returned by ICA may not be dominated by a single source signal, as

is also the case for scalp EEG data decomposition.

An additional test of the utility of intracranial ICA, beyond the qualitative

assessment of the biological plausibility of component maps, was to determine whether

the time series of independent components group signals from disparate areas of the brain

that are functionally linked. The prevalence of stereotyped pathological signals in these

data provided the opportunity to use signals that are well characterized in the channel

domain. We identified one type of clinically important signal, frontal rhythmic
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intermittent delta activity, to test whether ICA can successfully separate pathological

signals from non-pathological signals. Frontal intermittent rhythmic delta activity

(FIRDA) is a nonspecific, but common, pathological brain signal that can be seen in

patients with tumors (Kubota and Ohnishi 1997), increased intracranial pressure, and

toxic-metabolic disorders (Niedermeyer 2003). ICA decomposition of scalp EEG data

has been shown to successfully separate FIRDA from other brain activity in patients with

Creutzfeld-Jakob disease, and associates FIRDA with periodic lateralized epileptiform

discharges (PLEDs) (Hung, Wang et al. 2007). In our intracranial data, ICA separated

FIRDA from other ongoing brain activity. Further, ICA separated 12 components having

maps including projections to some subset of the six channels clinically identified as

exhibiting frontal intermittent delta activity. Four of these components showed maximal

spectral peaks at 3 Hz, and the remainder exhibited a maximum at 6 Hz with a smaller

peak near 3 Hz.

Why were the FIRDA signals accounted for by multiple independent components

rather than being aggregated into a single component? ICA models the data as the

weighted mixture of independent source signals that remain spatially stationary through

the duration of the recording. Different FIRDA trains may have appeared on different

subsets of channels through the course of the 20-minute recording. Else, the source

generators of FIRDA may have been hierarchical rather than independent, as is suggested

by analysis of ictal epilepsy data (Repucci, Schiff et al. 2001).

As a further test of whether ICA separates functionally meaningful signals in

intracranial data, we also examined how the decomposition parsed event-related signals

triggered from cued finger movements. The cortical dynamics associated with finger
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movement are well characterized and therefore provide a good model for testing ICA.

The mu rhythm is a periodic signal with a stereotyped morphology including a sharply

contoured wave followed by a rounded phase, observed over rolandic cortex of humans

during periods of stillness and is attenuated with motor activity. Mu, like posterior alpha

activity, is therefore viewed as an “idling” brain rhythm (Jasper 1938; Gastaut, Terzian et

al. 1952; Niedermeyer 1999). The suppression of this rhythm during movements is a

well-known phenomenon first observed in the time domain of scalp EEG during

movement (Jasper 1938), and later determined by spectral decomposition to be comprised

of alpha and beta components (Pfurtscheller and Aranibar 1977; Pfurtscheller and

Aranibar 1980). This classical movement-induced brain signature is robustly evident

across imaging modalities including EEG (Stancak and Pfurtscheller 1996), MEG

(Salmelin and Hari 1994), and intracranial recordings (Arroyo, Lesser et al. 1993; Crone,

Miglioretti et al. 1998; Crone, Miglioretti et al. 1998; Aoki, Fetz et al. 1999; Ohara, Ikeda

et al. 2000; Klopp, Marinkovic et al. 2001; Miller, Leuthardt et al. 2007), and in response

to movements of different modalities including the tongue, foot, and hand (Pfurtscheller,

Pregenzer et al. 1994). Hand movement paradigms that have elicited this stereotyped

pattern have include manually squeezing of rubber ball (Pfurtscheller, Aranibar et al.,

1980; Pfurtscheller, 1982), finger movements from visual cue (Pfurtscheller, Neuper et

al., 1997; Klopp et al., 2001); fist clenching and relaxing (Miller, Leuthardt et al. 2007),

sustained muscle contraction (Crone, Miglioretti et al. 1998; Crone, Miglioretti et al.

1998), and more complex tasks involving the hand (Aoki, Fetz et al. 2001; Rektor,

Sochurkova et al. 2006). Recent studies with data acquired at higher sampling rates have

demonstrated an increase in gamma band power concurrent with the alpha and beta
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power decreases associated with mu (Crone, Miglioretti et al. 1998; Miller, Leuthardt et

al. 2007).

It is therefore expected that our visually-cued finger movement task would also

elicit mu blocking in the time domain associated with alpha and beta power decreases,

concurrent with gamma power increases over motor cortex. Indeed, a couple of

intracranial channels from Patient 1, who had electrodes implanted over peri-rolandic

area, exhibited these well-established spectral changes time-aligned to the finger

movement. We examined a single electrode over pre-central cortex as an example. ICA

decomposition revealed one component (IC18) with strong projections to that channel,

and weaker projections to the neighboring channels, which exhibited salient movement-

locked alpha, beta, and gamma band changes. The wider spatial extent of the beta

dynamics than the gamma dynamics is consistent with the findings of other researchers

(Crone, 1998; Miller, 2007). The effectiveness of ICA to separate predicted event-related

dynamics in our intracranial data, as a proof of principle, suggests that ICA could be

applied to data acquired during more sophisticated cognitive and perceptual tasks for

identifying novel brain dynamics and functionally connected regions.

The infomax ICA algorithm used here has a strong and possibly fallible

assumption of spatial stationarity of the source areas over the entire length of the

recording. Newer decomposition methods have been developed that explicitly account for

moving sources, such as complex ICA (Anemuller, Sejnowski et al. 2003; Anemuller,

Duann et al. 2006; Dyrholm, Makeig et al. 2006; Dyrholm, Makeig et al. 2007) and the

“amica” algorithm for multiple mixtures  (Palmer 2006), all of which have been applied
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to EEG data. The application of these algorithms to intracranial data could refine and

extend the results reported here, and will be investigated in future research.

In summary, ICA is an algorithm for identifying and characterizing brain sources

underlying mixed signals, without any constraints on where those sources are distributed.

The results from ICA decomposition of EEG data may be used in conjunction with

source localization models, such as equivalent single dipole or multiple dipole modeling

with boundary element (BEM) or finite element (FEM) head models, to answer both

“what” and “where” questions about brain function – i.e., What source activities produce

the observed brain electrical data, and where are they generated? The putative sources of

intracranial data identified by ICA can only be used for source localization by

incorporating a sophisticated forward model, as forward models for EEG assume an

intact skull, and are thus insufficient for use with epilepsy patients with craniotomies.

Skull anisotropy has an effect on the accuracy of dipole localization to begin with (Yvert,

Bertrand et al. 1997), and the hole produced from a craniotomy has significant effects on

volume conduction (Oostenveld and Oostendorp 2002). Therefore, a critical step in

extending this work will be the development of forward head models of patient-specific

craniotomized skulls (Akalin Acar 2008). When used in conjunction with patient-specific

forward models, can likely give more information about the distribution of both

pathological and normal brain activities recorded by iEEG and/or scalp EEG sensors.

In conclusion, we demonstrate that ICA is useful for the interpretation of

intracranial data. While intracranial recordings from patients with focal refractory

epilepsy provide the unique opportunity for analysis of human brain signals with sub-

millisecond resolution and without the low pass filtering from the skull and scalp, there
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may be limitations to the extrapolation of healthy, normal-functioning brain activity from

these studies performed on pathological brain tissue. It is therefore critical to find a

robust means for separating epileptic and otherwise pathological brain signals from the

task-related brain signals under investigation. ICA is one approach for solving this

problem. Furthermore, our analyses demonstrate that intracranial signals are not

independent as recorded, suggesting that analysis of event-related brain dynamics in the

“component domain” can offer additional insight not readily apparent from the traditional

channel domain analysis. Our simple task paradigm, with previously characterized

dynamics, validates the use of ICA-based analysis of intracranial data. The success of this

approach suggests that new discoveries of brain dynamics associated with novel, more

complicated novel cognitive and behavioral tasks, could be discovered with the use of

ICA.
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Table 4.1 Numbers and Locations of Electrodes

Patient Intracranial electrodes* Scalp electrodes
1 88 total, 87 used

1 6x8 right frontal grid
3 1x4 frontal strips
1 1x4 orbito-frontal strip
2 1x8 lateral frontal strips
2 1x4 mesial temporal
surface

31 recorded,
30 used

2 52 total, 49 used
1 3x8 left temporal grid
2 1x8 frontal strips
3 1x4 mesial temporal depth
probes

21 recorded,
16 used

3 60 total, 60 used
1 4x6 right temporal grid
1 8-contact R depth probe
1 8-contact L depth probe
1 8-contact strip
3 1x4 frontal strips

30 recorded,
30 used

4 44 total, 39 used
1 6x6 right frontal grid
1 1x8 parietal strip

23 recorded,
16 used

*The number of scalp electrodes varied because of differences in the surgical craniotomy
size and location.
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Table 4.2 Statistics on histogram of the pairwise mutual information for Patient 1.

Type of Pairs N Mean MI
(nats)

Median MI
(nats)

Range MI
(nats)

Intracranial
Channels

3741 0.0138 0.0068 Min: 0.0017
Max: 0.4159

Intracranial
Components

3741 0.0052 0.0045 Min: 0.0013
Max: 0.0684

Scalp EEG
Channels

465 0.0859 0.0510 Min: 0.0056
Max: 0.6857

Scalp EEG
Components

465 0.0166 0.0139 Min: 0.0015
Max: 0.1326
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Figure 4.1 Schematic of Visually-cued Finger Movement Task

One of 20 stimuli indicating which finger to move is presented to the patient. Half of the
stimuli are words naming a finger, and the other half are pictures of a hand with an arrow
pointing to a finger. Stimuli are spaced 1.57 seconds apart. For trial-average spectral
changes computed in this study, the data were parsed into 2-s epochs centered on the key-
press. (ICA was performed on the continuous data before epoching.) Patients are
presented with a tone indicating whether their performance on a given trial was correct or
incorrect.
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Figure 4.2 Presentation of Stimulus Types in Experimental Task

The study was a block design, with a block for each hand and stimulus type. The
presentation of finger stimuli was randomized within a block. The entire experimental
task was run through twice for Patients 1,2,3 and once through for Patient 4.
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Figure 4.3 Reduction in Pairwise Mutual Information of Independent Components
as Compared to Channels

Histograms of normalized pairwise mutual information between channels (top row) and
between independent components (bottom row) returned from ICA performed on
intracranial data (left) and on scalp EEG (right). As expected, the pair-wise mutual
information of independent components is greatly reduced as compared to the pair-wise
mutual information of channel recordings. The plot combines results from the recordings
of four patients.
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Figure 4.4 Range in Percent Variance of Each Intracranial Channel Accounted for
by its Maximum Component

(A) Quasi-topographic display of intracranial (iEEG) channels for a single patient, from a
medial view of the right hemisphere (left) and lateral view of the right hemisphere (right).
The percent variance of an iEEG channel’s activity accounted for by its maximum
component indicated with the grey scale. Individual iEEG channels exhibit a wide range
in how much of their variance is accounted for by a single component. Channels in white
are dominated by a single independent component, whereas channels in dark grey are
accounted for by a linear combination of multiple components.

(B) Histogram of maximum percent variance of iEEG channels shown in a). A range of
values is demonstrated.

(C) Combined histogram of maximum percent variance of iEEG channels, for all four
patients. The range in maximum percent variance accounted for is preserved across
patients.
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Figure 4.5 Examples of Independent Component Maps

(A) Four example components with focal grid maps.

(B) Examples of components with more diffuse grid maps. These component maps could
represent synchronous activity of the cortex proximal to the implanted grid, or could
represent the projections of more focal current sources distal from the grid.

(C) Set of components that back-project to both the frontal lateral corner of the
intracranial grid, and the anterior end of the superior orbital frontal (SOF) strip. Each
component captures a slightly different subset of intracranial channels, including the
lateral anterior corner of the grid (Grid1, Grid 2, Grid 9, Grid 10), and the two most
anterior channels of the superior orbital frontal strip (SOF3, SOF4). These channels are
reported clinically to display coincident episodes of rhythmic moderate amplitude delta.
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Figure 4.6 Classes of Component Maps

Percentage of components for each patient that fall in to each of the four categories based
on visual inspection.
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Figure 4.7 Multiple Independent Components Associate Lateral and Medial Frontal
Channels with Interictal Delta Activity

(A) Schematic of electrode placement for Patient 1, with channels from independent
component 3 (IC3) highlighted in color. Lateral view of right hemisphere on the left, and
medial view of right hemisphere on the right.

(B) Map from IC3, which back-projects to Grid1, superior orbital frontal channel 4
(SOF4), and SOF3.

(C) Example 2-s time series from Grid1 (red), SOF4 (orange), and IC3 (black).
(D) Map of Independent Component 1, which projects most strongly to Grid9, but also to
Grid1, SOF4, SOF2, and Grid10.

(E) Map of IC4, which back-projects most strongly to SOF3 (red), but also SOF4
(orange), Grid 1(yellow) and SOF2 (yellow).
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Figure 4.8 Low Frequency Coherence between Channels Identified by Independent
Component 1 (IC1)

(A) Multi-taper power spectral estimates, cross power spectra, and coherence of
intracranial channels Grid1 and SOF4. The two channels, identified by IC3 in Figure 4.2,
are significantly coherent in the delta band, consistent with the clinical report describing
“episodes of coincident rhythmic moderate amplitude delta frequency” on these
electrodes.

(B) By contrast, Grid 1 and Grid 8, two channels that do not appear weighted within the
same component maps, are not significantly coherent, although they both have power in
the delta band (not shown).



166



167

Figure 4.9 Mu Blocking and Movement-related Spectral Dynamics

(A) Trial-average event-locked log power spectrum for Grid24, an electrode in or near
primary motor cortex.

(B) Time series of Grid24 (black) and IC18 (blue) from example 2-second segment
zeroed on the finger movement. A suppression of mu starting approximately 1.7 seconds
before the movement and lasting until 0.5 seconds afterwards is evident.

(C) Component map and trial-average event-locked log power spectrum for IC18. The
grid map of IC18 maximally back-projects to Grid24 with a penumbra including
neighboring channels. IC18 shows strong gamma increase during the movement and
concurrent power decreases in both the beta and alpha power bands.
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Figure 4.10 Independent Components Capture Dynamics in Different Regions of
Motor Cortex

Grid maps and event-locked log power spectra for three independent components.

(A) The grid map of IC23 projects most strongly to Grid23, which is located in or near
Brodmann Area 6 of the precentral gyrus and also projects to neighboring electrodes.
IC23 demonstrates an alpha and beta power decrease time-locked to the finger movement
followed by a rebound power increase.

(B) The grid map of IC68 projects most strongly to Grid15, which is also in or near
Brodmann Area 6. As compared to IC23, the movement-locked beta power decrease is
smaller in amplitude. IC68 additionally demonstrates a broadband gamma power increase
time-locked to the movement but with less precision in time than IC18 (Figure 4.9).

(C) The grid map for IC63 projects most strongly to Grid8, which is near the superior
temporal gyrus and borders on Area 43 of the precentral gyrus. The event-locked spectral
dynamics demonstrate a broadband gamma power increase within 100 msec after the
finger movement
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Chapter V. Conclusions and Future Work

In Chapter II, we used a behavioral paradigm to test the rat’s ability to localize

objects in space with its whiskers. The translation from touch to the position of an object

requires that the animal keep track of its own body position. Our study demonstrated that

rats could use a single actively moving whisker to search for, locate, and differentiate

objects in space. Rats were able to keep track of their vibrissa motion with a resolution

less than 100 msec. The ability of the rat to accomplish this task with only a single

whisker suggests that the phase of a whisking cycle could be used as a reference signal to

compare with a contact signal and compute an object’s position.

Similar findings by Knutsen and colleagues (Knutsen, Pietr et al. 2006) were

published contemporaneously with these results. In their experimental paradigm, rats

compared the rostro-caudal position of two different objects on opposite sides of its head.

The rat’s performance was at chance in the absence of whisking movements and was

improved when the animal had a stable head and body (Knutsen, Pietr et al. 2006). Both

the findings of Knutsen et al. and the work presented in Chapter II filled a fundamental

gap in our understanding of how object location in 3-d space can be represented by the

nervous system the rat and its a two-dimensional sensor array. The neural code must

disambiguate confounds of object position in the medial and rostro-caudal directions and

ambiguities introduced by the movement of the whiskers themselves. Ahissar and

Knutsen (Ahissar and Knutsen 2008) used our results as a building block for their

comprehensive model for the neural code of spatial position. They propose that vertical

position is encoded with a labeled-line code, radial position is encoded with firing rate,
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and rostro-caudal position is encoded with timing. They argue that this triple-coding

scheme allows for efficiency within the nervous system.

In Chapter III, we computed the coherence between a salient hippocampal brain

signal and whisker movements, both which occur in the theta frequency band, to

determine whether these signals are related and phase-locked. Given that theta in the rat

co-occurs with voluntary movements, it was a plausible hypothesis that whisking and

theta would be synchronous, suggested by visual inspection of some of the data. Our

work demonstrated that extracting phase information from the complex-valued coherence

measure to quantify phase locking, and with the use of statistics, hippocampal theta and

whisking oscillations are not coherent. Our careful analyses and quantification

disambiguated competing theories (Vanderwolf 1969; Komisaruk 1970) and resolved a

thirty-year-old debate in neuroscience literature.

In Chapter IV, human data acquired during a visually-cued finger movement task

was analyzed both with independent component analysis and spectral estimations. We

showed that ICA could be used to decompose intracranial data into a set of independent

model sources, where a “source” is the activity from a nearly synchronous patch of

cortex. Moreover, ICA was shown to separate the pathological brain signals that

contaminate these types of recordings, from the cognitive/perceptual signals under

investigation.

A theme that emerges from this work is the notion of phase for information

processing of the nervous system. The earliest work in neuroscience from single unit

recordings in the olfactory and visual system focused on rate codes. Neuroscience

research has evolved to consider timing as an essential aspect of the neural code.
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Rhythmicity is inherent in the nervous system: both in specialized motor outputs such as

the natural and ethologically important whisking movements of rats, and in oscillations at

many different frequency bands throughout the brain. The phase of the motor output of

the whisking system is a necessary parameter for the accurate encoding of spatial position

of objects. Oscillations at the level of spikes, local field potentials, intracranial EEG, and

scalp EEG are the signatures of fine non-rhythmic motor movements such as human

finger movements and of a variety of behaviors and cognitive events. Future work will

take the exploration of oscillations one step future and examine phase relationships

among different frequency bands and between disparate brain areas. Independent

component analysis can help identify spatially discontiguous brain areas that exhibit

synchronous activity in response to behavioral and cognitive events. Additionally,

scientists will use results from basic science experiments on cognition and motor output

to develop neural prosthetics. We may still be decades away from determining the

cortical signature(s) of consciousness (and even of agreeing upon on a clear definition of

this term), but in the interim, phase-locking is proving to play an essential role, at least

for the creation of single conscious percepts of visual stimuli.

5.1 Future work with Intracranial ICA

Independent component analysis is a model that presumes spatial stationarity of

independent sources over the duration of the recording. In recent years, more

sophisticated ICA algorithms have been developed that relax this assumption and could

be applied to intracranial data for more accurate descriptions of underlying brain

processes.



180

Complex ICA is one technique that improves upon the infomax ICA model. With

complex ICA, a source regarded as dynamic spatio-temporal pattern, i.e. one that can

move across cortex. This is modeled as convolutive mixing in the temporal domain,

where an impulse-like EEG activation can be smeared out into a sequence of maps with

different spatial topographies. Convolutive mixing in time translates to multiplicative

mixing in the frequency domain. Complex ICA is therefore performed on complex-

valued spectra in the frequency domain, after having spectrally decomposed the time

series. In the work of Anemuller, Sejnowski and colleagues (Anemuller, Sejnowski et al.

2003), EEG data is first spectrally decomposed into the classical EEG bands (theta, alpha,

beta, etc.) and subsequently decomposed by the complex ICA algorithm. The results from

this approach suggest an improvement in the separation of sources from infomax ICA.

Further, it successfully identified sources with spatial dynamics in EEG data acquired

during a visual spatial attention task.

A further extension of the ICA algorithm is to relax the assumption of zero time

delays in addition to the spatial stationarity constraint. Dyrholm, Makeig and colleagues

(Dyrholm, Makeig et al. 2007) implemented an algorithm that used autoregressive filter

to find maximally independent components in the frequency domain. Their technique

also separated out independent components suggestive of biologically plausible brain

sources based on their spatial maps and temporal dynamics.

Another new approach for using ICA is the Mixture ICA algorithm developed by

Palmer and colleagues (Palmer 2008). This approach relaxes the spatial stationarity

constraint and the constraint of a fixed number of sources equal to the number of sensors.

The algorithm decomposes the data into multiple mixtures of independent sources that



181

change as a function of time over the length of the recording. Preliminary results suggest

that this technique can parse out the evolving dynamics of epileptic seizure activity

(Palmer 2008; Palmer, Akalin-Acar et al. 2008).

5.2 Forward Models for Intracranial ICA

Independent component analysis is a methodology that answers the “what”

question about brain sources without answering the question of where the sources are

located. It is therefore necessary to combine ICA results with source localization methods

such as current equivalent dipole models to a more complete interpretation of the results.

To date, most source localization methods have been developed based on the fully intact

skulls of normal subjects. In intracranial studies, however, the participating patients have

typically undergone craniotomies for the implantation of electrodes and have large

portions of skull removed. The propagation of electrical signals through the brain volume

conductor is dramatically changed by the craniotomy. Even small holes from local skull

defects have been shown to produce an abnormal EEG signal known as the “breach

rhythm” (Niedermeyer 1999).

The forward problem of how to calculate the electromagnetic fields observed on

intracranial and scalp EEG sensors given a distribution of brain sources, is a fundamental

step in accurately solving the inverse problem of localizing sources. Akalin-Acar and

colleagues (Akalin Acar 2008a; Akalin Acar 2008b) have recently developed a toolbox

for producing patient-specific realistic head models for the modeling of forward current

flow in intracranial patients. They extracted and modeled segmented tissue volumes for

scalp, skull, and cerebral spinal fluid, using magnetic resonance (MR) images. The
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boundary element model (BEM) was implemented for the numerical solution of the

forward flow of electromagnetic signals. This approach has been applied to epilepsy

seizure data and, in conjunction with ICA, has been used to localize independent seizure

sources (Akalin Acar 2008b). The application of this method to intracranial data from

patients participating in cognitive experiments, will further our understanding of

cognition, perception, and behavior.

5.3 Microwires Recordings in Humans

Another direction for the advancement of human research is the use of microwire

recordings in epilepsy patients. Recent technological advances for epilepsy research have

resulted in the implementation of microwire recordings in human epilepsy patients

concurrently with traditional macro-electrode intracranial recordings (Howard et al.,

Garrett, 1996; Ulbert et al., 2001). This clinical development has provided the

opportunity for neuroscientists to 1) obtain better spatial sampling of the electrical signals

of human brain dynamics, 2) fill in the gaps between animal research and human

research, and 3) begin to address the multi-scale problem by measuring relationships

between spikes, LFP recordings, and iEEG recordings. For example, Kraskov and

colleagues (2007) have recorded simultaneous spikes and LFPs from the medial temporal

lobe of human patients. Microwire recordings from the human medial temporal lobe have

revealed single neurons that are selective (Fried et al., 1997; Kreiman et al., 2000) and

invariant (Quiroga et al., 2005) in their responses to categories of objects and of human

faces. The responses of medial temporal single units and LFPs can be used to decode the

semantic category of stimuli (Kraskov et al, 2007), providing a basic step toward the
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development of cognitive neural prosthetics (Pesaran et al., 2006). Studies of motion

perception (Ulbert et al., 2001) and emotional processing (Kawasaki et al., 2001) have

also been achieved with microwire recordings, along with studies of language. The

development of microelectrodes allows for finer spatial sampling than can otherwise be

obtained given that language studies with animal models are not possible. Randomly

sampled single neuron recordings from the temporal cortex are selectively responsive to

language tasks such as naming, reading, or listening to words (Ojemann et al., 1988;

Haglund et al., 1994; Schwartz et al., 1996; Ojemann & Shoenfield-McNeill, 1999). The

use of concurrent microwires and clinical iEEG macroelectrodes during movement

paradigms has not yet been undertaken and is likely to enable significant advances in the

development of neural prosthetics.

5.4 Applications to Brain-Computer Interfaces

One the ultimate goals of neuroscience research is to elucidate basic mechanisms

of brain function for the development of clinical treatments and applications.

Approximately 2.4 million patients in the U.S. are paralyzed from a variety of medical

conditions including traumatic head or spinal cord injury, stroke, and amyotrophic lateral

sclerosis (ALS). The development of neural prosthetics and other brain-computer

interfaces (BCI) is essential for the treatment of these patients. Basic neuroscience

research on sensorimotor systems and the application of tools like ICA can facilitate the

progress of developing brain-computer interfaces.

For example, both the alpha band of the mu rhythm (Wolpaw, McFarland et al.

1991) and sensorimotor beta activity (Kubler, Nijboer et al. 2005; Bai 2008) have been
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effective signals for non-invasive brain-based control of cursor movements. In separate

work, ICA was shown to be instrumental for removing artifacts and improving

classification performance of a reaching task based on EEG signals (Hammon, Makeig et

al. 2008). The cortical signals used for BCI implementations of cursor movements and/or

robot arms have spanned the range of single unit recordings (Taylor et al., 2002;

Hochburg et al., 2006), LFPs  (Donoghue, 2007; Rickert, 2005), human intracranial

recordings (Leuthardt et al, 2004; Mehring, 2004; Pistohl, 2008), and whole brain EEG

(McFarland, Wolpaw et al., 2006). Local field potential recordings from monkey

(Rickert, Oliveira et al. 2005) have shown great promise for read-out of movement

direction and better classify movement direction than iEEG signals (Mehring, Nawrot et

al. 2005), suggesting that the implementation of microwires in humans is an important

research direction.

Better understanding of the classic issues explored in basic neuroscience of

sensorimotor processing is critical for the development of brain-controlled prosthetic

limbs. For example, how different are the cortical dynamics associated with active

movements versus passive movements? Is sensory input required for accurate movement

of a prosthetic effector, and how can the absence of sensory input be compensated in the

design? Alternatively, should sensors be included in the design of prosthetic limbs and

what is the best approach for integrating that sensory information with the efferent motor

commands?

The advancements in our understanding of sensorimotor systems and of the utility

of  ICA for clarifying the nature of large scale brain signals based on the work presented
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here, will hopefully lay a few more stones on the path toward the development brain-

computer interfaces.
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