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Abstract

Domain Specific Machine Learning - A No-Free-Lunch Perspective

by

Matthew R. Nero

This work explores Domain Specific Machine Learning (DSML) problems that arise

from a workflow in a semiconductor company. The focus is on understanding what

characteristics make them different from a typical machine learning problem. We first

discuss a general setup for a DSML problem and provide two postulates to describe the

scope of the DSML considered in this research. We examine the theories of machine

learning, including four different schools of thinking for articulation of what machine

learning is. We review the No Free Lunch Theory for machine learning and discuss the

incompleteness of the four theories in view of the No Free Lunch.

Based on the theoretical understanding, we then point out the essence of DSML.

Specifically, a DSML problem considered in this work follows an iterative process. In each

iteration, the learning goal is to attain a “surprise” for the next iteration. Essentially,

the unpredictability in the data appears in the next iteration represents the value of the

learning. From this point of view, we argue that the underlying problem in DSML is

local No Free Lunch.

An important consequence of this view is that machine learning will no longer be used

in making a decision for the user, as that traditionally used. Instead, it is used to help a

data summarization process to facilitate user to make a decision. In this thesis, we inves-

tigate two types of applications, outlier screening in production testing and wafer map

pattern recognition for yield monitoring and improvement. We use these two applications

to illustrate our view of DSML as well as various considerations associated with the view.

vii



Based on experience of implementing a machine learning software solution in a company,

we explain the lessons learned for deploying a successful machine learning solution. If we

consider traditional machine learning as largely focusing on the learning algorithms, we

conclude that DSML is largely focusing on all other aspects trying to leverage the capa-

bility of a learning algorithm (if possible). From this angle, DSML is solving a problem

complementary to machine learning (Co-ML). In other words, DSML shall not be taken

as another direct extension of ML. Instead, it would be more appropriate to view DSML

(in the semiconductor industry) as Co-ML.
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Chapter 1

Introduction

“If you would be a real seeker after truth, it

is necessary that at least once in your life you

doubt, as far as possible, all things”

— René Descartes

The last 10 years has been revolutionary for Machine Learning (ML). It has made

in-roads into daily life, to the point it is taken for granted. Captioning videos, on websites

such as YouTube, used to requiring a human to transcribe the video manually. Today,

speech-to-text has become quite practical, the videos are captioned automatically. Vir-

tual assistants, such as Alexa and Siri are in millions of homes. They turn off and on

lights, schedule appointments and answer questions; all with the call ’Alexa ...’. As-

toundingly, self-driving cars are a thing. They have gone from sci-fi television shows to

pilot programs to the highways. It is difficult to travel any significant distance without

seeing a Tesla with it’s autopilot feature.

These commonplace examples are possible through the dramatic progress in ML Re-

search. The ImageNet challenge [3] is one such example that pioneered the research in
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deep learning. The challenge is to identify a thousand different object classes over a set

of 1.4 million images. Each algorithmic competitor is graded on it’s ability to correctly

identify the objects. In 2010, when the challenge started, the best competitor achieved

just under a 30% error rate. Five years later that error rate dropped to under 4%; a rate

better than humans.

For the first time ever AlphaGo [4] beat champion Go player Lee Sedol. Learning

from example games, it gained knowledge on how to play. This knowledge was further

refined through self-play, where AlphaGo played against itself. The game-play shown by

AlphaGo was so good Lee Sedol remarked, “Surely, AlphaGo is creative” The next year

it was surpassed by AlphaGo Zero [5], which mastered the game only through self-play.

More recently we’ve seen text generation rise to a level that is nearly indistinguishable

from humans. Input a small amount of text into GPT-3 [6] and it can complete it. It will

write poetry, it will write Python code, it will write news articles; all of them with high

level of proficiency. When human evaluators were asked to determine if a news article

came from a human or from GPT-3, they had a difficult time. The evaluators correctly

identified the GPT-3 article 48% of the time. It is important to note that GPT-3 is cross

domain. It is not that GPT-3 can be trained on poetry to write poetry and then trained

on Python code to write Python code. Rather, GPT-3 is trained and then with a poetry

input prompt it will write poetry and with a Python code input prompt it will write

Python code. It will adapt, on-the-fly, to what is asked of it. Within it’s bag of tricks

GPT-3 can also answer questions, perform arithmetic and translate languages.

1.1 Domain specific machine learning (DSML)

In light of these successes, in this thesis work we look at some challenges of applying

ML to “domain specific” problems and how it is different from a typical problem solved by
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today’s ML mainstream. We use the term domain specific ML (or DSML) to differentiate

our subject matter from common ML.

First of all, DSML involves a domain expert (or user) who possesses the domain

knowledge for a particular application. The value of a result produced by ML is ultimately

judged by the expert. In such a context, the data to be learned on, is domain specific,

i.e. specific to the application. Naively, one can think of DSML as simply as applying

ML to analyze domain specific data.

Taking such a naive view can lead a domain expert to practice DSML as the following:

1. Collect the data (from the application context)

2. Formulate a ML problem, e.g. a classification problem

3. Select a ML tool

4. Run the tool on the data

5. Evaluate the result

Step 2, formulating the problem dictates what tools can be used in step 3. For

example, the expert might have a concern on the sufficiency of labeled data samples.

To mitigate the issue, the expert decides to formulate the problem as a semi-supervised

learning problem rather than a typical supervised learning problem. Doing so means that

in step 3, the expert will be looking for a semi-supervised learning tool.

Label sample scarcity is a common issue in DSML. However, by formulating the

problem as a semi-supervised problem, an implicit assumption for it to work effectively

is that most of the unlabeled samples would have behaved statistically similar to those

labeled ones. On the contrary, if most of the unlabeled samples behave entirely differently

from those labeled samples, then result from semi-supervised learning can be misleading.
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This point can be illustrated with a rather simple example. Consider in the labeled

dataset, we have a sample (X; y) = ([x1, x2, . . . , xn]; y) = ([1, 1, . . . , 1, 0]; 1), where n is

the number of features to encode the sample, X is the feature vector, and y is the label.

Suppose we have an unlabeled sample [1, 1, . . . , 1, 1] which differs from X only at the

last feature value. It is reasonable that a learning algorithm would infer the unlabeled

sample also has the label 1, especially if n is large such that there is no information to

tell it otherwise. However, for the unlabeled sample in the application context it can well

be the case that feature fn is a deciding factor and when its value switches from 0 to 1,

the label switches from 1 to 0.

For example, consider an application context where a hardware system is tested. The

features to encode a sample are some features in the system. When a test excites the

feature, its feature value is recorded in the sample. The output label is an indicator for

pass (such as label 1) or fail (such as label 0). Suppose feature value fn = 1 actually

implies a system fail. However, in the labeled data there is no sample with fn = 1 and

this information is unknown to the domain expert. Then, there is no reason for any

learning technique to infer correctly the label of feature vector [1, 1, . . . , 1, 1].

The naive view toward DSML reduces DSML to be a tool-oriented question. However,

a ML tool has an implicit assumption for it to work. This implicit assumption often is

difficult to articulate and hence, obscure from the user. Consequently, taking the naive

view can make DSML very much look like a trial-and-error search process, without much

a scientific principle to guide the search.

1.2 Examples from the semiconductor domain

In this section, we provide several DSML examples whose application contexts are

originated from semiconductor chip design process. Before describing those examples, we
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first use a simple matrix dataset view to recap a learning setup.

Figure 1.1: A typical dataset for machine learning.

A dataset in this matrix view is shown in Figure 1.1. In supervised learning, the labels

are provided. In unsupervised learning, the labels are not provided. In semi-supervised

learning, labels for a subset of the samples are provided (usually a much smaller subset

relative to the number m).

For example, a popular type of analytics is based on two classes of samples. A set of

k positive samples with a label of +1, these are the samples we’re interested in. Then,

the rest of m− k samples are negative samples with a label of −1 (or label 0, depending

on the context). To learn, a set of n features f1, . . . , fn are available to describe each

sample. In traditional classification, the goal is to obtain a model based on those features

to separate positive samples from the negative ones. In a domain specific application,

getting to such a model often is not the end goal. Instead, the goal might be to understand

the differences between the positive samples and the negative samples, i.e. what features

are relevant to explain their differences. Note that this problem is not necessary the same

as the traditional feature importance problem though. This is because different positive

samples can be due to different reasons and in many applications, understanding that

differences is also important.

In this matrix view, preparing a dataset involves 1) Define samples 2) Assign sample
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labels (if needed) 3) Define features, and 4) Calculate feature vectors. Note that this is a

traditional view of ML. In deep learning, though, the features are supposed to be learned

with a neural network from the data.

1.2.1 Functional verification coverage improvement

In the development of a semiconductor design one of the primary concerns is correct-

ness, particularly before manufacturing begins. To insure correctness of a design model

(e.g. an RTL model), the task is called Functional Verification. Applying ML to improve

functional verification was pioneered by the works in [7][8][9][10].

Figure 1.2: Simulation environment for functional verification.

Typically an RTL design model will be written in a Hardware Description Language

(HDL) such as Verilog or VHDL. This design model is verified with a simulation environ-

ment. The input stimuli are functional tests. For a design such as a processor, a System

on Chip (SoC) or a Micro-controller, these tests can be just some software programs

written in a language like C. The simulation environment includes the support to con-

vert such a C program into input stimuli accepted by the design model. In simulation,

traces are recorded. These traces are based on selected signals of the design model. For

each signal, its simulation waveform (e.g. with a discrete time stamp) is recorded. From

traces, coverage is calculated. For example, a coverage can be calculated based on a

selected set of coverage points where each point is represented by a signal name. Figure
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1.2 illustrates the overall setup of a simulation-based functional verification environment.

One of the primary applications of ML in the context of functional verification is

learning to improve coverage [9]. The thinking is simple: Can we learn from the vast

amounts of simulation data and help provide a guidance to modify the functional tests

resulting in improved coverage?

Figure 1.3: The iterative process of applying ML in functional verification.

Note that the process of applying ML to improve functional coverage is iterative, as

illustrated in Figure 1.3. In the figure, the test set Ti is simulated to obtain the traces

Di (the “simulation data”). From Di, the coverage Ci is calculated, which is used to

indicate places in the design model for further improvement. Then, the simulation data

are analyzed (i.e. “learned”) to provide guides gi to improve coverage on those places.

Then, gi is used to create a new test set Ti+1. Note that this creation does not necessarily

mean modification from Ti only. The overall goal of the process is to maximize the total

coverage C = C1 ∪ C2 ∪ · · · ∪ Cn. At iteration i, of course all traces accumulated up to

that point can be included in the learning. This is why intuitively we say the simulation

data is “vast” because the data can be the result of simulation over a long period of time

already, e.g. many months.

Now consider in the iterative process what would be considered as an added value

from the learning. Without loss of generality, we can say that from Ci to Ci+1, the

added value is often reflected in a coverage point CP such that CP ∈ Ci+1 and CP ̸∈
7
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Ci ∪ Ci−1 ∪ · · · ∪ C1. Refer back to Figure 1.2. Suppose covering CP depending on

setting some combination of values on a set of signals (features) f1, . . . , fn over some

time window. This setting has never occurred in the previous simulation runs and hence,

CP is never covered. Our goal is to learn from the simulation data to tell what the

setting should be.

Suppose in iteration i+ 1, we succeed in covering CP . Then, we know that the data

Di+1 contains one piece of information that is not in the simulation data previously, i.e.

the setting to cover CP . Suppose we itemize the “information” of each Di as the set of

signal settings where each setting is for covering a coverage point. Then, we can say that

the goal of learning at iteration i is learning based on the accumulated data D1∪· · ·∪Di

is to add new information to the data.

The problem of learning to cover CP is similar to the situation discussed in Section 1.1

above: If we have not seen how to cover CP , there is no reason to think that the provided

data contains any information that can help. However, this is the case only if we are not

allowed to analyze the design model.

Suppose by analyzing the design model we know that to cover CP , we need to set

s1 = 1 and s2 = 1 for two signals s1, s2 in the model. Suppose in the data, we do have

information how to set s1 = 1 and how to set s2 = 1, individually. Then, we can focus

the learning to extract the two guides. Then, we provide the two guides together as the

guide to cover CP .

In practice, it is often the situation that the event s1 = 1 and the event s2 = 1

rarely occurs in the simulation and hence, the two events never overlap. Suppose each

event happens a few times. Then, to learn a guide to cover each event, the dataset

would contain only a few positive samples. And because there are many situations where

the event is not covered, the dataset would have many negative samples. This means

that the dataset would be extremely imbalanced. For example, one could have a dataset
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without only 1 positive sample and tens of thousands negative samples. This is no longer

a traditional classification problem. Rather, this becomes more like an outlier analysis

problem (considered in this thesis) where the 1 positive sample is an outlier and our goal

of learning is to understand why the outlier occurs.

1.2.2 Speed-limiting path analysis

Next, we will look at a different application context. This context often takes place

after the design is sent for fabrication to obtain silicon chips. The goal is to analyze

those chips to further improve the performance. Typically, the analysis is based on

those timing-critical paths observed on the silicon chips [11][12][13][14]. Because they

are observed critical paths, they sometime are called speed-limiting paths to differentiate

them from timing-critical paths determined in the pre-silicon stage by the timing analysis

tool such as Static Timing Analyzer (STA).

Figure 1.4: 350 critical paths not predicted by STA.

For example, figure 1.4 shows some speed-limiting paths collected from a silicon ex-

periment [11] and their predicted timing slack from a STA. For a path, its timing is
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measured on a set of process cores. The measurement is carried out by frequency step-

ping where step 1 has the lowest frequency. Each dot shown in the plot represents a path.

For example, at step 1 there are four paths.

In STA, the assumption is that if the path slack is less than a selected value x, then

the path is reported as a STA-critical path. In the plot, the value of x is shown, where

350 out of the 480 paths shown in the plot are not reported as STA-critical paths. In

fact, based on x, the STA reports 21,589 STA-critical paths and only 130 paths show up

in this plot [11].

The learning problem starts with the goal to understand the top 4 paths. Note that

these top 4 paths may each be due to a different reason. Hence, we may separate the

analysis of 4 paths into four learning problems. For each problem, we have only 1 positive

sample. The negative samples can come from those STA-critical paths which do not show

up as a speed-limiting paths in the four frequency steps, i.e. there are 21589−130 = 21459

negative samples. To enable the learning, one needs to create a set of features to encode

paths. The work in [11] discusses how those features can be created. Note that this

feature creation is manual.

Note that the improvement process is iterative. For example, after improving the

design to speed up those top speed-limiting paths, other paths will show up as top

speed-limiting paths. Then, in the next iteration those new top paths will be the focus.

Each iteration is called a re-spin. The process can go through a number of re-spins

before it is decided a closure has been reached. Because re-spin is expensive, typically

the number of re-spins cannot be too large.

From one re-spin to the next, the goal of learning based on the current data is to

add new information to the data. This is similar to that in the context of functional

verification. In functional verification, we learn to modify the tests to generate data that

contains new information. Here, we learn to modify the design to generate data that
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contains new information, i.e. new speed-limiting paths. The underlying challenge faced

in the learning is also similar, i.e. having a dataset with very few or one positive samples

and with many negative samples. As mentioned above, this is more toward an outlier

analysis problem than a traditional classification problem.

1.2.3 Layout hot-spot detection

For the above two application contexts, one might think that the underlying issue

is in data generation. In functional verification, generating desired data depends on

having the corresponding tests. In speed-limiting path analysis, the data depends on the

available measurements (which also depends on the available tests). In both contexts, it

is not so easy to obtain data samples as desired.

In this section, however, we review another application context to illustrate that the

challenge can go beyond data generation. The context is in building a model to replace

a simulator. For example, the work in [15] pioneers the study to build a ML model to

replace a lithography simulator for the purpose of layout hot-spot detection. In hot-

spot detection, the layout is evaluated through a lithography simulator. Hot spots are

identified to indicate places with high variability, i.e. places that are more likely to cause

an issue in manufacturability.

Figure 1.5: Raster scan to extract snippets.
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For example, the layout file can be given in the GDSII format. In the evaluation,

a raster scan is applied to extract snippets from the layout. Figure 1.5 illustrates this

raster scan process. Each snippet is a rectangle region of layout. While the figure only

shows the layout in 2D, in general a snippet contains a 3D piece of layout. A snippet is

evaluated by the simulator to obtain a (variability) score.

Figure 1.6: Learning to model a simulator.

The learning problem is illustrated in Figure 1.6. To learn a set of features f1, . . . , fn

are derived. Using the features, a snippet is encoded into a feature vector. The train-

ing data contains feature vectors from many snippets and their variability scores. The

learning is to build a model f() such that given a snippet vector X, f(X) is a good

approximation of its true variability score. This can be seen as a typical regression

problem.

In this context, training samples can be obtained by invoking the simulator. Hence,

how many samples are available, depends on the simulation time. Of course, it also

depends on the available layout examples. Nevertheless, obtaining data samples is not

as complicated as the previous two application contexts. Hence, we might think this

problem is relatively easier.

In reality, it is not necessary the case. This is because even though data generation

is less an issue, obtaining a complete set of features to enable the modeling remains

challenging. For example, suppose feature fn+1 is necessary to determine the variability

for a certain type of snippet and is not included. Then, it is not reasonable to expect that
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the learned model will predict well on the type of snippet. In other words, the underlying

challenge for the learning problem is not in building a regression model, but in searching

for a complete feature set to enable modeling for all types of snippets.

Note that the feature search problem is also inherent in the previous two application

contexts. In functional verification, if a required signal to cover CP is not included in the

feature set f1, . . . , fn, then one cannot expect to completely learn how to cover CP. Also,

in speed-limiting path analysis, if a required design feature is missing, then one cannot

expect to fully explain a speed-limiting path. Overall, in all three application contexts,

the learning problem includes the search for a complete feature set.

1.3 DSML postulates

The three DSML application contexts can be viewed as an iterative search process.

Figure 1.7 illustrates such a process. In each iteration, Machine Learning (ML) is applied

to bring existing data D to new data D′. Generating the new data D′ may involve some

action (Act) from the domain expert.

Figure 1.7: The iterative process of domain specific machine learning.

Figure 1.8 then illustrates that the data can be enhanced through two directions, by

generating a new sample sm+1 and by including a new feature fn+1.

At first glance, getting to a new sample sm+1 is not that special. After all, sm+1 is an

unseen sample and the purpose of ML is to predict those unseen samples. However, notice

that in our DSML, we are interested in not only predicting the label of an unseen sample,

but also being able to generate a desired one. Hence, our DSML naturally includes solving
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Figure 1.8: DSML: Learning to enhance the dataset.

an unsupervised learning problem, in particular a data sample generation problem.

Data sample generation is not a new problem in ML. However, in ML to build a

generator model for a class of samples, we need to have training samples of the class to

train the generator. In our DSML, as discussed above, the desired sm+1 sample can be

entirely in a new class. To the extreme, this is almost like we are given many images of

dogs and asked to learn a generator to produce an image of a cat. Intuitively, our DSML

data generation problem can be much more difficult.

On top of that difficulty, getting to a missing feature fn+1 is also challenging, if not

more challenging. Intuitively, to know that we need a new feature, we have to first

determine that the given set of features f1, . . . , fn are not sufficient for the learning. This

means that we need a way to enable us to say that, it is not possible to learn based on

the given dataset, i.e. “No ML”. Evaluating a given dataset to claim no ML remains an

open problem. In today’s ML, one can evaluate the merit of a model, but to say no ML,

one has to use a threshold to say one way or the other. As far as we know, there is no

systematic way implemented in a tool to determine no ML for a given dataset.
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1.3.1 Two postulates

To summarize the discussion in this chapter, we present two postulates to capture

the DSML considered in this thesis. Postulate 1 is to capture the essence of DSML, i.e.

learning to generate new data samples. From Figure 1.8, we consider two directions of

generating the new data samples.

Postulate 1: For a domain-specific machine learning problem in-

volving a data generator G, the goal of the learning based on a

dataset D given through G is to modify G to obtain a new dataset

D′ where D′ contains new information that is unknown before.

We add a second postulate to emphasize the baseline for considering the added value

from applying DSML in an application context. It is important to note that adding a

ML piece to an existing flow (design flow, manufacturing flow, or test flow) is to improve

the flow. This improvement can be in terms of throughput, cost, quality, and so on. The

added value must be measurable to justify the application of DSML. If not, then even

though DSML can produce a good model with high accuracy, it is not useful in practice.

Postulate 2: For a domain-specific machine learning problem,

there exists a non-machine-learning approach for solving the same

learning problem. Consequently, failure to solve the problem with

a machine learning approach is not catastrophic.

Postulate 2 states that DSML is not necessary for the current flow to work, i.e. to

be able to produce chips that can be shipped to a customer. Because DSML is not

necessary, its added value then needs to be justified. For example, if DSML learns a

piece of information that is already well known to the domain expert, then this learning
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provides no added value. In contrast, if the information presents a surprise, then it is

valuable. In this sense, DSML might be seen as learning to surprise its user.
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Chapter 2

Learning in View of No Learning

“The world systems are spoken of by the Tathagata as no

world systems, therefore they are called world systems”

— The Vajra Prajna Paramita Sutra, translation by

Buddhist Text Translation Society

The DSML Postulate 1 in view of Figure 1.8 depicts two directions for the data

enhancement learning process: (1) generating a new sample, (2) including a new feature.

Given a dataset D consisting of m samples s1, . . . , sm, we desire the new sample sm+1

to be somewhat of a “surprise” to the user. In DSML practice, it is often the case that

the more unpredictable sm+1 is from the dataset D, the more value it brings to the user.

For getting to a new feature, as discussed in Section 1.3, the core of the problem is in

the ability to claim no ML. Claiming unpredictability is one way to say there is no ML.

However, to say no ML, one has to start with a definition what ML is.

In this chapter, we therefore review four schools of thinking for defining what ML

is. Contrasting to these four schools of ML, the No Free Lunch theorems [16] [17] claim

the opposite, i.e. there is no ML. Through a better understanding of these schools of
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thinking toward ML, our goal is to develop a basis to articulate the essence of DSML

given by our postulates. This is important because knowing the impossibilities can help

us see the possible and in turn, help us develop a methodology that will work in practice.

2.1 The four schools of machine learning

According to the view provided in [18], there are at least four schools of thought

trying to describe what ML is. They are the Computational Learning Theory (CLT)

[19], Statistical Learning Theory (SLT) [20], Statistical Mechanics of Learning (SML)

[21], and Bayesian Learning [22]. Theories from each school try to offer a precise meaning

to ML.

2.1.1 The three components of ML

Figure 2.1: A Machine Learning framework: The data generator G creates the Data,
which the machine learning algorithm ML uses to search the Hypothesis Space and
output the learned model h.

In general there are three basic components associated with ML, as depicted in Figure

2.1. They are: the data generator G, the hypothesis space H, and the learning algorithm

A that builds the model h. For example, the data generator G could be a simulator as we

saw with the layout hot-spots context or it could be a semiconductor production line that

produces wafer images to be analyzed by a product engineer. A typical assumption for
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the data generator is that the generation follows a fixed unknown distribution. Note that

in DSML, overall speaking this assumption is not valid because the underlying process

generating the data can keep changing.

We use the term hypothesis space to mean the set of all possible hypotheses to choose

from by an algorithm A to produce the model h. The chosen hypothesis is the model h.

Note that this view is not suitable for Bayesian framework for in Bayesian learning, each

hypothesis receives a probability. For simplicity of the discussion, we still take the view,

with the understanding that when it is used in discussing Bayesian learning, there is no

single model output as shown in the figure, unless that model is the most probable (MP)

model. In ML, the H limits what A can use to fit the data. For example, if H specifies

a linear model, A’s output will have the form f(x) = ax + b. So in this framework an

algorithm A will get some data from G and will search the space H for a suitable model

h that fits the data.

2.1.2 Computation learning theory

Inspired by computer science’s Complexity Theory, Computational Learning Theory

(CLT) [19] has a heavy focus on the computational complexity of a learning process.

In order to study the complexity, the theory needs a definition for what it means that

learning has been accomplished. In other words, it needs a way to characterize the output

model so that one can claim the model is good enough. Using that model requirement

as the end goal of learning, one can then study the complexity to reach that end goal.

The CLT’s definition of learning is based on the Probably Approximately Correct

(PAC) learning model [23] which specifies two properties for a model h to satisfy. The

first is the Approximately Correct property which means that a model must have an error

rate bounded by the value ϵ. This is typical in other ML frameworks. The second is the
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Probably property which means that the ML algorithm must find that satisfactory model

with a probability greater than or equal to 1 − δ. Note that the algorithm itself might

be deterministic. However, the data sample set produced by the generator is not. Thus

this second property intends to reflect that randomness involved in the data.

In CLT, if the representation of the hypothesis space is fixed then it is called proper.

Given a hypothesis space, if there exists an algorithm to learn a model that satisfies

the two properties, then the learning problem is called PAC learnable. If there exists

an efficient algorithm in view of the complexity, then it is called efficient PAC learnable.

With these terminologies defined, one can then study a learning problem in view of them.

For example, a learning problem can be proven as efficient PAC learnable. For another

problem, one can prove that the problem is computationally hard.

In CLT, the focus of study is on learning a Boolean function f : {0, 1}n → {0, 1}.

This is because otherwise, it would be difficult to connect the study to well established

complexity theory, such as the notion of NP-hard. One of the efficient PAC learnable

problems is learning a monomial. A monomial has the form l1 ∧ . . . ∧ lk where each li

is a literal, i.e. a Boolean variable or its complement. Given n Boolean variables, the

hypothesis space therefore includes all 3n − 1 possible monomials. This is because for

a monomial it can be the case that a variable appears in it’s positive form (xi), in it’s

negative form (x̄i), or it does not appear at all.

It is efficiently PAC learnable, as proved with the Algorithm depicted in 1. The

algorithm works on a dataset where a positive sample s is the one with f(s) = 1 and a

negative sample t is the one with f(t) = 0. Keep in mind that f() is a Boolean function,

and in this case f can be represented by a monomial.

The intuition behind the algorithm is that if a literal is in a positive sample then

the inverse of the literal cannot be in the monomial we are looking for. For any two

unique positive samples there must be at least one variable that appears as a positive
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in one sample and as a negative literal in the other sample. In that case the monomial

cannot contain the variable and that variable gets eliminated. Thus, the essence of the

algorithm is to use positive samples to filter out those monomials that are not possible

to be the answer, i.e. do not fit the data. Note that the negative samples are not used

in the algorithm because they have much less filtering power than the positive samples.

Algorithm 2.1: Learning a monomial

Input: m training samples
Output: Hypothesis h

1 h← {x1, x̄1, . . . , xn, x̄n};
2 foreach positive sample si do
3 if si contains xj then
4 remove x̄j

5 end
6 if si contains x̄j then
7 remove xj

8 end

9 end

The essence of the algorithm is therefore in how fast positive samples can filter out

monomials that do not fit. The algorithm does not have a full control on the speed

of this filtering process because it has no control on the data generation process. To

analyze complexity, one either takes an assumption on the generation process or makes

the worst-case assumption, i.e. the generation can follow any distribution. The worst-

case assumption is usually taken in CLT.

After all the positive samples have been evaluated the learned monomial h can have

more literals than the true monomial. Generally speaking h will have the form a1 ∧ . . .∧

al ∧ b1 ∧ . . .∧ bk where the ai literals are in the true monomial and the bi literals are not.

These bi’s are called bad literals and are the source of the error. The PAC analysis can

just focus on these bad literals. The strategy is to first show the condition under which

the bad literals will not hurt accuracy beyond ϵ and then second to show the condition
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where Algorithm 1 will eliminate all those bad literals that will hurt the accuracy with

probability (1− δ)

To show that the error rate is below ϵ we define the set of events Ai which is the event

when a positive sample contains b̄i. The error rate for h is the probability of the union

of theses events. We can bound the error rate as in Equation 2.1 for some worst-case

probability p.

Prob(∪ki=1Ai) ≤
k∑

i=1

Prob(Ai) ≤
k∑

i=1

p ≤ kp ≤ 2np (2.1)

Since this error rate should be less than ϵ we can infer that p < ϵ
2n
. This tells us that

if the worst case probability of activating a bad literal is below ϵ
2n

then the error rate

will be below ϵ.

Next we show that bad literals with activation probability above this limit will be

missed with probability less than δ. We define event Bi as the event that literal bi is not

filtered out after m samples. The probability that one of these literals is not filtered out

is the probability of the union of these events.

Prob(∪ki=1Bi) ≤
k∑

i=1

Prob(Bi) ≤
k∑

i=1

(1− pi)
m

≤
k∑

i=1

(
1− ϵ

2n

)m
≤ 2n(e−

ϵ
2n )m = 2ne−m ϵ

2n

(2.2)

Which follows the same basic bounding approach as the previous equation. Setting

this bound as less than δ we can derive a minimum for the number of samples.

m >
2n

ϵ
(ln(2n) + ln(1/δ)) (2.3)

Which shows that if the number of samples m is above this value then the learned

monomial will have an error rate less than ϵ with probability (1 − δ), proving that this
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problem is Efficiently PAC Learnable.

For Equation 2.3 with ϵ = 0.001 and δ = 0.01 Figure 2.2 we show the minimum num-

ber of samples m as a function of the number of Boolean variables. Even for moderately

size problems the number of samples is in the millions. This illustration shows that the

bound might be loose.

Figure 2.2: Number of samples required for PAC learning as a function of the problem size.

The PAC model is often used to show that a learning problem is computationally

hard. For example, learning a 3-term DNF (disjunctive norm form) is NP-hard. A 3-

term DNF can be thought of as having three monomials. Additionally, PAC learnable

does not promise that the true answer will be learned. This is because the output model

only needs to have a low enough error rate.

In CLT, the true function to be learned is assumed to be included in the hypothesis

space to begin with. Thus, the assumption is that the hypothesis space contains the true

answer. For this reason, its definition of learning is not based on the first principle. PAC

learnable only transfers the problem of learning from data to the problem of learning a

good hypothesis space. In traditional ML view, this issue is mitigated by assuming a

rather complex hypothesis space to ensure that the space most likely will contain the

answer. However, doing so exacerbates the over-fitting problem.
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2.1.3 Statistical learning theory

Of course, one of the downsides for CLT is that the theories mostly deal with Boolean

functions. Statistical Learning Theory (SLT) [20] is the counter part of CLT, which deals

with real functions. However, once we move from Boolean functions to real functions, it

becomes difficult to talk about complexity in view of traditional computational complex-

ity. For this reason, in SLT a new complexity notion is introduced. This notion is based

on the famous VC Dimension (or VC Entropy) idea.

While CLT focuses on computational complexity, SLT is interested in the power of the

hypothesis space and the complexity of the resulting learned model. Unlike CLT which

makes the assumption that the true model is in the hypothesis space, SLT suggests that

the complexity of the hypothesis space should grow according to the complexity seen

in the data provided. In that sense, the learning is reached when this growth reaches a

convergence point. Finding the conditions to say about this convergence point is therefore

in the essence of SLT.

One of the core concepts in SLT is the so-called Vapnik–Chervonenkis (VC) Dimen-

sion. It is defined as given a hypothesis space H and a set of m samples, the maximum

number of ways to assign labels to those samples by a hypothesis. For example, if H

is complex enough, this maximum number will be 2m assuming labels are binary. The

overall assignment process is called “shattering”.

Given a hypothesis space, one can also looks at its complexity from the perspective

of fitting a dataset. In that sense, the VC dimension is the maximum complexity of the

dataset that the hypothesis space can provide an answer that has a perfect fit to the

data, i.e. zero error rate. From this perspective we can see that the VC Dimension is

measuring the power of the hypothesis space. However, this measure can be more easily

reflected on a given dataset. In practice it is quite difficult, if not impossible, to measure
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the VC Dimension directly on a given hypothesis space. Rather, given a dataset, one

measures how complex a hypothesis space is needed in order to fit the dataset. This idea

is the essence in developing the famous Support Vector Machine (SVM) approach.

To illustrate the VC Dimension, consider a 2D binary classification problem with the

restriction that no 3 points can be collinear. We will choose the set of all linear classifiers

that take the form f(x0, x1) = sgn(w0x0 + w1x1 + c). It is fairly easy to show that for

m = 1 and m = 2 that a linear classifier can be found. For m = 3 as shown in Figure

2.3 (a), there are two cases: 1) all samples have the same label 2) Two samples have

the same label. In case 1 it is as trivial as m = 1. For case 2 since all 3 points cannot

be collinear we can always draw the line between the two samples and pick one parallel

to it and between the two sets. When we consider m = 4 as Figure 2.3 (b) shows the

linear classifier can fail to find a zero-error model. Therefore the VC dimension for this

hypothesis space is 3.

Figure 2.3: Linear classifier (a) shattering 3 points (b) failing to shatter 4 points.

If there are more than 3 samples in a dataset it cannot be guaranteed that the true

model is in the 2D linear classifier hypothesis space. To guarantee the true model is in the

hypothesis space we should insure the VC Dimension of the hypothesis space is at least

as large as our dataset. Since a dataset can be arbitrarily large, usually a hypothesis
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space with infinite VC Dimension is selected. With so much power in the hypothesis

space it raises the question of consistency, is it possible to converge onto the true model

with enough samples. It was shown in [20] by Vapnik that if Equation 2.4 holds, the

necessary and sufficient condition for consistency has been met.

lim
m→∞

V CEntropy(m)

m
= 0 (2.4)

Here the V CEntropy(m) can be interpreted as measuring the average complexity

of all sets of m samples. As long as the complexity asymptotically grows slower than

the number of samples it is possible to converge onto the true model. V CEntropy is a

theoretical concept, used to show consistency is possible. In practice, no method is known

to be able to calculate this quantity. Rather, we can see the idea in the quintessential

SLT algorithm: the SVM.

For a binary classification problem the SVM model takes the form of

M(x⃗) = sgn

(
b+

m∑
i=1

αi < Φ(x⃗),Φ(x⃗i) >

)

Where x⃗i are the samples from the ML dataset. The quantity < Φ(x⃗),Φ(x⃗i) >, is

called the kernel function and often denoted as K(x⃗, x⃗i). In this form it is more apparent

what the kernel function is doing. First the vectors are mapped with Φ : Xn → Xn′
to

a target vector space. This mapping can be linear but is typically non-linear. The dot

product < ·, · > then measures the similarity of these samples in the target vector space.

Intuitively this setup makes sense, the closer a point x⃗ is to a labeled sample x⃗i, the more

influence that x⃗i should have on the predicted label of x⃗.

Training the model is done by minimizing E = error + ϵ
∑

αi through quadratic

optimization, where ϵ is a regularization constant. Once trained some of the αi’s will

have a zero value or near zero, these and their associated xi vectors will have little affect
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Figure 2.4: Support vector machine binary classifier using the support vectors, circled
in red to define a boundary between the classes.

on the model’s prediction and can be removed from the model. The remaining αi’s are

used in the model and their associated xi’s are called the support vectors. The support

vectors, the red circles in Figure 2.4, are the closest vectors to the boundary between

the +1 and −1 classes, they sit like sentinels keeping the boundary out of their territory.

They are also an approximate measure of model complexity. The more complicated the

boundary, the more support vectors are needed.

It can be interpreted that minimizing E is following the Occam’s razor principle:

‘All else being equal, the simplest explanation is to be preferred’. Finding the minimal

complexity model to fit the data is the principle of Structural Risk Minimization (SRM)

and minimizing E reflects that principle by considering the noises in the data. By insuring

the
∑

αi term is minimized the model will be ‘simpler’. However, minimizing this value

will also allow some of the samples to be labeled incorrectly by this simpler model. The

value of the regularization constant controls the trade-off between simplicity and training

accuracy. If the constant is large, then a simpler model with a higher error rate will be

generated and vice versa. The practical justification for allowing some error in favor of a

simpler model is that the ML dataset has some noise and the training errors are a result

of the noise.

Another interpretation that is applied to the support vectors is that they are related
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to the V CEntropy and consistency. First, only the support vectors are needed to train

the SVM model. If every sample from the dataset except the support vectors were

removed the learned model would be the same. The addition of the other samples does

not increase the model complexity. Now consider the case when new training samples are

introduced and a new SVM model is learned. If the number of support vectors stays the

same, the complexity of the data has stayed the same. If the number of support vectors

goes up, new behavior in the data has been identified and the complexity of the data

has gone up. In parallel reasoning to Equation 2.4, if the value of #SV
m

goes down as the

number of samples increases, it is a good sign telling that the training is converging.

It should be noted that using support vectors is just one way to measure the com-

plexity of a dataset. VC Dimension, on the other hand, is a more general concept. The

example provided above is only to help understand what VC Dimension concept intends

to capture. The example is based on a linear model in the input space. In general, SLT

also does not define learning from the first principle because it leaves room for how the

VC Dimension is measured.

For example, given a n-input Boolean function, the maximum hypothesis space is the

one with all possible functions, i.e. with size 22
n
. When a dataset of m unique samples

are given, it is easy to see that there are 2m ways to shatter the dataset and with the

maximum hypothesis space, all 2m possible ways are possible (if m ≤ 2n). On the other

hand, if m > 2n, we know for sure that the dataset contains some repeated sample(s).

Thus, with a Boolean space we know that as the number of samples continues to grow,

eventually we will be able to “learn” the true function. However, this naive learning is

nothing but “seeing” the true function because we have seen all possible samples.

While the intuition is easily seen with a Boolean space, it becomes difficult to see

in a real functional space. That is why a central idea to prove the VC theory is to

involve this notion called ϵ-net [20] which in a sense, is to “discretize” the continuous
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space so that intuitions found in the Boolean space can be carried over to the real space.

However, assuming such an ϵ-net also means that the learning depends on the assumption.

Even though SLT does not ultimately prove that learning exists, its idea of growing the

complexity of the hypothesis space according to the complexity seen in the data remains

fundamental to the practical implementation of ML.

2.1.4 Statistical mechanics of learning

Statistical Mechanics of Learning (SML) [21] is the physics view of learning borrowing

concepts used in analyzing thermodynamics. One of the core goals in SML is identifying

those self-averaging quantities in the learning problem. A quantity is self-averaging if

as the degrees of freedom move to infinity the distribution of possible values shrinks in

variance to the mean like a Dirac Delta function. This self-averaging characteristic makes

the typical value of the distribution the same as the average value. An example is the

velocity of gas particles in a closed container. When there are few particles, interactions

between particles are rare and the velocities can be dispersed quite far from the mean.

As the number of particles (degrees of freedom) increases, collisions will occur more and

more frequently and the velocities will become more and more concentrated around the

mean. The velocities of each particle can be referred to as the micro-states and the

average velocity can be referred to as the macro-state.

If a self-averaging quantity can be identified in a ML problem and related to the

fitness of the learned model, then something can be said of the learnability of that ML

problem. A Perceptron binary classifier model makes a good example for illustrating the

thought process. The Perceptron model can be stated as f(x⃗; W⃗ ) = sgn(< W⃗ , x⃗ >),

where x⃗ is a n-dimensional vector to be labeled, W⃗ is an n-dimensional vector of weights

to be learned and < ·, · > is the dot product. The goal is to find the true weight vector
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V⃗ . The vectors W⃗ and V⃗ can be projected into a phase space as illustrated in Figure 2.5

where the generalization error is related to the angle between the two vectors.

Figure 2.5: Generalization error is related to the angle between a weight vector W⃗
and the true weight vector V⃗ .

To connect this to learning, the version space is defined as the set of all W⃗ ’s that

correctly label all points in the training dataset. An answer W⃗ is selected from the version

space at random, and this is called the typical model. Its error is called the typical error.

This selection from the version space at random is a learning strategy called Gibb’s

learning. Analysis based on Gibb’s learning is focused on the typical performance of a

compatible model.

From the SML perspective, the weight values of the W⃗ vector are the micro-states

and the generalization error is the macro-state. This is also based on the asymptotic

view that the number of weights is approaching infinity. For a given generalization error

there can be many W⃗ ’s that will have that particular error, we can define that as the

volume Ω(ϵ) in the phase space shown in Figure 2.5. We can also define the entropy of

that space as lnΩ(ϵ). It can be shown [21] that the neither the generalization error nor

the volume is self-averaging, but the entropy is. So, as the length n of the weight vector

approaches infinity, with an proportional increase in the number of training samples, the

entropy of the version space will have the self-averaging property and the typical W⃗ of

the version space will match with the true answer V⃗ .
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While the SML provides an alternative view to the learning process, like the previous

two schools, it also does not prove learning from the first principle. SML is more like

a theory to interpret a known learning process from the thermodynamics perspective.

Notice that it makes an additional assumption in the analysis, i.e. the length n of the

weight vector approaching infinity. This is similar to growing the complexity of the model

in SLT. However, in SLT this complexity only grows as necessary to fit the data. In SML,

it begins with the infinite complexity to obtain the self-averaging property.

2.1.5 Bayesian learning

The three schools discussed so far try to claim learning exists by providing a definition

of what learning is. However, none provides a theory of learning from the first principle.

Bayesian learning [22], on the other hand, does not try to define when learning takes

place (i.e. when we know we have learned the “true” answer). Instead, it only tries to

describe what a learning process should be. For this reason, Bayesian learning provides

a more realistic view to ML.

In Bayesian learning, the learning process is captured in how to update the current

knowledge in the face of new evidence. Given data d we are interested in the conditional

probability for model h, P (h|d), referred to as the posterior. Before the learning, some

knowledge about the choice of h is known and captured as P (h), called the prior. Bayes

rule tells us that we need to multiply our prior by the likelihood of the data occurring

if the model h was the true model, P (d|h), and then normalize by the likelihood of the

data P (d) also called the evidence. This is formalized in Equation 2.5. Notice how there

is no indication of a ‘correct’ model or that a model can be learned within some bound

of error. Bayesian learning shows only one step in the learning process journey.
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P (h|d) = P (d|h)P (h)

P (d)
(2.5)

Of course, Bayesian learning is more than just Bayes’ Rule, it is a set of techniques

used to do machine learning in a Bayesian way. Bayes’ Rule is a very general description

and most of the work is in providing a value for each quantity. For example, we can use

Bayesian learning to fit a Probability Density Function (PDF) to a set of data. At first

we assume that the data fits a Normal distribution Nµ,σ and we denote this hypothesis

space as N . We can rewrite Bayes’ Rule to match the problem and our assumptions

as P (µ, σ,N|d) = P (d|µ,σ,N )P (µ,σ,N )
P (d)

. Initially we will take a uniform distribution for

P (µ, σ,N ). The likelihood then will be P (d|µ, σ,N ) =
∏

x∈dNµ,σ(x) and the evidence

will be the integral
∫
µ,σ,N P (d|µ, σ,N ).

Figure 2.6: Posterior likelihood over µ and σ after seeing (a) the first distribution of
probabilities and (b) the second distribution of probabilities.

For an initial set of 10 points generated from a standard normal distribution and

assuming a uniform prior, we can calculate the posterior distribution over the set of µ’s

and σ’s as shown in Figure 2.6 (a), remember we are assuming that the probability the

model belongs to the set of normal distributions is 1. It is important to understand that
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the posterior in Figure 2.6 (a) does not indicate the “true” answer. The peak value is

around µ = 0.06 and σ = 1.26. Instead the posterior is encoding what has been learned

from the data so far and indicating what is likely.

If another set of 10 points is generated, then a new update can be performed. Instead

of assuming a uniform prior, the values from Figure 2.6 (a) can be used. So the posterior

from the first dataset becomes the prior for this new dataset. Figure 2.6 (b) shows the new

posterior. In this case the posterior is more concentrated, and the peak value is around

µ = −0.10 and σ = 1.08. While it is nice that the second Bayesian posterior is converging

to the right answer, we should focus on the perspective. Bayesian learning is about

increasing the understanding across the entire hypothesis space. Whether the posterior

likelihood gets more or less concentrated depends on the data and the prior. The posterior

represents the best understanding given the available data and that understanding should

be updated as new data comes in.

Throughout the previous example it was assumed the hypothesis space was the set of

all normal distributions and the posterior likelihood was computed over the parameters

µ and σ. This is one level of the analysis, since Bayesian learning is a general framework

we can move up a level and compare likelihoods between different hypothesis spaces. For

example, if it was proposed that the data might have come from a Cauchy distribution

Cx0,γ with hypothesis space C the values P (C|d) and P (N|d) can be compared. For

simplicity’s sake we can assume that P (N ) = P (C) and then derive the equation:

L =
P (N|d)
P (C|d)

=
P (d|N )

P (d|C)
=

∫
µ,σ

P (d|µ, σ,N )∫
x0,γ

P (d|x0, γ, C)

which is just the ratio of likelihood functions integrated over the parameter values.

For an L > 1 the evidence favors that a normal distribution generated the data and for

a L < 1 the evidence favors a Cauchy distribution. Once again we can see the Bayesian
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approach is trying to use all available information to answer the problem at hand.

2.1.6 No free lunch theorem

In 1995 the No Free Lunch (NFL) theorems [16][17] were proposed by David Wolpert

and William Macready. They questioned the foundations of the four schools, by indicat-

ing that learning, in general cannot happen. The theorems can be summarized by the

result [24]:

For all possible performance measures, no search/learning algorithm is bet-

ter than another when its performance is averaged over all possible discrete

functions

The implications of NFL are that our favorite learning algorithm is ‘just as good’

as our least favorite learning algorithm. The best-fit algorithm is the same as a purely

random algorithm. The best-fit algorithm is the same as the worst-fit algorithm. In other

words after formulating our problem, picking the algorithm that is least likely to succeed

can be the correct choice.

There are generally two reactions to the NFL result: 1) NFL is not a big deal and

2) Domain-specific knowledge needs to be used. On the side of position 1), the set

of all possible discrete functions has almost nothing to do with real world, practical

problems. This set is infinitely large and is mostly composed of incompressible (random)

functions. In other words, the representation of the function is not significantly smaller

than enumerating all input-output pairs. For any real world problem, this set is unusable.

Position 2) holds that there is no general-purpose algorithm. Instead, the best algorithm

needs to be tailored for a specific domain and it should utilize knowledge about that

domain.
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To gain intuition on the NFL theorem we can consider a partially defined Boolean

function such as in Table 2.1 where only 4 of the output values are given and the next

four an unknown. There are 24 different functions that could complete the table and

without some prior assumptions, there is no way to distinguish between them. Even if a

new value is given, there are still 23 functions that would be compatible, the core problem

has not changed. The only way to determine the function is to wait until all the values

in the function have been given, at which point the problem can no longer offer anything

to learn. Nothing about the first four values can reveal anything about the next four

values.

Table 2.1: Partially Defined Boolean Function
x y z f
0 0 0 1
0 0 1 1
0 1 0 1
0 1 1 1
1 0 0 ?
1 0 1 ?
1 1 0 ?
1 1 1 ?

For this problem, we may wish to use some assumptions. For example if we prefer

to use “simplicity” in choosing the best model, then f = 1 (a tautology) is a simplest

model with a perfect fit to the data. We could also propose that the function must be

a monomial and find that f = x̄. In some cases these assumptions might be justifiable.

In others, they might not. The NFL result is telling us that with no assumptions about

the learning, there is no ML algorithm that can learn.

The objection that NFL can be safely ignored because it only applies to an infinite set

had some merit. However, the NFL theorem was “sharpened” in 2001 [25] to show that

NFL can apply to finite sets as well: if the set of functions is closed under permutation,
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then NFL applies.

To illustrate the sharpened NFL, consider a simple example [25]: a set of bijective

functions f : {1, 2, 3} → {A,B,C}. We can describe a single function as < A,B,C >

where f(1) = A etc. Permuting this function until no new functions can be generated

yields Table 2.2 which is the permutation closure of our first function. If we are given two

samples from the function such as < B,C, ? > we automatically know this is function 4,

since we are only considering a set of bijective functions. However, if we are given only

one sample such as < A, ?, ? > there are 2 possible functions. This is regardless of which

samples we are given (f(1), f(2) or f(3)), the permutation closure guarantees that no

matter which sample is given there will always be two functions that fit that sample.

Table 2.2: Permutation Closure of a small function
1) < A,B,C >
2) < A,C,B >
3) < B,A,C >
4) < B,C,A >
5) < C,A,B >
6) < C,B,A >

On the other hand if we omit function 6 from the problem then the functions are not

closed under permutation and there is a way to do better. A function where f(1) = C

must be function 5 and f(2) = B must be function 1 and f(3) = A must be function

4. Any algorithm that can take advantage of this information could do better than one

that does not.

2.1.7 Summary

Among the four schools reviewed in this chapter, we consider Bayesian learning to be

the most realistic. As the other three schools all try to define when learning happens,

their weaknesses in doing so are revealed in view of the NFL theorems. Bayesian learning,
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on the other hand, only tries to describe the learning process. It does not try to tell us

when the learning should end. It tells us what can be done in each step of a learning

process and how our assumption affects the outcome.

In the case of problems like that shown in Table 2.1, the situation is more toward the

impossibility to learn. In essence, the situation is that for an unseen sample x, if you

have not seen its value y, you simply do not know the value. We call such a situation a

Local NFL (L-NFL) because the no free lunch situation is local to the specific situation

represented by the given samples. In a DSML context, L-NFL can happen when we

extract a dataset to be analyzed.

Recall that earlier we discussed the point that in DSML, the value of a new sample

is proportional to its unpredictability from the existing samples. In other words, this

is almost saying that the value of doing DSML is to show there is no ML on a given

dataset. From the surface, it seems that ultimately we will be running into a dead end,

and essentially there is no DSML, because DSML is based on no ML.

However, this pessimistic view might be true only if we are trying to solve a DSML

problem entirely. For example in Table 2.1, if our goal is to provide a learning tool to

solve a learning problem like that, no matter what learning tool we provide, the tool will

not be good enough because of the L-NFL. On the other hand, if we take a step back

and only try to provide a tool that evaluates the outcome of an assumption provided

by a user, then it becomes more feasible. The former is like following the first three

schools of thinking which aim to define what learning is. The later is like following the

Bayesian thinking which only tries to evaluate the outcome based on an assumption and

the data. Such a tool can provide “what-if” analytics to the data. It is not a ML tool in

the traditional sense. It is a tool that assists the user to do learning themselves. From

another perspective, it is a tool that helps user understand what the data can provide,

i.e. more like a data inspection tool than a data learning tool.
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Chapter 3

Under-specification

“There’s no sense in being precise when you

don’t even know what you’re talking about.”

— John von Neumann

As stated before, we consider a DSML process that iteratively expands the dataset

with “surprise” samples, moving from dataset D to dataset D′. These “surprise” samples

are the “value” aimed at by the DSML process. The process continues until a convergence

point is reached, for example when no additional surprise can be discovered over a period

of time with effort spent. In each iteration of a DSML process, one can view the learning

problem as a problem with an under-specified dataset. However, the underlying question

is less about finding the best fitting model for the given dataset. Rather, the question

is more about learning from the dataset to help a user to see that the given dataset

is indeed under-specified. In this chapter, we will take this under-specification view to

further illustrate a DSML process. In particular, we focus on an important problem in

test data analytics, namely the outlier analysis problem to illustrate our points. Outlier

analysis perhaps is among the simplest problems considered in our DSML paradigm.
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However, studying it carefully does reveal important considerations for DSML.

The context we will focus on in the remainder of this thesis is semiconductor chip

production. In chip production, we can consider two separate processes, the manufac-

turing process that produces the chips and the testing process that screens out defective

chips. Tremendous amounts of data are collected in these processes. Applying machine

learning on those data has been a hot topic of research for years [26][27]. Machine learn-

ing can roughly be divided into two stages, the early stage where learning is based on

a given feature space and the more recent stage of deep learning [1][28] where features

are automatically learned. We call the early stage traditional ML. Figure 3.1 illustrates

these two stages.

Figure 3.1: Stages in the evolution of machine learning (Deep Learning image taken
from AlexNet [1]).

In view of traditional ML, our work focuses on the outlier analysis problem. The

problem can be seen as representing an unsupervised learning problem. For example, in

Figure 3.1 each sample is a chip. Each feature is a test. Each feature value is a test value

based on the particular test. There is no label vector y⃗. The problem is learning a model

to decide which samples are outliers.

An outlier model can be used directly to screen out potentially defective chips, i.e.
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an outlier is considered potentially defective. This is the most common use of outlier

analysis in testing. In addition, there are other applications where outlier analysis is

involved. For example, in customer return analysis [29], a customer return is given. A

customer return is a chip that passes all tests but fails at customer site. One common

approach in the analysis of customer return is to search for an outlier model (which is

not used previously as a defect screening model) that screens the customer return as an

outlier [29]. In this context, the customer return is a “surprise” and the goal is to use

the existing data to explain the surprise.

In burn-in reduction [30], outlier models are used to model chips that fail in the

burn-in test stage. The intention is to apply those models before burn-in so that only

outliers identified by the models go through the burn-in. Those inliers do not need to

go through the burn-in. The goal is to save the burn-in cost which is expensive in terms

of both equipment cost and test time. In this context, outlier models are used as a

predictive models to predict the subset of chips will not fail by the burn-in testing, i.e.

those “strong” chips. Due to its wide applicability in test data analytics, outlier analysis

is therefore carefully studied in our work. In our study, we also use it as an example to

illustrate various important considerations in a DSML process.

In view of deep learning in Figure 3.1 above, we consider Wafer Map Pattern Recog-

nition (WMPR) [31] as our focus of application. The problem can be stated as the

following: A sequence of wafer maps w1, . . . , wn are coming in for analysis. Our goal is

to identify groups of wafer maps that show some abnormal patterns. Wafer maps with

similar patterns are put into the same group. The goal of this classification is to help

identify places (e.g. which tools or which steps) in the manufacturing process that might

have an issue. We will discuss WMPR in more detail in Chapter 7.

The reason we focus on WMPR is because it is similar to a pattern recognition

problem which had observed tremendous successes with deep learning neural networks.

40



Section 3.1 A brief review of test process

WMPR is also an important problem considered in both manufacturing process and test

process. From the manufacturing process perspective, people want to use it to improve

the process. From the test process perspective, people want to identify the problems so

that they can convey the problems back to the manufacturing organization. Note that

WMPR can be seen from an outlier analysis viewpoint as well. For example, in each

week a batch of wafer maps are provided and one of the underlying questions is: Do we

see any new pattern which we had not seen before? In other words, people are interested

in knowing if there is a new issue from the manufacturing process. In this view, what we

are looking for is an outlier wafer map.

3.1 A brief review of test process

Figure 3.2: The processes to deliver silicon chips to a customer.

We show in Figure 3.2 the major testing stages in silicon chip production from man-

ufacturing to being shipped to the customer. The first box represents the complex man-

ufacturing process. In Chapter 8, we will discuss in more detail what types of data can

be collected in the process. In this process, blank silicon wafers enter and upon exiting

they will have complete silicon designs built. Wafers are processed in groups of 25 called

lots. Each wafer will have multiple copies of a single design. Depending on the size of the

design a wafer can have as little as 20 or as many as 1000. Within silicon production each
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copy of the design is referred to as a die, which can be understood as an un-packaged,

un-cut chip on a wafer.

After manufacturing, the fist testing stage is called Class Probe, or in the industry it

can also be commonly referred to as E-Test, Scribe-Line Test, or Scribe Test. The stage

measures (or in test terminology “probe”) some parameters of basic electronic circuits

inserted between dies, or the scribe lines. The circuits can be single transistors, or wire

segments and the class-probe tests are usually measuring resistance, capacitance, etc.

Class Probe testing is primarily designed by the manufacturing team. It provides a set

of tests to measure the health of the manufacturing process.

After Class Probe, the next stage is Wafer Probe. It is here that actual testing of

the silicon chips starts. There are usually at least several hundred tests performed at

Wafer Probe. Wafer probe is the primary stage used to screen out defective dies due to

manufacturing defects. After this stage, good dies are sent for packaging. Note that if

there were a burn-in stage, it would take place after the packaging (not shown in the

figure). After packaging, packaged chips are tested again in Final Test stage. Then, chips

that pass Final Test will be shipped to the customer.

Over the production lifetime of a design from the first wafer produced to discon-

tinuation it will pass through three phases: 1) First Silicon, 2) Ramp-up and 3) Mass

Production. First Silicon is the very beginning of production only a few lots will be

manufactured in this phase. None of the dies from First Silicon will make it into a com-

mercial part, they are primarily for assessing the manufacturability of the design. At

this point the design may exhibit issues requiring design modifications, new masks and

a re-spin. There is a strong focus on configuring the manufacturing process to produce

dies of sufficient quality that they could be shipped to the customer. Additionally the

manufacturing team will need to hit a yield target where the yield is the number of good

dies as a percent of dies manufactured. During this phase the Wafer Probe and Final Test
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test sets are created and over the next 2 phases will be refined. The First Silicon phase is

the most volatile of the production phases. The design, the manufacturing process and

the testing are constantly undergoing significant changes.

Once usable parts can be produced in small quantities and product begins to be

shipped to customers, the design has entered the Ramp-up phase where the manufac-

turing volume is increased gradually. The Ramp-up phase is focused on increasing the

yield. As the manufacturing volume is increased more data becomes available so some

of the more difficult to identify yield limiters can be found and the rarer manufacturing

defects identified. At this phase the design is fixed and all the changes are being made

to the manufacturing process and the test sets.

After the desired production volume is reached and the manufacturing process and

test sets have stabilized the design has reached the final phase: Mass Production. Here

changes will continue to be made in the manufacturing process and also in the test sets,

but the pace is much slower. Mass Production is the least volatile of the three phases.

Changes in this phase are usually related to small increases in yield.

A design must complete each phase before moving to the next. We cannot begin

Mass Production without first ramping up the production. Likewise, we cannot ramp up

production without first having verified the design can be manufactured with reasonable

yield. Decisions need to be made early with less data and more volatility. Decisions need

to be made when the problem is very much under-specified and we have not seen all

the “surprise” samples. It is in the earlier phases where DSML can be of most benefit

allowing an engineer to search rapidly through the data and learn as much knowledge

as possible. However, care must be taken to prevent these early decisions from causing

harm in the future.
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3.2 Outlier analysis

One of the simplest DSML problems to study is the outlier analysis. It is simple to

understand while displaying the essential considerations for a DSML problem. An outlier

analysis model can be a screening model used in both wafer probe and final test stages.

Such a model is built on parametric tests where their results are measurement values

(rather than pass or fail). A simplest form of an outlier model is based on setting a test

limit. For example, a test applied to a chip returns a value v. The model is a simple rule,

saying that if v > t then the chip is bad. The t is called a test limit. Outlier models are

commonly employed in production lines serving the automotive market [32][33][34][35][2],

for example chips that will go into systems in a car. It should be noted that while quality

is a critical concern, over-use of outlier screening can also cause a significant yield loss.

Hence, in practice one has to strike a balance between quality and yield. It is also

important to note that an outlier model is based on some test(s) applied in the test

stage. Hence, the screening capability of an outlier model is limited by the effectiveness

of the test(s) involved. In other words, one may create a better test to simplify the task

of outlier analysis. In analog, this is like creating a better feature to simplify the task in

traditional ML.

Figure 3.3 illustrates the setup of outlier analysis. First, a set of m samples are

provided for the analysis. An outlier method is selected to calculate a score for every

sample. Typical industrial practices include several choices of such methods [32]. Once

the scores s1, s2, · · · , sm are obtained, they can be used to rank the samples. Once

ranked, a threshold is selected to decide which should be called outliers and which should

be called inliers. This threshold decision can be data-driven, i.e. using known defective

samples, or can be based on knowledge from design specification. In short, an outlier

analysis includes three major components: the set of samples, the choice of outlier score
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calculation method, and the threshold. These three components affect the outcome of

outlier analysis.

Figure 3.3: Outlier analysis setup.

For example, using a wafer of chips as the set of samples is different from using a wafer

lot (25 wafers) of chips as the set of samples. Different score calculation methods can

result in different rankings of samples. The threshold selection can be largely subjective.

An important point to make here is regarding the outlier score calculation method,

which can be referred to as the outlier algorithm. Traditionally, “improving outlier

analysis” largely focused on improving the algorithm [36], [37]. Subjectivity introduced

in other parts of the outlier analysis setup is largely overlooked. Our work is the first to

look at the problem by taking an entire view shown in Figure 3.3. In later chapters, we

will argue that the underlying challenge of outlier analysis is less about the algorithm,

but more about the selected set of samples and the selection of the threshold.

Before we discuss those points in detail, in the reminder of this chapter we will show

two examples to illustrate the under-specification nature of the outlier analysis problem

in test data analytics.

Figure 3.4 shows an example where a customer return (marked as a Customer Quality

Incident of CQI) was given. Our task was to find an outlier model. Based on a particular

test, the left plot shows that the CQI seems to be an outlier. The x-axis of the plot

is indexed by the wafer number ranked according to their production time. The y-axis
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Figure 3.4: Perspective and Outliers: (a) The chips (one is a CQI) are outlying (b)
The two parts in view of subsequent wafer data no longer seems as outlying.

shows the min and max values of the test across all dies on a given wafer. The test value

of the CQI is the smallest on that respective wafer. There is another die with a similar

behavior as the CQI. From plot (a), one may think we should pick a threshold to screen

out these two dies, one of them confirmed to be a defective chip.

Plot (b) shows a similar plot but using many more wafers produced subsequently. In

this plot, the two outlying parts in plot (a) no longer look like an outlier. If we were use

a threshold determined from plot (a), we would have screened out many dies on future

wafers. From plot (b), we could see that the screening (or in other words, the incurred

yield loss by the threshold) might not be very justifiable.

It is important to note that the test limits, the upper limit and lower limit are both

beyond the scales shown in the plots. In other words, all the values shown are still within

the design specification. Also note that, to avoid unnecessary yield loss, it is possible

that these (hard) limits are set to be not too tight to begin with.

The underlying question is: When we see the first 100 wafers in plot (a) and see that

the CQI is like an outlier, how can we guard ourselves from a situation like that shown in

plot (b)? Obviously, the data shown in plot (a) is under-specified, i.e. it has not shown

us completely what is going to happen in future data.
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Figure 3.5: 10PPM yield-loss threshold with (a) Dies from a single wafer (b) 1 Million dies.

Figure 3.5 presents another example to show that the selected set of samples and

the threshold are two inter-related aspects. Because yield loss is an important concern,

one may think that we can start outlier analysis by setting a yield loss goal, such as

screening out the top 10 outliers per million (10 PPM, Parts Per Million). Plot (a)

shows an estimated threshold based on one wafer of parts. This is shown for a particular

test. The test values are plotted as a distribution. One can model this distribution,

for example using a Gaussian model. Then, based on the model one can calculate the

thresholds (upper and lower) to approximate the 10 PPM result. Plot (a) shows where

these thresholds locate.

Plot (b) then collects all parts after the wafer, to accumulate 1M parts and actually

plot the thresholds that would screen out the top 10 parts. So plot (b) represents the

golden answer to the two thresholds. As we can see, the true thresholds are very far

from the estimated thresholds. And from plot (a), one cannot predict the true thresholds

because there is no data points to tell us about them. This is clearly another example of

under-specification. Again, this example shows that in an under-specification situation

we cannot fully trust our best decision, and if we have to make a decision we also need

to find a way to guard the decision against future surprise.
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Quest for Certainty

“Doubt is not a pleasant condition, but certainty is absurd.”

— Voltaire

When one tries to apply machine learning in a domain-specific application context,

it is natural to follow the process commonly seen in the traditional machine learning

paradigm: collect the data, pick a ML algorithm, learn a model, and use the model for

a task defined in the context. For example, in outlier analysis, the task is to screen out

potentially defective parts. Hence, it is natural to ask for an outlier model that can

identify parts as outliers which have a high chance to be defective. In building such a

model, the last step is to decide on the threshold.

A threshold separates parts into two classes. An outlier model makes the decision

how to separate parts into two classes. The two under-specification situations depicted

in the previous chapters can be seen as making the wrong decision or selecting the wrong

threshold, in retrospect.

By following the traditional ML paradigm, the under-specification problem seems

essentially unsolvable, since future data can always surprise us. This is what we call
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a local NFL situation in Chapter 2. However, if we look more closely, notice that the

traditional ML paradigm is trying to solve a problem completely and convey certainty in

the solution. In a sense, it is this quest for certainty that is source of the problem because

without sufficient data, in view of traditional machine learning we simply cannot have

attained the certainty we desire. And because this certainty is reflected in the threshold

we use, when future data breaks our belief for the certainty, the problem becomes how

to resolve the situation. If adjusting the threshold can remedy the problem, this might

be easier. The harder part is to know if the outlier model should be thrown away, e.g.

the test we use is not appropriate to begin with.

4.1 Taking a step back

In machine learning, it is common that we try to build a model M for deciding if a

given sample should belong to a particular class. The model M can be quite complex,

not as simple as an outlier model used in test data analytcis. However, regardless how

complex the M is, ultimately to decide if a sample is within a class, the model calculates

a score for the sample with respect to that class. Then, this score is used to reach the

decision, meaning that a threshold must be used. Overall, because we want the model

to make a decision for us, the quest for certainty is part of the model learning process.

Note that the above simple view is applicable to both common supervised learning

such as classification, and unsupervised learning such as novelty detection (similar to

outlier analysis) and clustering. These are common types of problems people try to solve

in test data analytics.

However, due to under-specification-induced local NFL situation, we know that no

algorithm can learn a modelM whose decisions we can trust completely. The consequence

is that if we still insist on our quest for certainty, then we can run into a situation where
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the model fails us. And when a model failure is observed, we are left with the problem

to find a fix. Finding this fix can be quite complicated. For example, we might not

understand M to start with because it is complex and treated as a black box. This is a

difficulty commonly encountered by ML practitioners. When a model fails, they might

not even have a good idea to start the debugging process. In the outlier analysis, the

process might be simpler. In general, due to the use of a complex M , it would not be

an easy task to decide if the source of the problem is in the data, e.g. the new sample is

quite different from those seen before, is in the algorithm, e.g. there is another algorithm

more suitable for the context, or is in the class boundary, e.g. the threshold decision. Or

perhaps we need a new feature to deal with the new sample.

If our quest for certainty is the source that can lead us to all those complicated

situations, a logical solution to all the problems we have discussed so far can be to

abandon the quest. In other words, we should consider not using a ML model to make

a decision. Practically, our view for applying machine learning can change accordingly.

For example, it can change from building a model to make a decision to utilizing machine

learning techniques in extracting information to help users understand the data and make

a decision themselves. In other words, the final decision is left for the user to make, and

we apply machine learning techniques, if necessary, to help the user make as informative

decision as possible.

In the context of outlier analysis, for example, this could lead to two thoughts: (1)

when a user chooses to invoke an outlier analysis method, we can provide a way to inform

the user how applicable the method is to the data; (2) when a user chooses a particular

way to define the set of samples for outlier analysis, we can provide a way to evaluate the

impact if this set is altered. In the next two chapters, we will describe two approaches

based on these two thoughts, respectively.

In particular, in Chapter 5 we will focus on developing a method that can perform
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an applicability check for a given outlier analysis method. In Chapter 6, we will discuss

the method called consistency check to evaluate how an outlier threshold decision can be

affected by the underlying sample set in use.

In Chapter 7, we will then turn our attention to the WMPR problem, followed by

two more chapters discussing our experience from implementing and deploying a ML tool

in practice. It is in those last two chapters where we will use our practical experience

to illustrate further our main point made above, that ML should be used to help users

understand the data rather than to make a decision for them. In other words, the quest

for certainty should be left to the user, not the tool.
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Applicability Checking

“The first principle is that you must not fool yourself and

you are the easiest person to fool.”

— Richard Feynman

In the previous chapter, we use the phrase “quest for certainty” to illustrate how

applying machine learning is commonly perceived by practitioners, and point out that it

is that perception, in view of the NFL, can cause complication in DSML. When we desire

a model that can make a decision, e.g. a classification decision, and we search for the

best learning model for making that decision, that is when we might run into a situation

where we are directly against the NFL. This can happen more likely in a DSML context,

than a traditional ML context that is driven by big data.

In a DSML context, consequently, the focus is less about which algorithm is the best,

but more about what assumption is taken by an algorithm. In this chapter, we will use

outlier analysis as our target application example and illustrate a method for performing

an applicability check whose purpose is to check if a given set of samples satisfies the

assumption for using a particular outlier score calculation method. With such a check,
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the underlying question is no longer which algorithm is the best. Instead, the question

becomes, which algorithm is most suitable for calculating outlier scores on the given set

of samples, or if a given algorithm should be applied on the given set of samples at all.

We have previously depicted the setup of outlier analysis with Figure 3.3. This setup

requires some subjective choices to be made. The first is the choice of sample set, it can

be a wafer, a single lot, or multiple lots. The second is the choice in method. Well-known

methods include the various Part Average Testing (PAT) methods such as Static PAT

(SPAT), Dynamic PAT (DPAT), Automotive Electronic Council PAT (AEC DPAT),

and Robust DPAT (RDPAT), as well as Nearest Neighbor Residuals (NNR) [38][36] and

Location Average (LA) [38][37]. The last of course is in the choice of threshold.

For outlier based screening, a question frequently asked by people in the industry is:

Which method is the best for screening defective parts? Practically, this “best” can be

understood as having the maximum chance to screen out a defective part while having a

minimal yield loss. This questions can be asked in different contexts, for example, best

for a family of product lines, best for a particular product line, or best for a specific test.

Regardless in what context the question is asked, asking the question suggests that there

exists a best method for the context.

Figure 5.1: Conventional approach to evaluate outlier methods.

A common “benchmark-driven” approach to evaluate a method can be like that de-

picted in Figure 5.1 where each of the methods A,B,C, . . . are evaluated on an initial

set of wafers D. In the context of testing, the evaluation is based on a method’s ability
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to screen out known defective dies F with a yield budget Y L. Suppose method ϕ is

determined to be the best based on some initial data D and the set of known defective

parts F . Let D′ represent data produced in the future and F ′ represent all screenable

defective parts from D′. The fact that a method is the best based on the data (D,F )

does not mean that the method is the best in view of the data (D′, F ′).

5.1 A case study revealing a local NFL situation

In Chapter 2, we use the term local NFL to describe a learning setup where the

available data does not allow us to predict how the future data might behave. A local NFL

situation is specific to the data provided in a particular step in a DSML iterative process.

It is different from the NFL which concerns the overall learning problem assuming that

the number of samples can grow to infinity. In essence, local NFL can happen because

of under-specification for the moment.

With that understanding, in this section we summarize a case study that reveals

a local NFL situation. Using the notations above, essentially we evaluate five outlier

methods based on some benchmark dataset (D,F ) to draw some conclusion about the

methods. Then, we will see how the conclusion can be entirely wrong when we move on

future dataset (D′, F ′).

The methods included in the study are popular outlier methods: SPAT, DPAT, AEC

DPAT, NNR and LA. For 5 product lines shown Table 5.1 we gathered data and obtained

a set of Customer Quality Incidents (CQI’s) (i.e. customer returns) which we treated as

our known defective dies.

In this experiment we try to determine the “best” outlier method and the correspond-

ing model for each CQI. With each method we search for the test that results in the least

yield loss based on D which is the set of 25 wafers that make up that CQI’s lot (In this

54



Section 5.1 A case study revealing a local NFL situation

Table 5.1: Data used for the study
Product code # of wafers # of tests # of CQIs

VP 51100 249 32
KM 9675 350 23
A2M 400 45 11
MPC 4888 620 10
ALP 6996 123 77

sense, our sample set definition is the set of 25 wafers of dies). We consider a method

and it’s model better if it results in less yield loss. In this way we can compare all models

and the one with the minimal yield loss Y Lmin will be the “best” (across all tests for a

CQI). We take these “best” models (plural, because one model for each CQI) and apply

them to the entire dataset D′. The resultant yield loss we denote as Y L′
min.

First, we check if any of the methods produce a universally best model. We can also

check if the performance of a model on (D,F ) is predictive of that model on (D′, F ′).

If neither of these results hold then they are evidences telling us that we might have a

L-NFL problem. In essence, D is not representative for D′ in view of the task we perform.

Figure 5.2: Y Lmin for each CQI - product VP.
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5.1.1 No Universally Best Method Across CQIs

We plot the Y Lmin for each CQI in Figure 5.2 for all five methods. Each column

in the plot represents a single CQI. The “best” model for each method is plotted in for

each CQI, the height indicates that model’s yield loss. The lower a model appears in

the column the lower the yield loss and the better the model (and the method). From

this plot we can see that there is no best method universally across all CQIs. Scanning

across each CQI column the models with the lowest yield loss represents a diversity of

methods. For example the best example for CQI#10 is AEC DPAT and the best method

for CQI#29 is LA (Location Averaging).

Figure 5.3: The corresponding Y L′
min - product VP.

For comparison, the results of running each “best” model on the entire dataset D′

are plotted in Figure 5.3. The first thing to notice is that these yield loss numbers are

substantially larger than the Y Lmin values. Additionally we can see that the model with

the lowest yield loss on D is not necessarily the model with the lowest yield loss on D′.

For example, AEC DPAT had the model with the lowest yield loss for CQI#10 on the

initial dataset, but with the full dataset the lowest yield loss model is SPAT. We can also
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see this with CQI#29 where the lowest yield loss model went from LA to AEC DPAT.

5.1.2 Poor Generalization from Y Lmin to Y L′min

Figure 5.3 then shows the corresponding Y L′
min number for each Y Lmin. The Y L′

min

results are based on all data, i.e. the 51100 wafers as shown in Table 5.1. Observe that for

most CQIs, the Y L′
min numbers are substantially larger than those Y Lmin numbers (the

scales on y-axis are different), i.e. Y Lmin is a poor predictor for Y L′
min. Furthermore, the

best method determined using Y Lmin is not necessarily the best method using Y L′
min.

Table 5.2: Y Lmin, Y L′
min, Ranking for CQI #10 and CQI #29

CQI #10 Y Lmin(%): 0.08 < 0.125 < 0.125 < 0.148 < 0.385
Ranking AEC < SPAT < DPAT < NNR < LA

Y L′
min(%): 1.691 < 1.840 < 2.082 < 4.451 < 5.908

Ranking SPAT < NNR < AEC < DPAT < LA
CQI #29 Y Lmin(%): 0.023 < 0.035 < 0.046 < 0.046 < 0.058

Ranking LA < NNR < SPAT < DPAT < AEC
Y L′

min(%): 1.309 < 1.405 < 1.466 < 2.532 < 3.184
Ranking AEC < NNR < DPAT < LA < SPAT

From Figure 5.2, we select two examples and show their details in Table 5.2. For

example, for CQI #10, based on Y Lmin, the best method is AEC with Y Lmin = 0.08%.

The worst method is LA with Y Lmin = 0.385%. However, when we move to Y L′
min, the

best method becomes SPAT with Y L′
min = 1.691%, and the worst is still LA.

For CQI #29, based on Y Lmin, the best method is LA and the worst is AEC. However,

based on Y L′
min, the best is AEC and the worst is SPAT.

Table 5.3 then summarizes the result of “best method” for all products. Here the best

method is from the Y L′
min point of view. Observe that for each product, each method is

the best for a subset of CQIs.

From these results we see that given a method A the performance of A seen on D

cannot generalize to the performance of A on D′. To overcome this barrier, our idea is
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Table 5.3: # of CQIs a method is best for, based on Y L′
min

Product SPAT DPAT AEC NNR LA total CQIs
VP 3 7 11 5 6 32
KM 4 2 9 1 7 23
A2M 0 3 4 1 3 11
MPC 0 4 4 2 0 10
ALP 11 20 23 12 11 77

to constrain the space for this generalization to take place.

Our goal is to determine a subset of wafers, SA, on which A is applicable. It is

important to note that this goal is not to determine the exact applicable subset. Instead,

an applicable subset serves only as a constraint to restrict the application of A to those

wafers in SA. In other words, if a wafer is in SA, we have a high confidence that this

method is applicable. If it is outside, applicability is simply undecided.

Figure 5.4: Core Ideas (a) constrain method A to where it is best (b) No method need
be universally best

Our conjecture is that while generalization is poor from D to D′, generalization can

be improved if we constrain the scope to be only from D ∩ SA to D′ ∩ SA. Furthermore,

with such an applicable scope concept, we no longer need to decide a universally best

method. Each method can be the best on its respective applicable subset of wafers.
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5.2 Applicability of an outlier method

Results shown above seem to reflect a local NFL situation: (1) The benchmark is

misleading, and (2) In general no one method is better than another.

Given a set of wafers, even if one method is not generally better than another across

all the wafers, it is still possible that if we restrict to a subset of wafers, one method is

better than others. In other words, each method has its own subset of applicable wafers

(e.g. see Figure 5.4 before).

Given a wafer Gi and a method ϕ with a test tj, our goal is to develop a method

APP (Gi, tj, ϕ) that calculates an applicability measure for applying ϕ on the wafer data

Dij. Let ϕ(Dij) be the result of applying ϕ on Dij, our goal is to check some properties

of the result ϕ(Dij) in order to decide if ϕ is applicable or not.

5.2.1 Two properties to check for applicability

We first summarize the two properties in checking for applicability before we discuss

why those two properties are at the core of the checking.

Conceptually, let E(ϕ, tj) denote the “expected result” of applying ϕ to a wafer based

on tj. The first property to check is the difference between ϕ(Dij) and E(ϕ, tj), i.e. does

the result meet the expectation? As it will be explained later, this property is to ensure

that outlier decision made by method ϕ is consistent across wafers.

Then, the second property is to check on the assumption that each ϕ() should follow

a Normal distribution. The property is to check on average how ϕ() deviates from the

Normality assumption. This property is to ensure that outlier decision made by method

ϕ is justifiable.

In other words, our notion of applicability is that the outlier decision made by applying

a method on a given set of wafers is both consistent and justifiable.
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To evaluate the first property, we will develop a Variance concept. To evaluate the

second property, we will develop a Bias concept. Below we will explain their meanings

with respect to a given set of wafers.

5.2.2 The basic assumption of an outlier

First, note that in outlier analysis there is no golden definition of what a “true” outlier

should be. One of the most basic statements that can be said about an outlier is:

Given a distribution D, a sample is an outlier if its probability of occurrence

is so small that it is unlikely the sample is drawn from D.

This definition remains subjective to the probability threshold to define how small is

small enough. However, this is the minimal about one must assume. The difficulty to

apply this definition directly to find outliers is that one need to know the distribution D.

For example, suppose n samples are drawn from a Normal distribution N (µ, σ). For

each sample value xi, one can calculate the so-called z-score zi =
xi−µ
σ

. A common method

to identify outliers is then using the Grubb’s test [39] which calculates the probability

of the largest z-score given n (Notice that this probability depends on n). For example,

for n = 2000 and probability threshold 10−6, Grubb’s test says if a sample has a z-score

> 6.19, it is an outlier.

5.2.3 Density estimation vs. outlier transform

Based on the basic definition above, in practice there can be two approaches to develop

an outlier method as illustrated in Figure 5.5.

The first is by applying density estimation [40] to estimate the distribution D. Once

the distribution is known, one applies a probability-based reasoning similar to the Grubb’s

test to find a threshold. Density estimation, however, is not very reliable for finding

60



Section 5.2 Applicability of an outlier method

Figure 5.5: Two approaches to develop an outlier method.

outliers because it is very difficult to accurately estimate the probability density on the

tails of a distribution [41].

The second approach is by applying an outlier transform to convert each test value

into an outlier score. As a result, each test value distribution becomes an outlier score

distribution. Then, a threshold is applied to each outlier score distribution to find outliers.

There are two concerns with the second approach. (1) If outlier score distributions

on different wafers are different, then applying the same threshold on them have different

meanings. In this case, the outlier decision is inconsistent across wafers. (2) To justify

using the threshold on each outlier score distribution, we also desire each outlier score

distribution to follow the assumed distribution where the probability-based reasoning is

applied to derive the threshold. Otherwise, the threshold lacks a justification to be used

with the outlier score distributions.

These two concerns reflect the two properties of applicability in section 5.2.1 above.

In the following, we will explain how our Variance concept reflects the first concern and

our Bias concept reflects the second concern.

5.2.4 Outlier methods in test are outlier transforms

An outlier method in test is basically a transform of a test value into an outlier score.

For example, given a test value t for a die c, the five methods studied (SPAT, DPAT,

AEC DPAT, NNR, LA) can all be thought of as following the abstract transform to

obtain an outlier score Oc:
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Oc =
t− E(c)

ς
(5.1)

where E(c) is the expected test value of die c, and ς is the quantity to normalize the

score. In other words, different methods differ in how they calculate the expected value

and what normalization value should be used.

For example, SPAT uses the sample mean µs of test values across the entire wafer

for E(c) and uses ς = 1, i.e. it does not normalize. DPAT also uses µs as E(c) and in

addition, uses the sample standard deviation σs as the normalization value, i.e. ς = σs.

AEC uses the sample median value Ms across the wafer for E(c). AEC uses “0.43×

(P99−Ms)” or “0.43× (Ms−P01)” as the normalization value, depending on which side

of the test value t of c is located with respect to the median, where P99 and P01 are the

99% and 1% quantile values of the test value distribution, respectively.

NNR also uses the sample median value Mc, but the samples are not from the entire

wafer. Rather, a k × k window (say 7 × 7) is decided centering on the die c. Only dies

located in the window are used to calculated Mc (for 7× 7, there are up to 49 dies). In

this way, Mc can be different for different dies. Typically, NNR uses ς = 1.

LA also uses a window to calculate Mc and typically uses ς = 1. The difference is

that Mc is not calculated based on all available dies in the window. Rather, it is based

on only a percentage (say 50%) of the dies whose test values are the closest to the test

value t of c.

Overall, every method makes an assumption of what the expected test value should

be. Then, it makes an assumption of what a fair comparison should be by deciding how

to normalize the deviation value “t− E(c).”
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5.2.5 Concern of lack of consistency across wafers

Given a set of dies on a wafer Gi, conceptually their test values based on a given test

can be thought of as forming a distribution Di. Note that the discussion from this point

on assumes the test tj is fixed. Hence, instead of using Dij to denote the test data as

before, we simply use Di.

An outlier method ϕ() transforms each test value into an outlier score. Effectively,

the result is another distribution ϕ(Di). Hence, given W wafers, the result of outlier

analysis by a method can be represented as a sequence of outlier score distributions

ϕ(D1), . . . , ϕ(DW ).

In outlier screening, one decides a threshold T to identify outliers. This T is repeat-

edly applied to each of the outlier score distributions ϕ(D1), . . . , ϕ(DW ). If these score

distributions are different (e.g. ϕ(Di) ̸= ϕ(Dj) for i ̸= j), it means that outlier decision

made on different wafers are different, i.e. the decision is not consistent across wafers.

Figure 5.6: Consistency with an outlier method ϕ().

Ideally, to be consistent we would like to have ϕ(D1) = · · · = ϕ(DW ) = D′ as

illustrated in Figure 5.6 where D′ can be the expected outlier score distribution (E(ϕ, tj))

as mentioned in section 5.2.1 before.

5.2.6 Assessing consistency with variance

When ϕ(Di) ̸= D′ for some of the i, we would like to have a way to estimate the

degree of discrepancy.
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Suppose we have a distance function DIST () that can measure a distance (difference)

between two given distributions, i.e. let d′i = DIST (ϕ(Di),D′). Then, we can define the

Variance of an outlier transform across W wafers as:

Variance of method ϕ() on W wafers =

∑W
i=1(d

′
i)
2

W
(5.2)

A larger Variance means the method is less consistent across the W wafers.

5.2.7 Assessing justifiability with bias

The expected distribution D′ can be thought of as the average distribution across all

ϕ(D1), . . . , ϕ(DW ). To make the threshold T a probability-justifiable decision, we would

like D′ to be close to a known distribution. For example, we assume D′ should be Normal

to justify using Grubb’s test. Let µD and σD be the sample mean and sample standard

deviation of D′. Let D be the Normal distribution N (µD, σD). We therefore can model

the degree of justifiability as a Bias:

Bias of method ϕ() on W wafers = DIST (D′,D) (5.3)

The larger the Bias is, the less justifiable the method is. Figure 5.7 illustrates the

Variance and Bias concepts.

Figure 5.7: Variance and Bias in outlier transform.

It is important to note that a large Bias does not necessarily imply the method is

not justifiable in general. It only means we cannot justify it based on our Normality
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assumption of D. Hence, applicability is constrained by the assumed D. Consequently,

lack of applicability should not be interpreted as “not applicable.” A more meaningful

interpretation is that we do not know if it is applicable or not. As mentioned in at the

beginning with Figure 5.4 before, we treat applicability as a constraint to identify wafers

where a method can be applied with a high confidence.

5.3 Calculating Variance and Bias

In order to calculate Variance and Bias, we require a way to implement the distance

function DIST (). Our choice for DIST () is the popular Kolmogorov-Smirnoff (KS)

test. The KS test, denoted as KS(Da,Db), measures a discrepancy between two given

distributions Da,Db. The result is a value between 0 and 1, where 0 means the same and

1 means the most different. In practice, a KS tool [42] takes Da and Db as two vectors

of sample values v⃗a, v⃗b. Note that the lengths of these two vectors can be different.

Hence, withW outlier score distributions ϕ(D1), . . ., ϕ(DW ), each ϕ(Di) is represented

as a vector v⃗i of outlier scores. The KS() tool enables us to obtain pairwise measures

dij = DIST (ϕ(Di), ϕ(Dj)) = KS(v⃗i, v⃗j), for i ̸= j.

To calculate the Variance and Bias with equations (5.2) and (5.3), we need to calculate

the average distribution D′. With the KS tool, D′ is simply the vector v⃗′ comprising the

union of outlier scores from v⃗1, . . . , v⃗W , i.e. v⃗′ = v⃗1 ∪ · · · ∪ v⃗W . Then, we can obtain each

d′i = KS(v⃗′, v⃗i).

To calculate a Bias, we simply perform a random sampling based on the assumed

Normal distribution D to obtain a vector of scores v⃗. Then Bias is calculated asKS(v⃗′, v⃗).

5.3.1 Result visualization

In order to visualize a result like Figure 5.7, we also need to project each distribution

ϕ(Di) (i.e. the v⃗i) as a point in Euclidean space. The trick is that in this space, the
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points should be positioned relative to their pairwise distances KS(v⃗i, v⃗j). This is a

typical multidimensional scaling (MDS) problem. We utilize an MDS tool from [43] to

project each distribution into a 3-dimensional space.

Figure 5.8: Visualizing Variance and Bias for one test.

Figure 5.8 shows plots similar to Figure 5.7 for one particular test from product VP.

The results here are based on 500 wafers. The computation is limited to W = 500

wafers because to produce each plot, we need to compute W -choose-2 pairwise distances

KS(v⃗i, v⃗j).

In Figure 5.8, each blue-gray dot represents a distribution (from a wafer). The first

plot “Test Values” shows the original test value distributions D1, . . . ,D500. Then, in each

method plot, the score distributions ϕ(D1), . . . , ϕ(D500) are shown. The red dot marks

the expected distribution D′ which is also used to center each plot. The green dot marks

the assumed Normal distribution D based on D′.

In Figure 5.8, a larger spread means a larger Variance and hence the result is less

consistent. A larger distance between the red dot and the green dot means a larger Bias

and hence, the result is less justifiable.

Figure 5.8 shows that DPAT and AEC have smaller Variance than others. Table 5.4

shows their Variance and Bias values. First, observe that all methods achieve a variance

reduction. For example, DPAT brings the variance from its original value 0.223 down
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to 0.0094. This means that the original test value distributions across wafers are much

more diverse. After an outlier transform, the resulting distributions become more similar,

enabling one to make a more consistent outlier decision across wafers than using the

original test values. This variance reduction can be thought of as a key objective of an

outlier transform.

Table 5.4: # Variance and Bias from different methods
Original SPAT DPAT AEC NNR LA

Variance 0.223 0.046 0.0094 0.0104 0.0543 0.0718
Bias — 0.163 0.158 0.0633 0.174 0.174

While DPAT has the smallest variance, its Bias is not the smallest. Overall, we see

that AEC is better because its Variance value and Bias value are both small.

5.3.2 Best method for a particular wafer

For a given wafer Gi, we can further compare methods based on the distance directly

to the Normality assumption D, i.e. di = DIST (ϕ(Di),D). We say that the smaller

the di is, the more applicable the ϕ() is for the wafer because di can be thought of as

measuring the combined effect of both consistency and justifiability together.

Figure 5.9: % of wafers a method is best on.

Based on di, Figure 5.9 shows the percentage of wafers a method is the best on. “Test

1” is the test used to produce Figure 5.8. We see that AEC is the best on 95.1% of the

wafers, an expected result based on what we observe in Figure 5.8. We further select
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a “Test 2” to show a contrasting result, where LA is the best on 52.9% of the wafers.

These examples illustrate that no single method is the best on every wafer and moreover,

different tests result in different evaluation results.

5.3.3 Results across tests

For a given test, we can say that a method is the best if its Variance is the smallest or if

its Bias is the smallest. These two measures provide different perspectives to examine how

overall a method is applicable with the test. Based on the two perspectives, Figure 5.10

shows the percentage of tests a method is best with, across all 249 tests from product

VP. DPAT has the largest percentages in both cases.

Figure 5.10: % of tests a method is best with - product VP.

Further, if we consider all (1387) tests across the five products, Figure 5.11 shows

similar results.

Figure 5.11: % of tests a method is best with - all products.

Overall, even though DPAT has the largest percentages, every method shows its

unique values. Thus in a test application, one should not discard any of the methods in
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advance.

5.4 Examples to illustrate Variance and Bias

Figure 5.12 shows the test value distributions of two wafers selected from Figure 5.8

presented before. Observe that these two distributions are quite different. In fact, their

KS distance is 0.905 (recall that 0 ≤ KS() ≤ 1).

Figure 5.12: Original test value distributions D1,D2.

Figure 5.12 then shows the respective outlier score distributions resulting from DPAT

transform. Their KS distance is 0.151, substantially smaller than 0.905. This illustrates

the variance reduction effect with DPAT transform.

Figure 5.13: Effect of DPAT, KS(DPAT (D1), DPAT (D2)).

In comparison, Figure 5.14 then shows the respective outlier score distributions re-

sulting from LA transform. Their KS distance is larger than the DPAT distance. From

this perspective, we can say that LA is not as effective as DPAT.

Figure 5.14: Effect of LA, KS(LA(D1), LA(D2)).

The example illustrates how in Figure 5.8 LA has a larger spread (a larger Variance)

than DPAT. In fact, the two wafers are selected based on Figure 5.8 where their distances

are among the farthest in the LA plot.
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5.4.1 Simulated examples to illustrate Bias

In general, there is an implicit assumption with every outlier transform on what

properties a test value distribution should have. While this assumption might not have

been explicitly or formally characterized with a method, such an assumption should

always exist. Consequently, when this assumption is violated, a large Bias can occur.

Figure 5.15: 3-wafer examples, all Normal.

For example, Figure 5.15 depicts an example with 3 wafers. Each test value distribu-

tion is sampled from a Normal distribution. 400 dies are sampled fromN (10, 10),N (50, 10),

and N (100, 10), respectively.

Because the test value sample distributions are all Normal, it is expected that DPAT

would have a small Bias. As seen in the DPAT plot, the 3 resulting outlier score dis-

tributions (colored similarly to the “Test values” plot with blue, orange, and green) are

close to the assumed Normal distribution D (colored as the shaded gray area).

AEC is intended to improve DPAT by taking asymmetric distribution into account.

We see that AEC also has a small Bias. LA has a slightly larger Bias because each outlier

score is calculated based on a smaller sample size with dies in a given window. A smaller

sample size can cause more noise. As seen, the 3 distributions from LA deviate more

from the assumed Normal distribution (shaded gray area).

Figure 5.16 then depicts a different 3-wafer example. The test value distributions
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Figure 5.16: 3-wafer example that favors AEC.

are skewed (asymmetric) from a Normal distribution. This asymmetry violates DPAT’s

assumption but meets the assumption of AEC. As a result, DPAT has a larger Bias.

AEC’s Bias remains comparable to that seen in Figure 5.15. Since LA does not consider

asymmetric distribution of test values, its Bias increases from that in Figure 5.15 as well.

Figure 5.17: 3-wafer example that favors LA.

The assumption of LA is that there is some location-based wafer pattern across the

test values. In Figure 5.17, on each wafer, we create a horizontal line pattern where each

line is repeatedly sampled from one of the three Normal distributions,N (10, 10),N (50, 10),

and N (100, 10). Each wafer is sampled in the same way. We expect LA to have a smaller

Bias on such an example.

As seen in Figure 5.17, LA has a small Bias while DPAT and AEC, which do not
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consider any wafer pattern, both have a large Bias.

The three examples illustrate that a large Bias can be an indication that the test

value distribution is out of the consideration by a method (i.e. violating its assumption

of how the distribution should be). When a large Bias occurs, using the resulting outlier

scores becomes not justifiable.

5.5 Applicability results

Let Dij denote the test value data based on test tj on wafer Gi. Let D be our assumed

Normal distribution. Given a method ϕ, in section 5.3.2 before, we use the distance

dij = DIST (ϕ(Dij),D) to measure the combined effect of consistency and justifiability.

Here, we can simply define applicability of an outlier method ϕ with tj on Gi as

Applicability: APP (Gi, tj, ϕ) = 1− dij (5.4)

Let Happ denote an applicability threshold. For example, for Happ = 0.90 we are

interested in seeing how many wafer-test combinations have applicability greater than

this threshold. Figure 5.18 summarizes such results.

Figure 5.18: Summary results with applicability thresholds.

The left chart shows, for all wafer-test combinations across all products, the percent-

age of wafer-test combinations for which a method is 0.9-applicable (or 90%-applicable).

This percentage is not exclusive, i.e. multiple methods can be applicable for the same
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combination. In addition, we include an “N/A” bar to indicate the % of combinations

where no method has applicability ≥ 0.90.

As one changes the threshold Happ, the percentage of N/A combinations would also

change. The right plot in Figure 5.18 therefore shows how the “N/A” percentage changes

with respect to the change of the threshold Happ.

As seen in the right chart, if we set Happ = 0.95, then about 65% of the wafer-test

combinations become N/A. One can think of Happ = 0.95 as 95% confidence to apply

the outlier method to a wafer-test combination. Hence, the plot shows that for 65% of

the wafer-test combinations, we do not have 95% confidence to apply any one of the five

outlier methods. However, if we lower our confidence to 90%, the percentage of N/A is

reduced to 17.9%.

5.5.1 Usages of the applicability measure

Given a collection of outlier methods, Figure 5.18 shows that applicability can be used

to identify the subset of wafer-test combinations for which each method is applicable, and

the subset of combinations for which no method is applicable. Identifying the applicable

subset with each method enables one to choose the best method for each combination

with more confidence. Identifying the N/A subset enables one to assess if the collection

of methods is sufficient. In the next section, we will re-visit the results presented in the

beginning of this chapter and show how those total yield loss Y L′
min numbers can be

reduced.

5.6 Re-visiting results in Section 5.1

In Section 5.1, the “best” outlier model is established for each CQI. For each CQI, we

can use applicability to evaluate if the model (based on the particular method with the

particular test) is indeed applicable on the CQI wafer. With an applicability threshold
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Happ = 0.95, Table 5.5 shows the # of CQI cases that are not applicable (“N/A”) and

the # of cases that are applicable. In total, about 38% (= 59
153

) of the CQI cases where

their models are applicable.

Table 5.5: Applicability result across all CQIs
Product VP KM A2M MPC ALP Total
# CQIs 32 23 11 10 77 153
# “N/A” 17 22 5 7 43 94

# Applicable 15 1 6 3 34 59

5.6.1 Improvement on total yield loss Y L′min

For the 59 applicable CQI cases, Figure 5.19 shows how much the total yield loss

Y L′
min is reduced if the CQI outlier model is applied to only wafers with applicability

≥ 0.95. For each CQI, the “Without applicability” bar denotes the Y L′
min from the

original experiment described in Section 5.1. The “With applicability” marker denotes

the new Y L′
min. For a fair comparison, note that this new yield loss % is based on the

total number of parts from only those applicable wafers, not the entire set of wafers as

before. In other words, both Y L′
min numbers are the percentage from the same formula:

total # of parts screened out
total # of parts applied on

.

Figure 5.19: Improvement on total yield loss Y L′
min.

The improvement on the total yield loss can be clearly observed. This is interesting

because applicability check reduces the total number of parts applied on. By reducing
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the denominator in the Y L′
min formula above (can be a significant reduction as indicated

from Figure 5.18 that many cases (65%) are not applicable with Happ = 0.95), we observe

that the resulting Y L′
min is also reduced. This implies that the % of yield loss on those

not-applicable wafers is greater than the % of yield loss on those applicable wafers. This

suggests that the wafers removed by the applicability check indeed contain the excessive

yield loss.

5.6.2 Improvement on yield loss difference

In Section 5.1, poor generalization is shown by the significant difference between

Y Lmin and Y L′
min. Based on this difference, “Y L′

min − Y Lmin,” Figure 5.20 shows how

applicability check improves this generalization.

Figure 5.20: Improvement on yield loss difference Y L′
min − Y Lmin.

5.6.3 Ideal Y L′min for each given Y Lmin

It is important to note that because Y L′
min is based on a (much) larger number of

parts, it is expected that Y L′
min > Y Lmin. Suppose all wafer outlier score distributions

follow our assumption of Normal distribution D. Even with this ideal situation, we still

expect to see Y L′
min > Y Lmin.

To see this, for a given Y Lmin, we perform Monte Carlo simulation of the ideal

situation based on the assumption D and using the same number of parts in each case
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(e.g. on CQI lot, on all lots, without applicability, with applicability). Through this

simulation, we calculate an ideal Y L′
min for each case. Table 5.6 shows some example

results based on the first five CQIs shown in the figures above.

Table 5.6: Examples of ideal Y L′
min based on Y Lmin

CQI 1 2 3 4 5
Results without applicability check

Y Lmin = 0.197% 0.209% 0.191% 0.124% 0.12%
Ideal Y L′

min = 0.768% 0.754% 0.649% 0.611% 0.523%
Actual Y L′

min = 5.597% 4.496% 4.461% 4.107% 3.39%
Results with applicability check

Y Lmin = 0.172% 0.343% 0.341% 0.154% 0.00%
Ideal Y L′

min = 0.683% 1.06% 1.124% 0.653% 0.184%
Actual Y L′

min = 0.567% 0.497% 1.31% 0.984% 0.241%

Note that with the applicability check, the Y Lmin on the CQI lot can change as well,

even though we do not change the outlier model. This is because some wafers from the

CQI lot can be not-applicable.

As seen in the table, each ideal Y L′
min is greater than the Y Lmin, but not too much

greater. For each case, if the actual Y L′
min is greater than the ideal Y L′

min, then this

means the total yield loss is not ideal.

Without applicability, we see that all cases have an actual Y L′
min above the ideal

yield loss. And the difference between the ideal and the actual is quite large.

With applicability check, for CQI 1 and CQI 2, the actual Y L′
min is smaller than the

ideal. Even for the other three cases, the actual Y L′
min is much closer to the ideal than

those numbers without the applicability check.

Refer back to Figure 5.20. In the figure we use a diamond marker to note the CQI

cases where the actual Y L′
min is greater than the ideal yield loss in the “Without ap-

plicability” experiment. We use a circle marker to note those similar CQI cases in the

“With applicability” experiment.

As seen from those makers in Figure 5.20, without applicability many CQI cases have
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a total yield loss greater than the ideal. With applicability, many of these cases (without

a marker) become ideal or smaller than the ideal yield loss. Note that for most of those

CQIs with the circle marker, the differences between the actual Y L′
min and the ideal yield

loss are quite small, similar to those shown in Table 5.6.

5.6.4 Consistency without justifiability

In the above experiment, we use the applicability equation (5.4). As mentioned

above, this applicability reflects the combined effect of both consistency and justifiability.

Suppose we change this to measure only consistency and discard justifiability. In other

words, we use CON(Gi, tj, ϕ) = 1 − d′ij where d′ij = DIST (ϕ(Dij),D′), i.e. distance

to the average distribution D′, rather than to the Normal distribution D. By replacing

APP () with CON(), we re-perform the experiment for the 59 CQI cases by keeping all

the other aspects in the experiment the same.

Figure 5.21: Less improvement on total yield loss Y L′
min.

Figure 5.21 shows a similar chart as that shown in Figure 5.19 above. Notice that,

although the total yield loss Y L′
min is still reduced for many CQIs, the reductions are

smaller than those shown in Figure 5.19. For a few CQIs, the new Y L′
min is the same

as before or even worse. Figure 5.21 shows the importance to include justifiability (i.e.

Bias) in our applicability measure. Without checking the justifiability, we would not be

able to obtain the substantial yield loss improvements.
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5.7 Summary

In the semiconductor test industry, practitioners had been searching for the best

outlier method for years, due to the importance of outlier screening in quality assurance

for products sold to the automotive market or alike. However, in evaluating different

methods to choose the best method, the evaluation relies on some initial set of samples.

If this set is not representative enough, the best method deemed by the evaluation has

no meaning in view of the future samples. This situation is captured in our notion of

local NFL in view of an overall DSML setup.

The important first point from our study is that, we need to give up on searching for

the best method and accept that it does not exist in general. Then, we should realize

that every method has an assumption to begin with. In application of a method, this

assumption needs to be evaluated for the application to be justified. Otherwise, com-

paring methods in terms of their outcome with respective to some performance metric,

e.g. yield loss, can become misleading or even meaningless. Focusing on evaluating the

assumption helps achieve a deeper understanding about the data and the methods at

hand, enabling a practitioner to make a more informative decision.

That is the philosophy behind the work presented in this chapter, that one should

not look at a method as a better method or a worse method. One should look at the

method and the data together and ask, if the method is appropriate for the data. When

we are taking that perspective, an evaluation scheme of the assumption with a method

is no longer just about the method. It is also a way to assess the data where the result

reveals some characteristics about the data. From this angle, those methods can be seen

as the vehicles for a user to achieve a better understanding more about the data. This

point will be emphasized more in the later chapters when we discuss deployment of a

machine learning application software in practice.
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Chapter 6

A “What-If” Analysis

A man may imagine things that are false, but he can only

understand things that are true, for if the things be false,

the apprehension of them is not understanding.

— Sir Isaac Newton

In Chapter 2, we pointed out that it could be futile trying to achieve a provable

machine learning outcome because that would be directly against the NFL theorem (or

Local NFL in DSML). The Bayesian view of machine learning provides a more feasible

alternative. Implementation-wise, the view suggests that it is more practical to imple-

ment a tool whose goal is only to evaluate the outcome from an assumption given by the

user. In Bayesian view, this is the well-known prior-to-posterior framework. In practice,

we can also look at it as implementing a “what-if” analysis approach.

In Chapter 3, we described three components in an outlier analysis setup, which can be

affected by user’s subjectivity: the sample set selection, the algorithm selection, and the

threshold selection. While the applicability check in the previous chapter tries to mitigate

the effect of subjectivity in the choice of algorithm, in this chapter we discuss a way to
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mitigate the effect related to the other two components. The method was proposed in [2],

which aims to calculate a so-called consistent threshold for an outlier screening model.

In this chapter, we will interpret the work from the perspective of what-if analysis. We

use this example to illustrate how the theoretical view from Chapter 2 can actually echo

our practical view in approaching the problem.

It should be noted that the work in [2] was originally developed for a different purpose

than trying to perform what-if analysis: The goal was to have an outlier analysis approach

that can say “There is no outlier”. This need was motivated in the context of customer

return analysis (see Chapter 3 for more discussion). In the analysis, a customer return is

given and we are asked to search for an outlier model that projects the customer return

as an outlier. This problem is not completely specified, because being an “outlier” is

subjected to our choices made in the three components: the sample set, the algorithm,

and the threshold. The work in [2] tries to find a way to eliminate some of the choices

and in turn, reduce the search space for an outlier model. In other words, the original

motivation was from pruning-the-search-space point of view.

The work in [2] started with evaluating three common outlier methods (the “algo-

rithm”): SPAT (Static Part-Average-Testing), DPAT (Dynamic PAT) and LA (Location

Averaging) and showed an inconsistency in the outlier sets deemed by the three methods.

The dataset was from an automotive product line, containing 5000 wafers and totals 3

million dies. As an example, one can select a threshold aiming to screen out X PPM

(parts per million) such as 100 PPM, 10 PPM, or 1 PPM. Suppose all the 3M dies are

used. Then, at 100 PPM, the threshold would be set to screen out the 300 most outlying

dies. Recall that the ranking is decided by the outlier scores calculated by the particular

method in use.

The results of two tests were summarized in [2] as Venn diagrams. We re-display the

results from Test 1 in Figure 6.1 and Test 2 is Figure 6.2. One thing to observe is that
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for Test 1 as the threshold is changed from 100PPM to 1PPM the disagreement between

the methods decreases, and all methods consistently identify the same 3 most outlying

dies in the 1 PPM case. However for Test 2 we see that this is not the case with SPAT

completely disagreeing with LA and DPAT about which 3 dies are the most outlying dies.

From this we can understand that depending on our PPM goal, for some tests there is

consistency between the models and for other tests, there is not.

Figure 6.1: Results for Test 1. Image taken from [2]

Figure 6.2: Results for Test 2. Image taken from [2]

Looking at the minimum/maximum test values led to a rational for why these two

tests cause the models to behave differently. In Test 1, the more consistent test, the

min/max test values are shown in Figure 6.3 where the extreme nature of the outliers

requires two scales to be presented. There we have highlighted the top 7 outliers in red,

the scale of the top plot in Figure 6.3 is so large that the 7 outliers appear as 3 groups.

We have provided numbers next to each group to indicate how many outliers are in that

group. In contrast to Test 1 and it’s two scale presentation, Test 2 can be presented on
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a single scale in Figure 6.4. Since 20 of the values in Test 1 are “obvious” outliers it

is easy for the 3 different methods to agree that they are outliers. However for Test 2,

none of the values are “obvious” outliers; because any outliers can only be marginal it

makes the outlier models inconsistent with each other. Hence, the idea is to find a way

to differentiate between these two situations, i.e. having “obvious” outliers and having

no “obvious” outliers. And the method proposed in [2] is called consistency check.

Figure 6.3: Min/Max value plot for Test 1. Image taken from [2]

Figure 6.4: Min/Max value plot for Test 2. Image taken from [2]
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6.1 Consistent threshold selection

Given a die with test value mi and outlier score si, suppose this score is calculated

based on all dies from the same wafer. If the die is an outlying die, it only means that

the die is an outlying die with respect to other dies on the same wafer.

If this die is an “obvious” outlier like those in Test 1 (Figure 6.3) then it should also

be an outlier if it were put on another wafer. To check this we can take the original test

value and compute it’s outlier score as if it were on another wafer. If it is an “obvious”

outlier then its ranking from this new score would be comparable to the original ranking.

On the other hand if the die is a “marginal” outlier like those in Test 2 (Figure 6.4) then

moving it to other wafers will likely change it’s ranking substantially.

In essence, the idea just described is to perform a what-if analysis of a given outlier.

The idea is evaluating what if we see the outlier from other wafers’ point of view. This

is a simple idea, but an effective one. As shown in [2], it enabled showing no outlier for

a large number of tests and hence, could reduce the search space for a customer return

significantly.

In the what-if analysis, the more wafers that the outlier can “survive” and still remain

an outlier gives more evidence that this die is one of these “obvious” outliers. If moving a

die tends to change it’s outlier/inlier status, it is called an inconsistent outlier. If a die’s

status does not tend to change when moved to another wafer it is a consistent outlier.

An convenient measure of a die’s consistency is as a percent of inlier / outlier labels. So

if a die is “moved” to 100 wafers and in 95 wafers it is an outlier we can say it is a 95%

outlier.

This procedure of “moving” dies can also provide a estimation of outlier score con-

fidence. The collection of outlier scores gathered by moving a die from wafer to wafer

will have some distribution of values. If these values are tightly grouped together then
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the score itself is consistent and we can be more certain of the categorization of that die

whether inlier or outlier. If the values are widely distributed then our confidence that

a die is an inlier/outlier would go down. The distribution of the outlier scores is not

due to the die itself since the test value does not change. Rather the distribution is due

to wafer-to-wafer variations so in a real sense this confidence is measuring noise in data

with respect to a particular die and model.

Following from these ideas when we select a threshold for an outlier model there are

three things that it can do: 1) It can identify consistent outliers, 2) minimize inconsistent

outliers and 3) It can provide a margin of safety. As we have argued here consistent

outliers have evidence that they are “obvious” outliers while the inconsistent outliers

are not. For this reason we can justify screening out the consistent outliers but not the

inconsistent ones.

Figure 6.5: Consistent threshold framework.

Putting all this together we can create a framework for selecting a threshold. Suppose

there are W wafers w1, . . . , wW in our dataset. For a given die with test value mi we can

create a row vector of outlier scores v⃗i = (si1, . . . , siW ). For a component in this vector

sih it is the outlier score when that test value is moved to wafer Wh. Combining these

v⃗i row vectors into the matrix shown in Figure 6.5 allows the quality of any threshold to

be measured.
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6.2 A minimum consistent threshold

In [2] they chose to only consider 100% consistent outliers, ones that were never

identified as an inlier (based on all the wafers available for evaluation). They also only

consider thresholds that identify these 100% consistent outliers and no others. This

approach greatly simplifies the analysis and gives the highest quality threshold that can

be found. Additionally they utilized a noise band based on the distribution of outlier

scores for a single die. If a consistent threshold was found to be within the noise band of

a die it was rejected.

The procedure given by [2] for selecting a threshold was to start with a small threshold

value, one that was guaranteed to be inconsistent. This initial threshold value would then

be increase it until a consistent threshold could be identified that was not in a noise band.

If no consistent threshold could be identified then that model was not applicable.

One of the experimental results they showed was that the consistent outliers obtained

from different outlier methods can have a containment relationship. Let Cs, Cd, Cl be the

sets of consistent outliers for SPAT, DPAT and LA. Experimentally, it was observed

that the relationship Cd ⊆ Cl ⊆ Cs always held. Because there is some ordering to the

sets it gives a means of providing a performance measure across the three methods. In

particular, in our metric for evaluating the goodness of an outlier method is its resulting

yield loss, then this ordering essentially would say DPAT is better than LA which is

better than SPAT. Here we do find a free lunch. However, keep in mind that we only

find the free lunch by restricting ourselves into looking for consistent outliers. Hence, it

is under that constraint of consistency where a free lunch can be found.
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6.3 Summary

As stated in Chapter 2, we consider the Bayesian view to be the most practical view to

apply machine learning. In that view, the focus is on evaluating the starting assumption

rather than on the algorithm to compute the model based on the assumption. Using

outlier analysis as the application example, this chapter explains how that idea can be

translated into a practical method which can provide great values in various application

contexts. The essence of taking a Bayesian view in practice can be seen as implementing

a what-if analysis framework where the antecedent with the if-part is an assumption

that can be chosen or varied by the user. It is also interesting to note that while outlier

analysis is a seemingly local NFL problem where one cannot say one method is universally

better than another, under a restricted scope such as finding only consistent outliers, it

seems that some free lunch can be found.
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Chapter 7

Wafer Map Pattern Recognition

“One cool judgment is worth a thousand hasty counsels. The

thing to do is to supply light and not heat.”

— Woodrow Wilson

In Chapter 3 we introduced the wafer map pattern recognition (WMPR) problem in

the context of the deep learning stage in the evolution of ML. The Wafer Map Pattern

Recognition (WMPR) problem is a well researched problem and the research spans both

stages in view of the two stages of ML depicted earlier. For example, the authors in [44]

developed a comprehensive wafer map dataset called WM-811K. This dataset has 811

thousand wafer maps with 172 thousand labelled. The work in [44] follows a traditional

ML approach to building a WMPR and similarity ranking system. They used several

types of features, including ones based on Radon transforms and analyzing geometric

properties (e.g. failing die counts, region labeling, line detection, etc). A Support Vector

Machine (SVM) [45] algorithm was used to build the model. That SVM model had

an overall accuracy of 94.63% on the dataset which was better than the deep learning

approach which had an 89.64% accuracy.
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Several other works had also used the WM-811K dataset. For example, the work

in [46] followed a similar approach with the aim of improving multi-pattern detection

accuracy by selecting different features. The work in [47] advocated using more dis-

criminant features based on Linear Discriminant Analysis (LDA) to simplify the model

building step. With Radon transform based features, the work in [48] proposed a special

Decision Tree based ensemble learning method. Decision tree models are generally more

interpretable than SVM models.

To help deep learning on WM-811K, the author in [49] proposed using an Autoencoder

(AE) as a pre-training step to learn features before learning a classifier. However, the

author found that pre-selected features were still needed. This required that feature

vectors and not wafer maps images be used as input for the AE.

To apply deep learning, the author in [50] proposed a 2-stage classification process:

first to classify between having a pattern and having no pattern (the later is called the

“None” class in WM-811K), and if there is a pattern, classify which class it is. Note

that both works [49] and [50] acknowledged that the wafer map images were noisy and a

de-noising step was required to make the learning work.

WM-811K is a highly imbalanced dataset where some classes have many more samples

than others [44]. The work in [51] proposed a special data augmentation method based

on GAN (Generative Adversarial Network) [52]. Instead of using GAN, the authors in

[53] used AE [54] for data augmentation. Moreover, the authors found that augmenting

the samples with rotation could help. In contrast, the authors in [55] used pre-determined

methods to augment the dataset and a deeper CNN for training the classifier.

The authors in [56] approached WM-811K dataset from a different angle. They tried

to address the concern that a wafer map to be predicted might contain a new pattern

not seen in the dataset, or contain a multi-pattern. As a result, the classifier’s prediction

might not be reliable. The work proposed using Selective Learning to estimate confidence
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of a prediction. Then, the deep learning model could include the choice to abstain from

making a prediction.

In view of Figure 3.1, the earlier works [44][46][47][48] follow a traditional ML ap-

proach. The work [49] makes a transition to a deep learning approach. The later works

[50][51] [53][55][56] follow a deep learning approach where data augmentation and sample

de-noising are two helpful steps.

We should note that most of the previous works on wafer map classification were

done from a manufacturing process perspective. In fact, the problem has been studied in

the semiconductor manufacturing field for decades. Most of the previous works appear

in publication places in that field. The works reviewed above are those that specifically

utilize the WM-811K dataset.

Note that the WMPR problem attracts the interest of a fabless company just in recent

years. This is because in the past, ensuring high yield was primarily a responsibility of the

foundry andWMPR is an important step in their methodology to improve yield. In recent

years, as the technology advances, fabless companies started to share more responsibility

of the yield improvement effort. As a result, WMPR becomes also important for a fabless

company, enabling them to communicate more effectively with the foundry, e.g. asking

more sensible questions.

There is a fundamental difference between how a foundry sees the WMPR problem

and how a fabless company sees the problem. From the foundry point of view, for

example, providing the WM-811K dataset implies that there is a pre-defined set of pattern

classes to begin with. In other words, foundry people have the domain knowledge to

enable them to know what patterns they are looking for. Hence, they see WMPR as a

multi-class classification problem, as formulated in the WM-811K dataset.

In contrast, from a fabless company point of view, they would not know in advance

what patterns to look for. Defining the pattern classes is part of the problem. From this
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perspective, we can say that the fabless version of the WMPR problem is not supervised,

but unsupervised. This consideration affected how we approached the problem from the

start. The novelty of our work is that we are looking at WMPR from a fabless company’s

perspective. In this Chapter, we will present some of the initial results along the WMPR

line of research. Note that there are other results [57][58][59] not included in this thesis,

which are discussed in more detail in another thesis [60] parallel to this one.

7.1 Wafer map patterns in yield excursions

In Chapter 3 we discussed the chip production environment shown in Figure 3.2. A

chip design will go through a manufacturing process and then, two major stages of testing

prior to being shipped to a customer. If everything is proceeding normally, one expects

to see yield stabilizing at a certain level without too much fluctuation.

In reality, there will be times when the yield drops precipitously. These drops can be

localized to a wafer, a lot or multiple lots. In particularly bad cases it can affect multiple

designs that are being produced with the same manufacturing line. These drops in yield

are called yield excursions and when they happen, people eagerly try to find out the root

causes in order to correct them.

One of the signature characteristics of a root cause can be the pattern of dies on

the wafer that it affects. For some root causes they will be more likely to affect certain

locations on a wafer compared to others. For example, in the manufacturing process

chemicals are sprayed onto the surface of the wafer with the goal of creating an even

symmetric coating across the surface. If the spray nozzle were damaged by being bumped

with a wrench, it would have a consistent asymmetric pattern. Any failing dies caused

by this asymmetric spray would form a similar pattern on the wafer.

A common procedure is to use a wafer map pattern to define the scope of a yield
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Figure 7.1: Wafer map patterns are used to define the scope of a yield excursion.
(a) A wafer map showing the excursion’s characteristic wafer map pattern. (b) The
occurrence of the pattern over time

excursion. For example, the wafer map in Figure 7.1, plot (a), is one such case. We can

see that the wafer has two clusters of failing dies, one at the 11 o’clock position and one

at the 5 o’clock position. This wafer map pattern was first reported in week 19 (see plot

(b) in Figure 7.1) when all 25 wafers in a single lot showed either the 5 o’clock cluster,

the 11 o’clock cluster or both. Once this pattern was reported, the production history of

this device was searched and two more occurrences were found in weeks 5 and 9. Later

the same pattern was found in weeks 21, 22 and 25.

By defining the scope of the excursion the engineers can know how serious the excur-

sion is (i.e. how much yield loss is occurring) and react accordingly. Additionally a fully

defined scope aids in analyzing the root cause of the excursion. Root cause analysis often

comes down to what the affected wafers have in common that the unaffected wafers do

not. A larger dataset helps rule out potential causes.

In the company we worked with, this pattern search was largely a manual search. An

engineer had to load the data, plot it and then look at it; noting which wafers have the

pattern. This was a tedious, error prone process and since an engineer had limited time

they often tried to reduce the search space.

In this case the engineers looking for the two cluster pattern only searched the pro-
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duction history of a single design. Many designs are run through the manufacturing

process using the same tools. If one of these tools caused this design’s yield excursion,

it is possible that another design is also being affected by this same tool. However, this

can represent an enormous search space in view of the engineer. In this two cluster pat-

tern case for that 30 week time frame shown in Figure 7.1 (b), limiting the search to 15

potentially affected designs, there are 4̃0k wafers that would need to be examined. This

is a task that a ML model would be suitable for.

7.2 Cluster patterns

Recognizing the wafer pattern in Figure 7.1 (a), requires that we solve two sub-

problems: 1) Detecting clusters and 2) Identifying wafers with clusters in similar loca-

tions. To detect a cluster such as the one in Figure 7.2 (a), all we have is a list of x, y

coordinates where failures occurred and we need to decide if some of these coordinates

form a failure cluster. In this context a cluster is not a clearly defined concept. A cluster

can be continuous region of failing dies, but there can also be gaps and the edges tend

to be diffuse. It does not take a particular shape, it can be circular or ovular but it can

also take shapes for which there is no name. The only characteristic a cluster has is that

it is a relatively dense region of failures. Therefore, we can try to define a failure cluster

by estimating the density of failures.

The field of non-parametric statistics has an analogous problem where they take a list

of samples from a random variable and try to estimate the Probability Density Function

(PDF) of the random variable. One solution to the PDF estimation problem is the Kernel

Density Estimate (KDE) [61]. Each sample value x is replaced with a normal distribution

Nx,σ centered on the value x. The estimated PDF is the sum of these sample distributions

f̃ =
∑

xNx,σ. For the KDE solution there is one free parameter σ called the bandwidth
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and the user needs to define this value.

Figure 7.2: (a) Failing dies on a wafer. (b) Kernel density estimate of the failing dies.
(c) Cluster formed by thresholding.

The KDE solution can be easily extended to the 2D case needed for wafer failure

density. Each failing die’s location is replaced with a 2D normal distribution and the

total failure density is represented as the summation of all these distributions. We can

then calculate the failure density for all the die locations on a wafer as shown in Figure

7.2 (b). We can then define a failure cluster as a continuous region where the failure

density is above some value Tc, the cluster threshold. Figure 7.2 (c) shows the cluster

as the yellow region in the top left. Note it is important that we require clusters be

continuous because each wafer can have multiple failure clusters.

Figure 7.3: (a) Polar coordinates of failure clusters. (b) Grouping failure clusters in
the coordinate space.

Just detecting a cluster is the first part of the problem, we also need to find wafers

with clusters at similar locations. We calculate the location of each cluster as shown in
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Figure 7.3 (a), using a polar coordinate system. A polar coordinate system was chosen

because it experimentally worked better. The radial component is measured as the

distance from the center of the wafer to the cluster center, where the cluster center is the

average location of all dies in the cluster. The angular component is the angle between

the x-axis and the line between the cluster center and the wafer center.

With the locations of each failure cluster defined we can use a clustering algorithm

to group them together. Each group of failure clusters can then be used to label a new

cluster. Plotting the clusters in the polar coordinate space we get Figure 7.3 (b), where

we can see how each of the clusters group together.

7.2.1 Cluster pattern results

With these two components defined we can build the model and run it on wafer data

to detect this two cluster pattern of the original problem. We selected the 40k wafers

from the same time range shown in Figure 7.1 (b). Running the model over that data

yields the results shown in Figure 7.4 where the number of detected wafers has increased

dramatically. For week 19 the number of wafers almost doubled and for the weeks prior

to week 19 the number of wafers went from 5 to 55.

Figure 7.4: ML cluster pattern detection results.
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7.3 Sample-based pattern detection

The cluster pattern model is a simple, practical solution that works. However, while

it can work well with a cluster type of pattern, it is not a general solution for all patterns.

For example, we show two other patterns in Figure 7.5, where the purple dots represent

passing dies on the wafer and the yellow dots are the failing dies. The simple cluster

pattern model would not work well on capturing those patterns. Also, the cluster pattern

detection requires someone to tune the two bandwidths for the 2D kernel density estima-

tion and also the cluster threshold Tc. As the number of dies on a wafer grows very large

or very small these parameters will need to be tuned to achieve the best results. This

approach also depends on a clustering algorithm, which will also require some tuning.

Figure 7.5: Two wafer failure patterns from production data.

In Figure 7.5(a) we see multiple arcing lines characteristic of a Chemical Mechanical

Planarization (CMP) root cause. CMP uses an orbital polishing motion to flatten the

surface of a wafer layer. Occasionally some debris breaks off from the wafer and is

dragged along the surface forming arcing scratches. Knowing the cause of this pattern

raises serious questions on the applicability of the cluster pattern model detailed above.

First describing each of these arcs as a cluster is dubious. Second the location of these

arcs is irrelevant to the pattern. The nature of the CMP process is such, that rotating
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this pattern by 90 degrees is also a CMP pattern and should be recognized as such. Yet

the cluster pattern detection approach would classify the rotated pattern differently than

the original. The pattern in Figure 7.5(b) shows a “ring” shaped pattern. This pattern

is interesting because there seems to be three concentrating sub-clusters of passing dies

in the center (the reason will be explained later).

What these examples show is that we need a general pattern detection approach, one

that makes very few assumptions on what a pattern can be. A domain expert will know

that what they see is interesting when they see it, but they will not be able to predict

what the pattern will look like or what basic features it would have.

7.4 General wafer map pattern recognition

A more generic approach than the cluster pattern detection algorithm is a Neural

Network (NN) or a Convolutional Neural Network (CNN) design. This is the architecture

used for modern image recognition ML models such as the designs used in the ImageNet

[3] competition. Using an image recognition approach is a natural fit for the wafer pattern

detection problem because domain experts use plots to detect interesting patterns and

plots can be considered as a special type of image.

One of the difficulties in implementing a CNN is the number of training samples

required to produce good results. In the ImageNet dataset there are ∼1,200 images per

class in the training dataset [3]. Even reducing that amount by an order of magnitude

the required number of samples is impractical for WMPR.

As the first step to approach the WMPR problem, we explored the possibility to use

Generative Adversarial Networks (GANs) [52] as one possible solution to this training

data scarcity problem. Note that in this initial work, we assume some minimal set of

samples are available for training a recognizer of the pattern. We do not yet concern the
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problem where those minimal set of samples come from. That is a problem completely

addressed in [57] (which is discussed in more detail in [60]).

7.4.1 Generative Adversarial Networks

Figure 7.6: Illustration of a GAN and it’s training.

Normally a GAN is used to train a generative model. This model will be trained to

synthesize new samples similar to it’s training data. In the GAN architecture there is the

generator networkG and the discriminator networkD. Figure 7.6 shows this architecture.

These two networks are locked in a competition with each other. The discriminator tries

to tell an original sample from a synthesized sample. The generator tries to synthesize

a sample the discriminator cannot distinguish from an original sample. While normally

the goal of a GAN method is the trained generator, a fully trained discriminator can be

used as a recognizer for samples similar to the training data.

To train a recognizer, a few wafer maps are used. Suppose there are m wafer maps

and denoted as x1, . . . , xm. These are our training data. Without loss of generality,

assume each map is a square image. For training, the generator produces some l images,

denoted as g1, . . . , gl. Each generated image is produced according to a random vector
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v⃗. Each variable of v⃗ can be thought of as a latent input. These variables define a latent

space where each vector in this space represents an image produced by the generator.

The training process is iterative. Each iteration has two stages and each stage of

training can use the common stochastic gradient descent (SGD) approach. In each itera-

tion, two classes of samples x1, . . . , xm and g1, . . . , gl are used. From iteration to iteration,

the samples x1, . . . , xm remain the same, but g1, . . . , gl are re-produced by the generator

for each iteration based on the weights learned in the previous iteration.

In the first stage of training, the goal is to learn the weights in the D network in order

to separate x1, . . . , xm from g1, . . . , gl as much as possible. During back propagation, the

gradients are computed backward from the output of D to its inputs. In the second

stage, weights in D are fixed. SGD is applied to learning the weights in G. The gradients

calculated on inputs of D are further back propagated to the inputs of G. The optimiza-

tion objective is to have G adjust the generated samples such that their output labels

by D are as close as possible to the output labels of the training samples x1, . . . , xm.

The idea of training D and G can be thought of as playing a game [52] where the

D network learns to beat the G network by discriminating the samples generated by

G from the training samples x1, . . . , xm. On the other hand, the G network learns to

generate samples to fool the discriminator D as much as possible. Over iterations, the

generated samples become more like the training samples and it becomes harder for D

to separate them.

7.4.2 The CNN architectures

In this work, our implementation of GANs is based on two deep CNNs shown in

Figure 7.7, following the ideas proposed in [62] which suggests a set of constraints on the

architectural topology of Convolutional GANs to make them stable to train.
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Figure 7.7: The two CNN networks in the GAN: (a) The Discriminator. (b) The Generator.

Figure 7.7 (a) shows our CNN architecture for the discriminator. The leftmost block

shows our input assumption. Each input is an image with 48-by-48 pixels. Each pixel

has three values: -1, 0, and +1. These three values indicate negative color, no color, and

positive color, respectively. Before a wafer map can be used as an input sample to this

CNN, pre-processing is required to convert the map into this representation.

The architecture of the discriminator is a fairly standard CNN architecture. There

are 3 Convolution layers and 3 fully connected layers. It takes in a 48-by-48 image and

then outputs a “synthesized” or “original” label for the image.

The generator’s architecture is shown in Figure 7.7 (b). It is the inverse of the

discriminator architecture. There are 2 fully connected layers followed by 4 transverse

convolution (T.Conv) layers. The transverse convolution layer can be though of as the

inverse of the convolution layer, in that it can ‘undo’ the convolution. The generator

takes in a vector of random numbers and then outputs a 48-by-48 image.
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7.4.3 An example recognizer for a wafer map pattern

To train our GANs, we need a dataset divided into a training dataset and a validation

dataset. Because it is an unsupervised learning, the validation dataset alone cannot fully

determine the stopping point. The validation dataset is used to ensure the discriminator

does not over-fit the samples in the training dataset, by ensuring that all samples in

the validation set are also classified correctly. In our experiments, the stopping point in

the training is assisted by inspecting the samples generated by the generator. If these

samples show features similar to the training samples, then we stop. If not, the training

is resumed for more iterations.

Because our focus is on the discriminator (used as a image recognizer), we concern

more about the quality of the discriminator than the quality of the generator. If the

latter is our concern, we might need to train with more iterations until the generator is

capable of producing images close to the training samples. This in turn might require

additional techniques in the implementation to ensure convergence.

What we found is that the GANs usually do not require a large number of samples to

train if those samples share some common features. To illustrate this, Figure 7.8 shows

five training samples used for training a recognizer for this class of wafer pattern. To

enhance the training dataset, each sample is incrementally rotated to produce 12 samples

in total. Then, overall we have 60 samples for training.

Figure 7.8: Five training samples.

Figure 7.9 shows the five samples used for validation. Similarly, each is rotated to

produce 12 samples with a total of 60 validation samples. Note that these samples look
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alike because these are wafers from the same lot.

Figure 7.9: Validation samples.

After the training, the discriminator (treated as our pattern recognizer) is used to

recognize similar wafer map patterns on 8300 other wafers. The recognizer recognizes 25

wafers and some are shown in Figure 7.10. On these samples, we see that they all show

up with a similar edge pattern.

Figure 7.10: Five wafers among the 25 recognized wafers.

Because the samples generated by the generator are inspected to determine the stop-

ping point, it would be interesting to show the wafer maps produced by the generator.

Figure 7.11 shows five such wafer maps (by giving the generator five random inputs). It

can be seen that the generated images do not look the same as the original images shown

in Figure 7.8. However, the feature of having many fails on the edge are also present in

these generated images.

Figure 7.11: Wafer maps produced by the generator.
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7.4.4 Generality of a recognizer

The wafers used in the above experiment each has about 2100 dies. Recall from

Figure 7.7 that input images are in size of 48×48 pixels. One interesting question to

ask would be how the recognizer performs on those wafer maps from other product lines

where each wafer map is based on more or has less number of dies.

To answer this question, Figure 7.12 shows the result of applying the edge pattern

recognizer on a 2nd product line. The recognizer was applied to scan 2011 wafer maps

and found only 1 recognized map as shown in the figure. Each wafer for this product line

has about 4500 dies, more than twice as many as that in the first product line used for

the experiment above. It is interesting to see that the recognized map also shows a clear

edge pattern.

Figure 7.12: Recognized maps from the 2nd and 3rd product lines.

Then, the recognizer was applied to a 3rd product line to scan 7052 wafer maps and

found 24 recognized wafer maps. Some examples are also shown in Figure 7.12. For this

product line, each wafer has about 440 dies, much less than that in the first product line.

However, each recognized wafer maps also show a clear edge pattern.

From the results shown above across three product lines, it is interesting to see that

the pattern recognizer, trained with a small set of rather similar edge patterns as shown

in Figure 7.8, is able to generalize the learning and recognize other edge patterns even
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with some noise in the pattern (Figure 7.12). These results show that one might not

need to re-train a recognizer for every product line even though their numbers of dies

per wafer are different. These results also indicate that one can train a recognizer with

some higher-level “intent.” For example, in the above, our intent is to capture an “edge

pattern.”

7.4.5 Developing a set of recognizers

We can develop a set of recognizers that will recognize most of the wafer maps.

Recall from Postulate 1 that the domain expert is performing a search to look for new

interesting samples. Creating a set of recognizers can aid in this search by filtering out

all of the wafer maps for known classes. The remaining unrecognized maps can then be

ranked, for example based on their yield loss. Recognized maps can be interesting or

non-interesting. For developing the recognizers, we can begin with those non-interesting

maps, followed by developing the recognizers for interesting maps, and then followed by

applying a ranking.

There are two main reasons for following this ordering. First, there are usually many

more non-interesting maps than interesting ones. Hence, to begin with, there are more

samples for training a non-interest pattern recognizer. Second, we know that in DSML

problems we will not have a concrete idea of what to look for in advance since the

problem is under-specified. It would be easier to randomly pick a few non-interesting

maps (because there are many) and ask a domain expert to verify their non-interest.

After majority of the non-interesting maps are filtered out, the remaining set is much

smaller and easier for a domain expert to select those interesting examples for training

an interesting pattern recognizer.
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7.4.6 Developing a sequence of recognizers

Recognizers discussed in this section are developed based on wafer maps from the

product, a medical product with a dataset of 8300 wafers. The training follows the

approach discussed in Section 7.4.3 where five wafer maps are used as the training samples

and five wafer maps are used as the validation samples.

Figure 7.13 shows four of the five training samples and four of the five validation

samples. After the training, the recognizer is used to scan the rest of the 8300 wafer

maps. Four example recognized maps are also shown in the figure.

Figure 7.13: Training, validation, recognized samples for the 1st recognizer.

As seen in Figure 7.13, the first recognizer is trained to recognize the pattern that

can be called “sparse and random failing” (i.e. “low-density random failing”). Majority

of the wafer maps are in this class. Then, samples shown in Figure 7.14 are among those

not recognized by the 1st recognizer. The left four are among the five samples used to

train the 2nd recognizer. The middle four are the validation samples. The right four are

example maps recognized by the 2nd recognizer. More than 88% of the wafer maps are

recognized by the first two recognizers. As a result, less than 12% of the maps remain

after applying the first two recognizers.

Wafer maps recognized by the 2nd recognizer look similar to those recognized by the

1st recognizer. However, notice that the 2nd class of maps generally contain more failing

dies. In theory, the two classes of samples can be combined to train a single recognizer.
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Figure 7.14: Training, validation, recognized samples for the 2nd recognizer.

However, because of the difference in their failing density, it requires more samples and

would take longer to converge. We separate them into two recognizers to simplify the

training.

Those maps picked up by the first two recognizers are considered non-interesting.

The 3rd recognizer is trained to recognize a high-density failing pattern as illustrated in

Figure 7.15. This class of wafer maps might or might not be interesting, depending on

whether they spread out randomly or concentrate on the same lot.

Figure 7.15: Training, validation, recognized samples for the 3rd recognizer.

The 4th recognizer is trained to recognize a grid pattern as shown in Figure 7.16.

This class of wafer maps is interesting and may indicate an issue in the test probe.

There is also a 5th recognizer which is the edge pattern recognizer already discussed in

Section 7.4.3 before.
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Figure 7.16: Training, validation, recognized samples for the 4th recognizer.

7.4.7 Six remaining novel patterns

After applying the five recognizers, about 5% of the wafer maps remain unrecognized.

They include both non-interesting maps and novel maps. About 70% of these can be

grouped into one of the six patterns as shown in Figure 7.17. A pattern can contain from

at least 10 to over 100 wafer maps and hence, not only the patterns are novel, but also

they appear systematically.

Figure 7.17: Six novel classes of wafer maps discovered.

7.4.8 Detecting an issue with a production tool

As an example, there are a number of wafer maps sharing the same pattern repre-

sented by the class B pattern shown in Figure 7.17. In fact, this wafer map is the same

as that presented in Figure 7.5(b) before. Further investigation reveals that the issue
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was related to the 3 lift bins used by the Gasonics asher tools. Hence, detecting the

patterns as those shown in Figure 7.17 proved to be useful in practice. An experienced

process engineer could look at a pattern and start forming guided hypotheses to check the

related manufacturing equipments. In practice, the recognizers help sort out majority of

the wafer maps and bring the attention of an engineer onto those novel wafer maps.

7.4.9 Non-interesting wafer maps missed by the recognizers

Figure 7.18 shows some additional examples missed by the recognizers and not in the

six pattern classes. These can be deemed as non-interesting wafer maps. Notice that the

failing locations look also quite random as those maps shown in Figure 7.14 but the den-

sity of the failing is between those shown in Figure 7.5(b) and those shown in Figure 7.15.

These missing maps suggest that a 6th recognizer might be developed to recognized a

”medium-density random-failing” map. The decision to develop an additional recognizer

mostly depends on the number of maps available for the the training and validation.

Figure 7.18: Non-interesting wafer maps missed by the recognizers.

7.4.10 Generality of the recognizers

As pointed out in Section 7.4.4, a recognizer developed for a product line can be

applied to the wafer maps from another product line, even though their numbers of dies

on a wafer are quite different. The five recognizers above are based on 1st product line.

Next, we explain the result by applying these recognizers to wafer maps from the 3rd

product line which has about one fifth of the dies on each wafer.
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Figure 7.19: Novel patterns discovered on the 3rd product line.

The result is that more than 84% of the wafer maps are recognized by the first two

recognizers, comparing to the 88% number mentioned above for the 1st product line. As

seen, these two numbers are comparable. After applying the additional three recognizers,

similar to the result for the 1st product line, for the 3rd product line also about 5% of

the maps remain unrecognized. Figure 7.19 then shows examples of novel maps found

on the 3rd product line. As seen, these maps show different novel patterns than those

shown in Figure 7.17 above.

7.5 Summary

Identifying a new pattern on a wafer map can be a start for a more comprehensive

analysis. In the analysis, one task is to search for all wafer maps with a similar pattern. In

this context, a ML model can be handy to facilitate the search. In the study summarized

in this Chapter, we assume a minimal set of training wafer maps to begin with. Then,

the goal is to learn a recognition model for the pattern exhibited on the small set of wafer

maps. We found that as few as five wafer maps are enough to train a good recognizer.

The emphasis in our work is that we do not approach the WMPR problem as those

previously done before, solving it as a multi-class classification problem. Our suggested

methodology is to develop a sequence of pattern recognizers, iteratively. This iterative

approach is more consistent in view of a DSML setup where we try to work with a
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limited set of data samples at hand (and at the moment). By enabling training a pattern

recognizer with five samples, we can provide a tool that is useful in view of an iterative

DSML process. More importantly, because recognizers are built independently, the set

of recognizers can be naturally accumulated over iterations. This is one benefit that a

multi-class classifier cannot provide. If one encounters a new class in the future, the

classifier needs to be re-trained.
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Chapter 8

Experience From Developing A

Machine Learning Solution

“It takes considerable knowledge just to realize the extent of

your own ignorance.”

— Thomas Sowell

In the previous chapters, we discuss DSML from a research perspective and review

two sets of studies, one in the context of outlier analysis and the other in the context of

WMPR, to illustrate various important challenges in view of DSML as well as strategies to

mitigate those challenges. In this chapter and the next, we discuss DSML from a practical

perspective. We summarize our experience in trying to implement a ML software solution

with the end goal to deploy the solution in production, as well as to make a measurable

impact in the company, e.g. improving their productivity or saving some cost. The story

in this chapter is not a successful one. However, it is through the unsuccessful experience

that we had learned some important lessons about DSML from a practical perspective,

which could be valuable for a future development of a practical DSML solution.
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In 2019 we had already completed an implementation of the cluster pattern algorithm

discussed in Section 7.2 as a standalone software tool for the company. We were looking

for an opportunity where this tool could be used by engineers. We engaged a Device

Engineering team and tried to develop a complete software solution to help them in their

day-to-day tasks.

The close interaction we had with the Device Engineering team provided insights into

their job, what tasks were hard, what tasks were easy, as well as the methodology they

used in solving their problems. Additionally, the team could provide real-time feedback

on the software including their thoughts and how they interacted with it.

This work experience with the Device Engineering team enabled us to learn important

lessons on how to make a DSML solution successful. In short, we eventually realized that

even though one could have a good grasp on the theories and concepts for practicing ML

or DSML, there could still be unanticipated concerns and constraints that render the ML

aspect unappealing to a user. The consequence is that, while leveraging ML technologies

might be the original motivation for develop a DSML solution, because of those concerns

and constraints, we could end up with a solution where the ML aspect is irrelevant. In

the following, we describe an experience of such.

8.1 Manufacturing process

In order to understand the tasks of a Device Engineer we first need to provide a little

more detail about the manufacturing process. The tasks that a Device Engineer are

expected to do, are related to events that occur inside a manufacturing process. Overall,

their job is to ensure the yield is satisfactory and also ensure the production line is run

with as the highest throughput as possible. Both are important metrics that affects the

profitability of a production line.
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8.1.1 Manufacturing stages

As we have stated before, the manufacturing process builds a design in layers. It

starts with the transistors as the bottom layer, then it builds layers and layers of metal

interconnects. Each layer is built in stages and each of these stages can be classified by

the process used at that stage. These processes are: Deposition, Chemical Mechanical

Planarization (CMP), Etch, Implant and Cleans.

We can understand these processes by looking at an example of manufacturing a layer

of a design. In Figure 8.1 we show the steps needed to build the second layer of metal

interconnects, denoted as M2. It is important to note that these figures are shown in

cross-section so we are looking at the wafer edge-on as the layers are built upwards. In

Figure 8.1 (a), we see metal layer 1, denoted as M1, the wafer material is shown in gray

and the metal is shown in a copper color. All of the wires in the same metal layer are

parallel to each other and perpendicular to the next layer. From this perspective the

M1 wires are left-right oriented on the wafer, the wires in the M2 layer will be in-out

oriented.

Figure 8.1: Manufacturing steps in building metal layer 2 (M2) on top of metal layer
1 (M1). Shown in Cross-section.

In the top-center of Figure 8.1 (a), we see a single wire traveling from left to right.
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On the right end of the wire we see a piece of metal extending downwards to the layer

below, this is a via and it’s purpose is to electrically connect two layers. In this case we

can think of the via connecting the right end of this wire to a terminal on a transistor.

The first stage in building the M2 layer is to deposit wafer material on top of the M1

layer. As shown in Figure 8.1 (b), this buries the entire M1 layer, electrically isolating

it from the wires we will build in the M2 layer. We do need to connect the M1 and the

M2 wires, so within this wafer material we just deposited vias will be built to connect

the two layers.

In order to construct these vias we need to bore holes through the wafer material.

This is done through the Etch process, Figure 8.1 (c). The exact details of the Etch

process are not necessary, we only need to know that we can remove wafer material in

very specific locations.

After the via holes are created we can then use metal deposition to fill them. We show

in Figure 8.1 (d), the filled via hole and a thin layer of metal coating the wafer. This

metal coating results from the coarse nature of deposition and will have to be removed.

The CMP process is used to remove this thin layer of metal. It will both polish off

this extra metal and flatten the surface of the wafer. Figure 8.1 (e) shows the completion

of the CMP stage. What remains is a flat surface with the vias peaking out ready to

connect to the M2 wires.

From just building the vias we have seen all the steps necessary to build a metal layer.

These steps shown in Figure 8.1 (b), (c), (d) & (e) used to build the via are repeated to

form the M2 wires. The result is shown in Figure 8.1 (f) where we can see the end of an

M2 wire (with it’s in-out orientation) on top of the via we just built.

Following this simple example shows us the Deposition, Etch and CMP processes,

there are two that have not be discussed yet: Cleans and Implant. A Cleans process

removes oxidation, debris and chemical contaminants from the wafer. In the metal layer
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example shown in Figure 8.1 a cleans stage would sit between each of those stages dis-

played in that figure.

The Implant process is a specialized process used only for the transistors. A transistor

has two wells: a P-well and an N-well. These wells are necessary for the transistor to

function. The P-well and N-well are essentially the wafer material that has been doped

with atoms from another element such as Boron or Phosphorus. The Implant process is

how these P-wells and N-wells are doped. They ‘implant’ the atoms into the well.

8.1.2 Manufacturing tools and data

Chaining together all these stages we can bit-by-bit create the transistors and then

the metal interconnect layers and complete fabrication of a whole design. Each of these

stages in the manufacturing process corresponds to a manufacturing tool. There is a

tool for the deposition of wafer material, there is a different tool for the deposition of

metal, and there is a tool for CMP. These tools are highly automated, when everything

is functioning well a technician will load a lot into the tool and then start the process.

The tool will begin to process each wafer in-turn and indicate when it has completed the

entire lot. The technician can then remove that lot from the tool and transport it to the

next tool for the next stage of the manufacturing process.

Manufacturing tools are highly varied taking many shapes and forms, but Figure

8.2 is a useful visualization of a tool. A tool can be built with a central chamber and

multiple side chambers. Side chambers allow for multiple wafers to be processed in

parallel, increasing throughput. Wafers that are loaded into a tool will be moved with

a robot arm through the central chamber to a side chamber. In that side chamber the

wafer will be isolated and the process for that stage can begin. A second wafer can be

moved into a second side chamber etc. Figure 8.2 shows 6 side chambers and the tool
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Figure 8.2: A manufacturing tool with a central chamber and six side chambers where
the actual process takes place. Each chamber will have several sensors for monitoring
purposes.

can process 6 wafers in parallel.

Each of the chambers within a tool will have sensors attached to it for monitoring

purposes. What these sensors monitor will depend on what is critical to measure for that

process and tool. For example some tools include spraying an inert gas onto a wafer in

order to control the temperature of that wafer during the process. For a tool like this

there will be several temperature sensors. Engineers monitor the ambient temperature

of the chamber and they would also want to measure several points on the surface of the

wafer. Since gas is used, an engineer may also want to monitor the flow rate and pressure

of that gas for the duration of the process.

The primary purpose of this tool sensor data is to enable real-time monitoring of the

chamber. If something goes wrong this data can raise a warning immediately, giving

the technicians a chance at fixing the issue and preventing any more wafers or lots from

being affected. For example in a tool that uses inert gas to control wafer temperature a

warning can be raised if the gas line pressure exceeds known-good thresholds.
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8.1.3 Defect data

If we stop a wafer in-between stages and look at it’s surface with an electron micro-

scope we will find many defects such as particle contaminants and circuit abnormalities.

A particle contaminant can be seen in Figure 8.3 (a), where the particle is sitting on the

surface of the wafer above four wire trenches. This picture was taken after an Etch stage

but prior to the metal deposition stage. Figure 8.3 (b) shows a contact from the top layer

of the wafer and above the contact is a circuit deformation. What this deformation is can

be hard to ascertain without further analysis, but we do know that this is undesirable

and may cause this die to fail.

Figure 8.3: Visual defects identified on a wafer. (a) Particle defect (b) Circuit defor-
mation (c) Defect location on a wafer.

To be clear, just looking at a defect on the surface of the wafer does not tell us that

the die will fail later during testing or after delivery to the customer. Some of these

defects, such as the particle in Figure 8.3 (a) may not have any adverse affects to prevent

a functional chip. While it looks like that particle will hinder metal deposition, it is far

from certainty. The particle could be dislodged from it’s location by being moved to

the next stage, or from the next process itself. Additionally modern designs have quite

a bit of redundancy built into them. Without knowing how critical those wires are to

the function of the design we cannot know the affect on the die. While we may not

be able to look at a single defect and know that a die will fail testing, engineers in the
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manufacturing process find that the amount of defects correlates to the “health” of the

process. More defects for a stage indicate that the process is poorly controlled and more

dies are likely to fail.

Gathering this defect data requires that the process be automated. A lot of wafers

will be pulled from the manufacturing line and then inserted into an electron microscope.

The microscope will then begin to image the surface of a wafer. It will scan across the

wafer like reading a book: left-to-right, top-to-bottom.

As the microscope creates an image of the surface, that image will be analyzed im-

mediately. The task is to identify defects and if an image does not have a defect then

it is clean data and will be discarded. Various specialty computer vision algorithms will

analyze each image and identify if the image contains a defect. These algorithms can

also provide a coarse categorization of the defect into so called defect bins.

When a defect is identified, the electron microscope will take several images of the

defect. Some images will be high resolution of the defect itself, and some images will

be zoomed-out showing more of the circuit around the defect. Additionally the location

of the defect on the wafer will be recorded. These locations can be plotted in a defect

map, such as that shown in Figure 8.3 (c), where each defect location is plotted on a

wafer. Similar to wafer failure patterns, these defect maps can be of enormous benefit to

understanding issues within the manufacturing process.

8.2 Lot disposition

As we have mentioned before, occasionally a manufacturing tool will raise a warning

based on it’s sensor data. Technicians will begin remediation, trying to fix the issue

and prevent the issue from reoccurring in the future. In parallel to remediation is Lot

Disposition. Since the tool raised a warning, the lot being processed is immediately a
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suspect. It is possible that the wafers have been irreparably damaged and none of the

chips from this lot will pass testing. In this case it is not economically viable to continue

to process this lot. Lot disposition is where the decision is made to either release this lot

or to scrap all or part of the lot.

Generally, only a lot that has been flagged will be dispositioned and lots can be either

automatically or manually flagged. We have already seen that a manufacturing tool can

automatically flag a lot based on sensor data. A lot can also be automatically flagged

after Class Probe or Wafer Probe testing if there are too many test failures. Additionally,

at Wafer Probe if there are too many failures of a particular failure mode/bin it can also

be flagged for disposition by a Statistical Bin Limits (SBL) system.

Reasons for manually flagging a lot can vary widely but it is generally related to

human actions that are not easy to measure or monitor. For example, a technician was

transporting a lot from one tool to another tool, moving it in a lot carrier. Picking

up the lot carrier, the technician did not get a firm grip and the lot carrier started to

slip part-way through transportation. The technician was forced to set the lot onto the

floor contaminating it with dust particles. This lot was held back from processing and

manually flagged for disposition.

A lot can be flagged anywhere from the first step of the manufacturing process all the

way to Wafer Probe testing. However, there are two types of dispositioning depending

on if the lot is in the manufacturing process or has completed it. While a lot is in the

manufacturing process only the entire lot or a subset of wafers can be scrapped. It is

not possible to manufacture half a wafer. After a lot has completed manufacturing and

reached Wafer Probe, it is possible to scrap individual dies by force inking them. These

force inked dies will not be packaged and will not continue to Final Test, which are

considered as two expensive steps.

For an engineer working on a lot disposition inside the manufacturing process they
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have to work at the granularity of a wafer. They must weigh the costs of scrapping the

wafer and losing viable chips against the benefits of saving material and manufacturing

time on that wafer. Sometimes there is a reason to be concerned for a wafer, but not

enough to justify scrapping the entire wafer. For example, the lot that was set on the

floor may yield good chips after the dust particles are cleaned off it. However, we do

not know how gently the technician set the lot carrier down. It’s entirely possible that

instead of gently setting the lot on the floor, they dropped it causing physical damage to

the wafers.

If we still remain suspicious of a lot, but there is not sufficient evidence to scrap any of

the wafers, then that lot will be provisionally released and flagged for another disposition

after Wafer Probe. This means that the lot will continue through the manufacturing

process as normal. When the lot has completed the Wafer Probe testing, it will be

placed on hold for dispositioning. Unless the lot is flagged for some other reason the

engineer performing the disposition must wait for the lot to be placed on hold, before

beginning.

8.3 Disposition methodology

One of the responsibilities of a Device Engineer is lot disposition. The team we were

embedded with primarily focused on dispositioning lots of wafers after they reached Wafer

Probe testing. The methodology has three steps: 1) prioritize lots waiting for disposition

& select one, 2) Investigate the lot, 3) Release the lot, force inking the “bad” dies.

We show an overview of the lot disposition methodology in Figure 8.4. To complete lot

disposition multiple in-house and commercial tools were used to manage the disposition

status, complete the investigation and scrap “bad” dies, wafers or lots.

To begin the lot disposition an engineer must navigate to an internal company website
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Figure 8.4: Overview of the disposition methodology.

that lists all lots on hold for disposition. The list contains information about the lot such

as the lot’s id and the design’s id. There will also be some where-when-why information

on the disposition hold. This information will include: at what step in the manufacturing

process the lot is being held, when it was placed on hold, a brief message about why it

is being held, and links to any relevant reports including reports from prior dispositions.

Based on this information the engineer can prioritize these held lots and select one

to begin disposition. Usually priority is given to lots based on customer demand. For

example, if the company is reaching the deadline of an order and needs to meet a quota,

lots that contribute to that order will be prioritized over lots that do not. Another

reason a lot may be prioritized is based on the expected time to disposition that lot.

Quick (turn-around) lots may be prioritized because they fit within the current schedule

of the engineer and likewise long (turn-around) lots may be dispositioned when there is

enough time available.

Once a lot has been selected for disposition, the investigation can begin. The purpose

of the investigation is to uncover evidence that certain dies are likely damaged and will

have a shortened lifespan. With this evidence the engineer can justify force inking this

dies.

The general strategy of the investigation is to identify areas of the wafer that have

been affected more than others. The technique used is to look for patterns on the wafers.
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For example, we have seen wafer failure patterns previously. When die failures form a

cluster we know that the area where the cluster exists has been detrimentally affected.

However, experience has shown that dies near that failure cluster may have barely passed

testing and we should be suspicious of their quality. A later example will expand on this

with the defect data.

The first step in the investigation is to review the history of the lot as documented

in the disposition reports. The content of these reports will guide the investigation and

provide the background context in which to interpret all other data. For example, if

the report says a sensor warning was raised for a CMP machine at stage X, they will

definitely look at the defect data for that stage. The CMP machine also has wafer failure

patterns that are associated with it, so the engineer will be actively looking for anything

that appears like those patterns.

The second step in the investigation is to look at the wafer probe test data. The wafer

failure patterns for all 25 wafers in the lot are plotted in a 5x5 grid. We show an example

of this 5x5 plot in Figure 8.5 (a) where the green dies are passing dies and any other

color indicates the die failed testing. The disposition engineer can get an idea of failure

patterns for each individual wafer and the lot as a whole. They are looking not only for

patterns on each individual wafer, but also looking for relationships between wafers. For

example we have marked five wafers with a blue *, these wafers show a cluster of failures

on the left side of the wafer. We have also marked a wafer with a red *, this wafer has

some failures on the left side, but there may not be enough to support calling it a cluster.

However, with the context of the other five wafers we may be willing to consider that

this wafer has a cluster that is not fully formed.

This type of analysis, looking for patterns across wafers, is called a z-axis analysis.

The terminology comes from thinking of wafers in a stack. The x and y axes move across

the surface of a wafer and the z-axis moves through the stack of wafers.
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Figure 8.5: Wafer failure patterns for a lot. Green dies are passing. (a) Shown in a
5x5 grid. (b) Shown as a stacked wafer plot.

Z-axis analysis is commonly associated with a stacked wafer plot which we show in

Figure 8.5 (b). What a stacked wafer plot indicates is the yield for that x, y location

across the wafers in the lot. A red color indicates that almost all dies at that location

failed testing and a green color means most passed. Looking at Figure 8.5 (b) we can

see what we already knew: this lot has many failures on the left side of the wafer. We

can also see something new, two locations on the right side of the wafer have a lot of

failures as well. Depending on what else was uncovered in the investigation and the

quality demands of the customer an engineer may look at this stacked wafer plot and

decide to force ink all dies in those two locations.

The test data will also contain some information of the failure modes, these are de-

noted as bins or bin numbers. In Figure 8.5 (a) the failure modes are indicated with color,
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a different color indicates a different failure mode. Since they are a coarse categorization

of why each die failed, they can be used to evaluate the extent of a failure pattern. A

wafer will usually have some amount of random failures in it and the boundaries of a

sparse pattern can be blurred by these random failures. Using failure modes can some-

times provide a clearer picture of where the random failures are and where the failure

pattern ends.

At this stage in the methodology the disposition engineer may also consider which of

the wafers can be scrapped entirely. It is a rare and extreme decision, but sometimes the

engineer will conclude that none of the dies from a wafer are worth saving and an entire

wafer will be scrapped.

Figure 8.6: Correlating defect data with failure patterns.

The next dataset examined is usually the defect data. Defect data, like the failure

mode data is used to identify the extent of a failure pattern. The disposition engineer will

look for defects that form a pattern that correlates to the failure pattern. For example,

we show in Figure 8.6 a super position of a wafer failure pattern (red squares, result

from testing) and defect locations (black dots, result from defectivity analysis during

the manufacturing process). In the top right there is a correlation between the defect
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locations and a small cluster of 9 failing dies. This correlation indicates that dies in this

area around those 9 failures are also likely affected and should be force inked.

Once all this information has been looked at and the engineer has a good idea of the

history of the lot and what patterns are appearing on each wafer in the various datasets,

they will synthesize the information and begin forcing inking dies. Force inking is a

relatively straight-forward procedure. An in-house program is opened and the lot data

is selected, the engineer will be able to select a single wafer. At this stage to force in a

die the engineer simply needs to click on that die. After they have inked out all the dies

a forced ink file can be saved to disk. This file is uploaded into a management system so

the tools at the packaging step can know not to package these dies.

After the engineer has confirmed that the force inking had taken effect, they can

release the lot via another website and begin documentation. Everything that was done

was documented in their own internal reports, saved for future reference. From this

documentation they created an executive summary that was required to be submitted to

3 different websites for 3 different teams.

The whole disposition process for a single lot is not a very time consuming process. If

everything goes smoothly the entire methodology from the prioritization to writing the

reports can be done in about 30 minutes. A typical day may have a Device Engineer

dispositioning 2 to 6 lots. Meaning it would not be unusual for the Device Engineer to

spend the morning dispositioning lots prior to attending to their other responsibilities.

8.4 The disposition software system

Before engaging with the team and understood the detail of a Device Engineer’s

task in lot deposition, we knew, on the surface, that wafer map patterns are somehow

involved in a decision making process. Naturally, we would think that a software tool
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with automatic wafer map pattern recognition could be useful in the application context.

Hence, for the team there is an opportunity to develop and deploy a “ML solution” that

can have a real positive impact.

Of course, this naive thinking was before our engagement with the team and started

building the software system where its various aspects and functionality were guided

(or requested) by the engineers. The system we built for the disposition team was a

web-based application. Figure 8.7 shows the main interface. The idea was to create an

augmented list of lots where all the data needed for the investigation was in one central

location. This was an important request. With everything in one location the engineers

work load is reduced. They no longer have to load multiple tools or navigate to multiple

websites, each of which requires login credentials and a database query before the correct

information can be displayed.

Figure 8.7: Main interface of the disposition system (sanitized)

The list is the central element in body of the interface. Figure 8.7 shows the interface

with three lots in the list. This list supports some basic functionality such as sorting and

filtering based on date or device.

An item in this list contains 9 elements, contained in 9 columns. The organization

of these columns was based on the structure of a disposition report that the Device
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Engineers developed themselves. The first three contain basic information about the lot

on hold. The middle three are related to wafer failure patterns and contain results related

to 3 different algorithms. The last three are automatically/manually generated reports

containing information on why a lot was placed on hold. Additionally the first three are

static elements just for displaying information, the last 6 elements are clickable.

Clicking on any of the last 6 elements will display additional information for use in

lot disposition. If a clickable element is green it indicates that the information is “good

to go” and the engineer should not need to inspect it. A red color indicates that there

is something that the engineer does need to inspect. The color coding provides a quick

overview of the information available for inspection. Additionally there is a number on

each clickable element, this is there to indicate a quantity related to that element. For

example, the number on the Hotspot element indicates how many hotspots were found

for a lot.

The Lot, Mask and Date columns are essential information for the disposition method-

ology. They contain the lot id, the mask (design) id and the date the lot was placed on

hold, respectively. This is the basic information needed to identify the lot on hold and

prioritize it’s disposition.

The Hotspot column is the first column with a clickable element and it is also the first

element to display results from an algorithm. The algorithm is a simple one, designed

help in z-axis analysis. It simply calculates the percent of failures in a particular x, y

location for that lot. A location is considered a hotspot if the percent of failures rises

above a chosen threshold. The hotspot element will be red if any hotspots are found and

will also display the number of hotspots found.

Clicking on the element will display a stacked wafer plot, like the one shown in Figure

8.8 (a). It shows the grid of die locations on the stacked wafer plot, each location color

coded based on percent of die failures at that location. White means little to no failures,
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yellow means the percent of failures is approaching the threshold and red indicates that

the percent of failures has exceeded the threshold.

Figure 8.8: (a) Stacked wafer plot for the hotspot element. (b) 5x5 wafer plot for the
cluster element.

The Cluster column contains an element that will display information from the same

cluster pattern algorithm described in Section 7.2. A red color on this element will

indicate that clusters were found and the number of clusters will be displayed on the

element. Clicking on this element display a 5x5 wafer plot such as shown in Figure 8.8

(b) only three of the five rows are shown, the other two rows are visible upon scrolling.

The detected clusters will be highlighted in red on the failure plots.

The Zone column is the last column that will display information related to wafer

failure patterns. It is another simple algorithm, it basically divides the wafer in to many

different zones and checks if one zone has a statistically higher number of failures. The

zones are usually formed by dividing the wafer into quarters (top-left, top-right, bottom-

left, bottom-right) or into rings (center, middle, outer). Clicking on this element will

open another 5x5 plot like Figure 8.8 except the zones will be highlighted instead of

clusters.

The WD column is the first column related to an automatically generated report from

a proprietary system. This system monitors the Class Probe data and can automatically
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flag a lot for disposition and generate a report. Clicking this element will display the

report page seen in Figure 8.9 (a). The reports themselves are text files with difficult-to-

read ASCII tables, so we summarize the report information in a table at the top of the

page and provide links to the reports at the bottom of the page.

Figure 8.9: (a) Reports from the WD system. (b) Disposition history.

The SBL column contains information about the Statistical Bin Limit violations. At

the time these screenshots were taken this element was not operational. We had made

an attempt to incorporate this data into a visualization for the engineers to look at, but

getting access to the pre-calculated limits proved to be a bureaucratic difficulty.

The last column has the element for displaying the disposition history. A red color and

the number ‘1’ indicates that the lot is flagged and being currently held for disposition.

Once the lot has been released the color will be green and the number will be changed

to ‘0’. Clicking on this element will bring up the reports page, shown in Figure 8.9 (b),

where the entire disposition history is displayed.
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8.4.1 Summary

By working closely with the Device Engineers on their disposition methodology, we

were able to provide a software system that the team found beneficial. The major ben-

efit provided is that all the information needed to prioritize the lots, and most of the

information needed for the investigation is provided in one central location. Before, a

Device Engineer needed to manually pull all those information from various places, and

displayed or inspected the information separately. Note that we were not able to incor-

porate the SBL data or the defect data, primarily because the ‘owners’ of that data did

not provide enough access and support to us.

Comparing the disposition methodology and the disposition system we created, a

question must be asked: ‘What is the ML doing?’ The only area of this system that

uses ML is in the cluster element. It indicates if a cluster has been detected or not. The

function of the ML component is to act as a filter on the methodology (e.g. if there is

no cluster do not look here). At best the ML component of this system indicates there

is nothing to look at and the engineer should not investigate this data.

However clicking through the cluster element shows the 5x5 plot and that plot can

be used to identify other wafer patterns. While watching a Device Engineer using this

system, they clicked through the cluster element every time. If nothing was indicated

for those elements, that did not mean that there was not something else that the engi-

neer would find useful or interesting in that data. So, they clicked, they looked, they

investigated.

Even if we could create a combination of recognizers and algorithms forming a “com-

plete solution”, such that if nothing was indicated, then there was nothing to see. This

“complete solution” is not a significant benefit to the disposition methodology. Clicking

through to see that there is nothing interesting for each of plot elements (Hotspot, Clus-
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ter and Zone) takes about 10 seconds. The primary benefit was in bringing all the data

they needed into a single place and displaying in a way that is useful to them and their

methodology.

Recall that before our system, a Device Engineer would spend roughly 30 minutes

to handle a lot deposition. In a half day, they might investigate about 2-6 lots. In

retrospect, we realized that most of the 30 minutes were spent on grabbing, preparing,

and displaying the relevant data for the investigation. After the plots were prepared, the

visual inspection only took them a few seconds to make a decision.

In this process, the real time-consuming element is data fusion and plotting. The cost

of visual inspection is minimal. Because of its minimal cost, even though we included a

cluster pattern identification capability in the software, this capability was irrelevant to

the engineers. They would still want to look at the wafer maps themselves, perhaps just

to make sure.

From the perspective of providing a useful tool to engineers, the software system was

a successful one. However, from the perspective of providing a useful ML solution to

engineers, the system was an unsuccessful one. This is primarily because the real aspect

of the problem was data fusion, not machine learning. In other words, the methodol-

ogy involves heterogeneous data sources that come from different places to begin with.

Data fusion is what they need. The methodology does not involve a large stream of

homogeneous image data where visual inspection of those large number of images is the

bottleneck. Because that aspect of the problem did not exist, the practical value of in-

cluding a ML aspect was not very justifiable. For future development of ML, one should

consider (1) if the current workflow has a data fusion problem, and (2) if it does, after the

data fusion is resolved if ML can be used to help remove a bottleneck in the workflow.
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Chapter 9

Data Summarization In DSML

“... when his work is done, his aim fulfilled, they will say:

we did it ourselves.”

— Lao Tzu

The lot disposition methodology described in the previous chapter represents a typical

scenario of data analytics in a semiconductor company. From the surface, it might seem

there are abundant data available. However, these data are heterogeneous in nature.

They can come from different organizations, such as those associated with the process

technology, with the business unit, or with the test technology. Each organization can

have their own legacy data infrastructures with tools which have evolved over time. An

engineer relies on information across a variety of data sources to make various decisions.

These decisions are driven by various considerations, based on the operation knowledge

of the company. It would be naive to think that just because there are abundant data,

it will be feasible to build a software system to automate the decision making process.

It will be even more naive to think that the reason that such automation does not exist

today is largely due to the lack of utilization of modern ML technology.
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In view of the lot disposition methodology, we see that the real issue is in data fusion.

More importantly, what an engineer needs is a way to quickly summarize the relevant

information from the data and present the information is an intuitive way for the engineer

to consume. Once that summary information is there, making a decision based on the

information is straightforward from the engineer’s perspective. In other words, the most

useful aspect for an engineer is data summarization, not decision making by a ML tool.

This observation motivates us to think harder again: Is the essence of DSML really in

ML or in data summarization?

9.1 Facilitating decision making

In Chapter 4, we argue that ML should be used to help users understand the data

rather than to make a decision for them. The argument is based on the impossibility

to make a reliable decision by a ML model in view of under-specification induced local

NFL in a DSML process. On the other hand, the practical experience described in

the previous chapter seems to further strengthen the point, that the primary goal of

a practically useful software system should be to help its users understand the data,

rather than making a decision for them. Equally important, they want to understand

the data from their required perspective that is determined by their internal workflow

or methodology. Such a “perspective” can be defined as what information (items, plots)

they would like to see in a single summary window.

In that view, when developing a practical software system, one should start by defining

those summary windows. Then, one should ask two questions: (1) how much work

involved to solve the data fusion problem, and (2) whether a ML technique can be

utilized to fulfill an aspect of the data summarization process. The answers to these two

questions determine if the system can become a successful DSML software solution or
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not. For example, if the answer to the second question is no, then a practical solution

can still be built, but it will be a data fusion solution, not a DSML solution.

9.2 A possible DSML solution

Although in the lot disposition methodology, there is no critical role for a WMPR

capability to play, that does not mean there is no demand for a DSML solution built

upon such a capability. One application scenario that can be benefited by such a solution

is related to the need by a fabless company to monitor and understand their yield in a

high-volume production. In such a production, a large number of wafers are produced

and tested every week. A wafer map can be plotted not just based on the overall pass/fail,

but can also be based on certain groups of tests or individual tests, as well as a stack of

wafers, etc. There are a large number of wafer maps to inspect. Essentially, there are

two questions with the inspection: (1) Is there an important pattern to pay attention

this week? (2) Is the pattern new or has it been seen before?

In this context, the input to the software is a stream of homogeneous data, i.e. wafer

maps. However, even in this context, the solution should not try to answer the two

questions directly. Instead, the solution should provide a summary to help its user to

answer the questions. This is because the words in the questions such as “important”,

“new”, and “seen before” are subjective to the user. Hence, the solution’s job is to

provide a summary window for the user to quickly see the relevant information, so that

they can decide an answer for themselves.
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9.3 A summary window design

In this section, we describe a summary window design that can be the front-end for

a wafer map analytics system. Because information summarization is the focus and user

perspective needs to be taken into account, the design needs to provide certain flexibility

with respective to its summary window configuration.

A summary window might take the form shown in Figure 9.1, as a configurable dash-

board. This type of display allows a user to add cards (green border) to a work-space

(blue border). These cards behave similarly to windows in an operating system, they

can be moved around the work-space, resized and closed. New cards can be added to

the work-space by dragging them from a card menu (red border). Using a configurable

dashboard allow the user to define what they want to see in their summary window. For

example, Figure 9.1 shows the work-space with two cards: one card is used to display

wafer maps and the other contains controls for the software system.

Figure 9.1: Summary window as a dashboard display. The dashboard work-space is
shown with a blue border, the cards are shown with a green border and the card menu
is shown with a red border.
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The wafer map card serves the most basic function that a summary window can

provide: it shows the data. One of the controls for the card is for data selection. Clicking

on a hard-drive icon will open up the selection dialog shown in Figure 9.2. This allows

the user to select data based on the time range, device (Product Id in the dialog) and lot.

Whatever data is selected in the dialog will be downloaded and displayed in the wafer

map card. It might seem counter-intuitive for a summary window to allow the user to

look at unsummarized data. However, this functionality is crucial because an engineer

may want to double check certain aspects of the data which are not provided in the other

components of the summary window. In other words, the wafer map card is a fail-safe

for the user.

Figure 9.2: Data selection for wafer map card. A user can select a time range, the
device (product) id and the specific lots.

The wafer map card has controls along the top of the card that can alter the appear-
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ance of the wafer maps. Using these controls the user can increase or decrease the size

of the wafermaps or they can change the color scheme used in the wafer map. This may

seem like mere convenience, but allowing a user to change the appearance of components

in the dashboard is something that warrants serious consideration. Controls that change

the appearance are an accessibility feature. A user with a disability such as poor vision

or color blindness might not be able to understand the data as presented. For example,

the wafer maps use color to convey information about which dies are passing and which

dies are failing. If the color scheme uses a green color for passing dies and a red color

for failing dies a user with red-green color blindness will have a hard time distinguish-

ing passing dies from failing dies. Any time that color is used to convey information,

it is necessary to consider how visual disabilities may affect the interpretability of that

information. Adding the capacity to modify the appearance of the wafer maps can aid

interpretability of information by allowing the user to select the size and color scheme

that is easiest for them to understand.

The second card in Figure 9.1 is called the Data Monitor Manager and is used to

interact with the ML component of the software system. With the Data Monitor Manager

a user can create and deploy ML models called monitors. The purpose of a monitor is to

aid the user in answering the first question: is there an interesting pattern this week?. As

new test data becomes available the monitor examines wafer maps from this new data. If

the monitor identifies a wafer map pattern it will generate a notification that the user can

receive through a subscription. The types of patterns that the monitor is searching for

are systematic patterns. These are related non-random patterns that are found multiple

times within a one-week time-frame. We will only cover the user’s interactions with the

ML component, for details about how that ML component can be implemented please

refer to the work in [60].

The Data Monitor Manager card allows multiple monitors to be created. This is to
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facilitate workload division. A manufacturing process is producing a large volume of data

from multiple different devices. A standard way of managing this large volume of data

is to divide it up by the device. For example, an engineer can be assigned to an airbag

controller device called AB1. The engineer will only need to look at wafer maps for the

AB1 device and not the entire set of wafer maps from the manufacturing process. The

Data Monitor Manager card facilitates this division by allowing a monitor to be created

for each device. Users can subscribe to notifications from the appropriate monitors and

only receive notifications for the devices they were assigned.

All the created monitors are displayed within the Data Monitor Manager card as

monitor items. Three of the monitors items can be seen in Figure 9.1. Each monitor

item in the Data Monitor Manager displays the monitor’s name and along the bottom

of the item there are controls for subscribing and unsubscribing to the notifications from

the monitor. Additional information about the monitor can be seen by clicking on the

name monitor in the top portion of the monitor item. The monitor will expand as shown

by the first monitor item in Figure 9.1, displaying who created it, when it was created

and a description of the monitor from the creator. This information is there to help the

user subscribe to the appropriate monitor.

9.3.1 Notifications

Once a monitor is created it will begin searching new test data for systematic wafer

map patterns and generating notifications. Notifications are provided to the user through

an interface like the one in Figure 9.3. When a monitor generates a new notification for a

user, that notification will be added to the notification list (red border). New notifications

will have a blue indicator on the left side indicating to the user that they have not seen

this notification yet. For example the first three notifications in Figure 9.3 have not been
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Figure 9.3: A Notification interface. The notification list shown with a red border
contains all notifications. Clicking on a notification will display the notification report
in the main body shown with a blue border.

seen yet by the user. Clicking on the notification will fill in the main body (blue border)

with a notification report. Remember that within our view of DSML the ML is not there

to make decisions. The notification report is there to convey information about wafer

map patterns that the monitor discovered. The user can then decide if those wafer map

patterns are important or not.

The notification report uses tabs to switch between different views provided in the

report. The tabs can be seen across the top of the main body in Figure 9.3. To switch

between views the user can click on that view’s tab and that view will be displayed. Each

of these views is there to convey some information about the wafer map pattern that the

monitor discovered. The first view is the Source Monitor, it is information about the

monitor that generated the notification. The Source Monitor view displays the monitors

name and description as well as which device data that the monitor is examining. This is

important context for the user, knowing the data is related to a particular device allows
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Figure 9.4: The Systematic View of the notification report. The graph shows the
relatedness of the wafer map patterns. A user can click-and-drag the graph nodes so
that the graph can be more easily understood.

the user to recall operation knowledge related to that device.

The second view we look at is the Systematic View, shown in Figure 9.4. Recall that

the monitor is trying to identify related non-random patterns (i.e. systematic patterns).

This tab has a graph that shows how the monitor describes the relatedness of the discov-

ered wafer map patterns. Each node in the graph is a single wafer map pattern and the

edges of the graph indicate relatedness by color. A dark red color indicates that the mon-

itor would describe these two patterns as strongly related. A light yellow color indicates

that the monitor would describe these patterns as potentially related. This graph view

of the wafer map patterns allows the user to see the patterns that are occurring in the

data and decide for themselves if any of the patterns are important and which patterns

are related.

The Systematic View tab is a complicated component and we will not describe all

of the features here. However, one feature warrants discussion because it relates to
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Figure 9.5: A graph layout algorithm can be used to produce graph layouts auto-
matically, but they can be difficult to interpret. Compare this graph laid out by and
algorithm to the same graph in Figure 9.4 laid out by a user. Green circles show two
areas that are difficult to interpret.

the interpretability of the graph. Computing the graph layout for a graph like the one

in Figure 9.4 is a challenging problem. Graph layout is the problem of calculating the

positions of the nodes in a graph. While there do exist many algorithms for computing the

graph layout, they produce difficult to interpret graphs. For example, compare the graph

from Figure 9.4 to the same graph with a different layout in Figure 9.5. In particular

look at the two circled areas in Figure 9.5 where the wafer maps obstruct edges making

it difficult to determine the structure of the graph. The graph layout in Figure 9.5 was

done with a graph layout algorithm and the layout in Figure 9.4 was laid out by a human.

To insure that the graph was understandable to a user we added the ability for a user to

click-and-drag nodes in the graph. The process is to initially layout the graph with an

algorithm and then the user can move the nodes to make the graph understandable to

them.

From within the Systematic View tab we can help the user to answer the second
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Figure 9.6: Searching for related wafer map patterns.

question: is this pattern new or has it been seen before? We can use ML to search for

other related wafer map patterns. The ML model will be used to facilitate the search,

but it is up to the user to decide if the the wafer maps really are related. This search

only examines wafer maps that are contained within an issue. What an issue is will be

discussed later in this chapter, it is enough to know that an issue contains wafer map

patterns that someone has already decided are important. In this way the search will

only return important wafer map patterns. The user can begin the search by clicking on

the ‘Related Issues’ button in the top right of the Systematic View. When the search

has finished a side-panel will open up and all the issues that contain related wafer map

patterns will be displayed in it as shown in Figure 9.6. Within that side-panel the user

can look at each issue and the wafer map patterns contained in that issue and decide the

patterns in the issue really are related to the patterns in the graph.

The core of the notification report is in the Systematic View, it allows the user to
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Figure 9.7: The Data View shows all the wafer maps that the monitor was examining
for this notification.

answer the two questions from this application scenario. However, we can provide other

views with different perspectives that can increase their understanding of the data. One

example is the Data View shown in Figure 9.7. This view shows all the wafer maps that

the monitor was examining when it generated this notification. This view allows the user

to investigate for themselves if the monitor missed something. For example, the monitor

may have correctly identified an important pattern, but missed a few wafer maps that

were related to that pattern. This view allows a user to overcome any failings in the ML

implementation.

9.3.2 Issues

As we have stated before issues contain important wafer map patterns. Within this

system the user indicates that a wafer map pattern is important by adding it to an issue.

The issue is also how the user indicates that two wafer map patterns are related. For

example, if a user receives a notification and decides that there is an important wafer map

pattern they can create a new issue for it marking that wafer map pattern as important.

Then, in the future the user can receive a second notification with a wafer map pattern
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that is related to the first pattern. That related wafer map pattern can be added to the

same issue. The fact that these two wafers were added to the same issue indicates that

they are related.

Figure 9.8: An issue manager interface. This interface allows a user to add or remove
wafer map patterns and can provide a place for discussing the patterns contained in
the issue.

The issues can be managed through an interface like the one shown in Figure 9.8.

Within that interface a user can view or remove the wafer map patterns contained within

the issue. Additionally, this issue manager interface can provide a place for discussion

about the wafer map patterns. The patterns contained in an issue are related for some

reason, users can use this discussion section to document what those reasons are. The

discussion section can also document any analysis done on these wafer maps and conclu-

sions from that analysis. This type of documentation can be of benefit if similar wafer

map patterns are identified in the future. For example a future user could identify an

important wafer map pattern and recognize that it is related to an existing issue. By

looking at that issue and reading the discussion that user could potentially gain insight
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into their current wafer map pattern.

The issue manager interface in Figure 9.8 shows the Manage view of the interface.

Like the notification report the issue manager uses tabs to display different views. The

tabs can be seen in the top right of the issue manager interface shown in Figure 9.8.

The Manage view contains an issue information component (red border), the discussion

component (blue border) and assigned users & subscriptions component (green box). The

issue information component shows basic information about the issue. This information

includes the creation time and last modified time. Additionally there is information

on which monitors have been used to identify the wafer map patterns for this issue.

The discussion component uses the familiar chat interaction where each user can type a

message and have it displayed in the discussion. We can see 3 messages in Figure 9.8 and

more can be seen through scrolling down. Below the 3 messages is the input box where

a user can type a message. Pressing the ‘Enter’ key or clicking on the ‘Comment’ button

will add the message to the discussion where anyone can read it. Lastly, the assigned

users and subscriptions component is used to document which users are assigned (i.e.

responsible) for this issue. Each of the assigned users will receive an email whenever the

issue is changed. For example if a new wafer map pattern was added or if a new message

is added to the discussion an email will be generated and sent to each assigned user.

The notification view of the issue manager interface is shown in Figure 9.7. It is here

that a user can look at all the wafer map patterns for this issue. This is also the location

where a user can remove wafer map patterns from the issue. If a user decides that a

wafer map pattern no longer belongs in this issue or if a pattern was added mistakenly,

then it is in the notification view that the user could remove those patterns. To remove

wafer map patterns a user can click to select each the wafer map pattern that should

be removed. Once all the patterns are selected, the user can then right-click to display

a context-menu. Clicking the ’Remove’ menu item will remove the selected wafer map
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Figure 9.9: The issue manager notification view. All wafer map patterns for the issue
can be seen and

patterns from the issue.

9.4 Summary

Our experience in implementing a software system to help engineers with their method-

ology has led us to conclude that the data summarization is the most useful aspect for

an engineer. This chapter uses a WMPR application scenario to demonstrate how a

summarization front-end component could be practically implemented and how the user

could interact with the software.

We implemented a system where a ML model called a ‘monitor’ that could be utilized

to help a user identify important wafer map patterns. We did not describe the details

of the ML technology behind such a ML model. Those details are documented in [60].

Instead we focused on the user interactions. This required that we implemented several

interfaces for the user. One interface was needed to manage the monitors, allowing

the user to create a new monitor and select which data the monitor was examining.
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Another interface, the notification interface, was needed for the user to understand what

the monitor had uncovered and decide if there were any important wafer map patterns.

Finally a third interface was needed so that the user could document what wafer map

patterns were found and record any analysis and conclusions about those wafer map

patterns.

We also experienced some unexpected challenges in providing interpretable visuals.

We had to consider the circumstances of a visually impaired user. A color blind user

may not be able to understand the data presented to them if the color scheme is a poor

match for that user’s disability. We also saw that presenting the relatedness of wafer map

patterns as a graph required that we add in interactivity. The standard graph layout

algorithms would sometimes produce difficult to interpret graphs. We had to allow the

user to modify the graph’s layout with a click-and-drag action so that the graph could

be understood.

All these interface and the unexpected challenges demonstrate that implementing a

data summary system is not a trivial task. This work represents a significant amount

of development effort in addition to the efforts spent on implementing the data fusion

component and the ML component in the back-end. Our experience shows that any

DSML project that hopes to deploy a practical solution should factor in the amount

of effort required to implement such a front-end component. After all, DSML is about

data summarization and user assistance. Therefore, a user-friendly and flexible front-end

design will be critical for its wide adoption.
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Chapter 10

Conclusion

“The Buddha said, ‘As to Anuttara-samyak-sambodhi, there

is not even the slightest dharma which I could attain, there-

fore it is called Anuttara-samyak-sambodhi.’ ”

— Chapter 22, The Vajra Prajna Paramita Sutra

This thesis started with a review of the successes of machine learning (ML) such as

AlphaGo and GPT-3, followed by a review of the challenges of using ML techniques for

certain domain specific ML (DSML) problems. In particular we look at how these DSML

problems are different from the typical problems tackled by the ML mainstream.

We examined three DSML problems from the semiconductor domain: functional

coverage improvement, speed-limiting path analysis and layout hot-spot detection. From

these problems we observed that the DSML application contexts can be viewed as an

iterative search process. In each iteration the goal is to augment the existing data with

either generating a new sample or including a new feature. We also observed that there

always exists a non-machine learning approach to solving these problems. From these

two observations we formulated our two DSML postulates.
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This goal of either generating a new sample or including a new feature, presents

difficulties. To generate a new sample there are data generation algorithms. However,

these algorithms require samples of the class to train the generator and the examined

DSML problems showed that new samples can be from a new class. Furthermore within

DSML problems the benefit of a new sample is correlated to how “surprising” that sample

is. On top of the difficulty in generating new samples, including a new feature requires

that we first show the current set of features is not sufficient. Meaning we would have to

prove that the it is not possible to learn based on the given dataset i.e. “No ML”.

In order to say there is no ML we looked to understand what ML was through the lens

of four schools of thinking. The four schools were Computational Learning Theory (CLT)

with it’s probably approximately correct (PAC) model, Statistical Learning Theory (SLT)

with it’s concepts of VC Dimension & VC Entropy, Statistical Mechanics of Learning

(SML) which takes a physics view on learning to identify self-averaging quantities and

Bayesian Learning (BL) which describes a learning process using evidence and prior

knowledge. The first three schools try to define when learning takes place and the

weakness of these schools is revealed by the No Free Lunch (NFL) theorems that describe

the conditions under which no ML algorithm is better than random guessing. We consider

Bayesian learning to be the most realistic, in that it tells us what can be done in each

step of the learning process and how our assumptions affect the outcome.

The iterative DSML process expands the dataset with new “surprise” samples. The

process continues until a convergence point is reached, for example when no additional

surprise samples can be discovered over a period of time. At each iteration of the process

the problem is under-specified. Instead of providing the best fitting model for a given

problem we can help the user to understand that the problem is indeed under-specified.

We illustrate this under-specified nature of DSML with examples from Outlier Analysis,

where a score and a threshold are used to classify samples into two classes: inliers and
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outliers. In these examples an outlier model was constructed with an initial dataset,

however the model was shown to be wrong when future surprise samples became available.

Following a traditional ML paradigm the under-specification problem seems unsolv-

able. However the traditional ML paradigm is trying to solve a problem completely and

convey certainty in the solution. It is this quest for certainty that is the problem, be-

cause we cannot attain the certainty we desire with an under-specified dataset. That

is we cannot completely trust the decisions of a ML model. If this quest for certainty

is the source of our problem then it is logical that we abandon it. In other words, we

should consider not using a ML model to make decisions. Practically our view of ML

can change. The final decision is left to the user to make, and we apply machine learning

techniques, if necessary, to help the user make as informative a decision as possible.

With this new view of ML we pursued methods in which ML could provide help to the

user. In Chapter 5 we focused on developing a method that can perform an applicability

check for a given outlier analysis method so a user can know if the assumptions of an

outlier model are justifiable given the data the model is used with. In Chapter 6 we

show that a “What-if” analysis method can be used to evaluate how an outlier threshold

decision could be affected by the underlying sample set. Finally, we looked at the Wafer

Map Pattern Recognition (WMPR) problem in Chapter 7. There we did not approach

the WMPR problem as others had done before, solving it as a multi-class classification

problem. Instead we suggested a method where a sequence of pattern recognizers were

developed iteratively. This iterative approach being more consistent in view of a DSML

setup where there is a limited set of data samples to use.

Lastly we looked at a DSML from a practical perspective. Describing our experience

in trying to implement a ML software solution in production as well as to provide some

added value to the company. The software solution was not a successful one in view

of providing a ML solution. However, we learned important lessons about DSML from
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a practical perspective. We learned that the real benefit of a software system is in

data fusion and plotting. More importantly what an engineer needs is a way to quickly

summarize the relevant information from the data. Using this experience we then tried

to develop a software system in which a user can create a summary window with the help

of ML models. This software was not trivial to create and would require a significant

portion of the developmental effort needed to deploy DSML.

If ML is about the algorithm for building the best model from the data then our thesis’

focus is on studying other aspects. These aspects are: assumptions of the algorithms,

characteristics of the data and the practical need & constraints which are critical to enable

deployment and wide adoption of DSML application software. From this perspective, we

can say that DSML is less about ML and more about the complementary aspects of ML

(Co-ML). In short, DSML is Co-ML rather than ML.

A large part of the thesis focuses on outlier analysis because the setup of outlier

analysis has all the ingredients mimicking a DSML problem setup except an outlier

analysis is much simpler than a typical ML algorithm. As pointed out in Chapter 4

even in ML what is calculated is a score and a threshold decision. The decision can be

multi-dimensional and the model extremely complicated, but that is not our focus — we

focus on everything outside the algorithm. The findings in this thesis can have an impact

in the general ML context, because replacing the more complex algorithm with a simple

one doesn’t affect the Co-ML aspects studied in this work.

10.1 A Philosophical Remark About This Work

The success of Machine Learning (ML) is largely driven by big data. In a DSML

context, one cannot rely on big data to attain a success. The fundamental problem faced

in DSML is local NFL, a concept emphasized in our work. Big data provides a world
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where optimization of a ML algorithm can lead to positive effect. Consequently, much

of the ML has been devoted to this optimization. In contrast, DSML lives in a world of

local NFL. The essence of the problem is not optimization but understanding.

In a world of NFL, there is no perfect model or perfect answer. There is only answer

that a domain user feels helpful or not. Because user’s perspective is so important

in a DSML context, the goal of learning is not to make a decision for them, but to

provide a summarization such that they can achieve an understanding of the data to feel

comfortable about making a decision.

When providing a software solution aiming to achieve that summarization goal, it is

not necessary that a ML technique must be used. In some application contexts, a user

simply desires a software solution that can alleviate their burden from the tedious manual

process of data fusion. In such a context, the data fusion part and the summarization

interface design can both be very valuable to a user, but insisting on including a ML

component in the software solution might not be necessary.

The desire to optimize perceives a world where more optimization leads us closer to

a “golden” answer. The assumption is that there is a “real solution” in the world. In

a world of NFL, there is no such “real solution” or “golden” answer. All we have is a

solution or an answer that seems to be a solution or answer within a scope constrained

by our limited view. In such a world, the essence of DSML is to help others reach a

solution or answer deemed by their individual view. DSML only tries to alleviate the

pain incurred in their search process, and cannot make a final judgement for them. In

this regard, perhaps the ultimate goal of DSML is not to tell people how to solve their

problem, but to bring comfort and a peace of mind to them. And sometime in doing so,

if ML is not required, we need to give up the ML aspect even though we start with the

desire to pursue ML. From this angle, we can say that in the world of DSML, while the

essence of the problem is understanding, the essence of the practice is compassion.
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