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Abstract

A State-Specific Complete Active Space Self-Consistent Field Approach for Strongly
Correlated Electronic Excited States

by

Rebecca Hanscam

Doctor of Philosophy in Chemistry

University of California, Berkeley

Professor Eric Neuscamman, Chair

Chemistry is teeming with light-driven processes such as photosynthesis and molecular
switches, where electronically excited states are paramount to understanding the under-
lying mechanisms at play. Nevertheless, the appropriate treatment of effects such as strong
electron correlation and orbital relaxations are beyond the simplifying assumptions of linear
response theory and remains a challenge for theoretical modeling, consequently hampering
the theory’s ability to provide meaningful predictions and inform experiment. In this thesis,
we present a novel approach with the flexibility and precision to overcome these obstacles.

To contextualize this work, we first discuss current excited state ansatzes and optimiza-
tion methods, demonstrating their strengths and weaknesses in handling the challenges of
modeling multi-reference systems like excited states. Using a generalized variational prin-
ciple, we construct a fully excited-state-specific wave function optimization algorithm and
demonstrate both its resilience to common optimization problems such as root flipping and
its ability to locate and tightly converge excited state stationary points. Exhibiting both
accuracy and reliability in calculating states with strongly correlated character and strong
orbital relaxations, this approach is capable of providing state-specific insight in scenarios
which elude existing methods, including some core, charge transfer and double excitations.
We expand our study to explore the effect of these methodological improvements in com-
parison to a prominent traditional approach for geometry relaxations and potential energy
surfaces for a photochemically relevant system, helping to elucidate the complexity of excited
state energetics. The realization of this novel method constitutes significant steps forward
for state-specific multi-reference approaches for the precise, accurate and robust modeling of
electronically excited states.
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Chapter 1

Introduction

1.1 Motivation

When a molecule is exposed to light it enters a higher energy state or excited state. For
example when light energizes the molecules of plant leaf, they become more reactive than
in the ground state or lowest energy state when in the dark. The reaction pathway of a
photoexcited molecule often includes access to different routes and alternative products,
involving crossings between potential energy surfaces that facilitate rapid conversion from
reactant to product. Chemistry is full of such light-driven processes like photosynthesis and
molecular switches, where geometric relaxations of such excited states play a critical role in
determining the reaction pathway of a photoexcited molecule.[1, 2] Features of this potential
energy surface (PES) such as the locations, depths and barrier heights between excited-state
minima determine how a molecule responds and transforms when exposed to light. Other
systems with similarly complex excited state character include carotenoids[3] and transition
metal oxides.[4] Accurately modeling these processes to provide a meaningful prediction and
inform experimental results requires an approach that can handle both the chemical and
mathematical challenges posed by these systems.[5]

In modeling electronically excited states, we retain all the complications from modeling
ground states but add a whole host of other challenges. When modeling a higher-energy
system, it can be difficult to distinguish between local single excitations, multi-electron
excitations, and charge-transfer states where the electron density shifts significantly from
one region of a molecule to another.[6, 7] In many methods, one must resolve all lower-
lying states before describing the excited state of interest is even possible, and choices made
to accommodate descriptions of those states may be detrimental to describing the state in
question.[8, 9, 10] Beyond the excited molecule itself, the molecular environment can play a
large role in excited states’ energies and properties, often necessitating the explicit inclusion
of nearby protein structure or solvent.[11, 12, 13, 14, 15] Despite these challenges, progress
is possible and ongoing thanks both to improved excited state optimization strategies[16,
17, 18, 19, 20] and better excited state wave function forms.[21, 22, 23, 24, 25, 26, 27] In
this thesis, we present a theoretical method that distinguishes among a sea of energetic
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eigenstates to accurately and reliably describe the orbital character of strongly correlated
excited states: excited-state-specific complete active space self-consistent field theory using
a generalized variational principle.

1.2 Schrödinger Equation

The time dependent Schrödinger equation is a fundamental equation governing quantum
chemistry that determines how a wave function propagates in time and whose mathematical
properties describe various physical properties of the system |ψ⟩.

ih̄
∂

∂t
|ψ(t)⟩ = Ĥ |ψ(t)⟩ (1.1)

In modeling excited states of molecules without heavy elements, it is often a good approxi-
mation to ignore relativistic effects[28] and to focus on the stationary states (those that do
not change in time), which are given by the eigenvectors of the Hamiltonian operator. These
can be evaluated by solving the time independent Schrödinger equation

Ĥ |ψ⟩ = E |ψ⟩ (1.2)

where Ĥ is the time independent Hamiltonian operator governing the physics of the system.
For systems composed of atoms and electrons such as molecules, the non-relativistic time
independent Hamiltonian operator Ĥ takes the form

Ĥ = −
n∑
i

1

2
∇2

i −
M∑
A

1

2mA

∇2
A −

n∑
i

M∑
A

ZA∣∣∣r⃗i − R⃗A

∣∣∣ +
n∑

i>j

1

|r⃗i − r⃗j|
+

M∑
A>B

ZAZB∣∣∣R⃗A − R⃗B

∣∣∣ (1.3)

where n and M are the number of electrons and nuclei in the system, the lower case indices
i, j track electrons and upper case indices A,B track nuclei, m is mass and Z is charge and
finally r⃗ and R⃗ correspond to the positions of electrons and nuclei respectively. The five
terms in Ĥ describe the kinetic energies of the electrons and nuclei as well as the potential
energies of electron-nuclear, electron-electron, and nuclear-nuclear interactions.

1.3 Born-Oppenheimer Approximation

Further simplification of the Schrödinger equation comes with the Born-Oppenheimer Ap-
proximation. The mass of the nuclei are several orders of magnitude larger than the mass of
the electrons, meaning that the timescale for motion of the nuclei is significantly slower than
for electrons allowing the electrons to rapidly adapt to any change in nuclear geometry.[29]
The Born-Oppenheimer Approximation recognizes that the nuclei can therefore be taken
as stationary with respect to the electrons. Under this approximation, the Hamiltonian
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operator reduces to

Ĥelec = −
n∑
i

1

2
∇2

i −
n∑
i

M∑
A

ZA∣∣∣r⃗i − R⃗A

∣∣∣ +
n∑

i>j

1

|r⃗i − r⃗j|
(1.4)

depending explicitly on the position of the electrons for a given nuclear geometry. The
nuclear degrees of freedom are instead calculated for a given electronic PES using an effective
potential Eelect(R⃗) for the electronic states on which the nuclei can move.

Ĥnuc = −
M∑
A

1

2mA

∇2
A + Eelec(R⃗) (1.5)

The nuclear and electronic contributions to the wave function are effectively separated, where
the total wave function can be expressed as Ψ(r⃗, R⃗) = Φ(R⃗)ψ(r⃗, R⃗) such that the energy
eigenvalues become sums over both contributions E = Eelec + Enuc.

1.4 Diabatic and Adiabatic States

The Born-Oppenheimer potential energy surfaces on which the nuclei move are often referred
to as adiabatic states,[30, 31] meaning those that diagonalize the electronic Hamiltonian.
These states are not always chemically intuitive, however, as they can change character
substantially as the nuclei move, for example between neutral and ionic states.[31, 32, 33]
Both for intuition and in some quantum dynamics algorithms,[32, 34, 35, 36] it can instead
be useful to construct electronic states that maintain their chemical character in the face
of molecular motion. Such diabatic states can be formed by diagonalizing other operators,
such as the dipole moment, in the basis of the adiabats[31, 30] and are sometimes found as
the solutions to state-specific excited state methods.[16, 33]

As an example of adiabatic and diabatic states in a simple bond dissociation, consider
the case of LiH, [32, 33, 37] shown in Figure 1.1. The adiabatic surfaces are the Hamiltonian
eigenstates and, as such, show us how the excitation energy will change as a function of
the bond stretch. However, neither adiabat has a simple chemical character. Near the
equilibrium bond length, the lower adiabat is ionic and the upper adiabat is neutral (as seen
for example by their Mulliken populations), but these characters switch upon dissociation,
where the lower adiabat is neutral and the upper one is ionic. The two diabats, on the
other hand, retain their ionic and neutral character, respectively, across the whole bond
dissociation coordinate.

More mathematically, in such a two-state system spanning a two-dimensional state space,
the wave function can be written as a linear combination of the diabatic states—in this case
one is ionic and one is neutral

|ψ⟩ = cI |ψI⟩ + cN |ψN⟩ (1.6)
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Figure 1.1. Simple representation of the LiH dissociation potential energy surface with
an active space of 2 electrons in 2 orbitals, including the ground and first excited states,
showing the adiabatic avoided crossing at RAC and the ionic versus neutral diabats.

where cI |ψI⟩ is the contribution from the ionic diabat and cN |ψN⟩ the neutral diabat. Solving
Ĥ |ψ⟩ = E |ψ⟩ where

Ĥ =

[
⟨ψI |H|ψI⟩ ⟨ψI |H|ψN⟩
⟨ψN |H|ψI⟩ ⟨ψN |H|ψN⟩

]
=

[
H11 H12

H21 H22

]
(1.7)

gives the energies on the adiabatic potential energy curves, accounting for the coupling
between the two diabats due to the non-zero off-diagonal elements in Ĥ

E± =
1

2
(H11 +H22) ±

1

2

√
(H11 −H22)2 + 4|H12|2. (1.8)

For these two curves to cross, or in other words for the resulting energies to be equal, it
must be true that H11 = H22 and H12 = 0. With only one geometric degree of freedom
(the Li-H bond length), both conditions cannot be met and these states instead display an
avoided crossing at RAC . In poly-atomic systems with additional degrees of freedom, this
no-crossing rule no longer applies and the Born-Oppenheimer surfaces are free to cross in
what are referred to as conical intersections.[30, 31, 38]

1.5 Second Quantized Electronic Hamiltonian

Up this point the Hamiltonian has been defined in real space, however it is often much more
convenient to project it into the large-but-finite vector space occupation numbers known as
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Fock space.[29] To do so, we define Slater determinants that each contain N orthonormal
molecular orbitals ϕ, each of which is a linear combination of one-electron basis functions
χp.

|ϕ1ϕ2 . . . ϕN⟩ =
1√
N !

∣∣∣∣∣∣∣∣∣
ϕ1(r⃗1) ϕ2(r⃗1) · · · ϕN(r⃗1)
ϕ1(r⃗2) ϕ2(r⃗2) · · · ϕN(r⃗2)

...
...

. . .
...

ϕ1(r⃗N) ϕ2(r⃗N) · · · ϕN(r⃗N)

∣∣∣∣∣∣∣∣∣ (1.9)

Here r⃗i represents the ith electron’s combined spatial and spin coordinate, and the constant
out front ensures the overall determinant is normalized. The different Slater determinants
can be relabeled using occupation number vectors,

|n⃗⟩ = |n1n2 . . . nN⟩ (1.10)

in which np is 1 if orbital ϕp is occupied (present in the determinant) and 0 if unoccupied (not
present). If the set of orbitals {ϕ} from which it is built are orthonormal, this many-electron
basis for Fock space will be as well.[29]

In the occupation number basis we can write the Hamiltonian as[29]

Ĥ =

Nbasis∑
pq

∑
σ∈α,β

hpqâ
†
pσâqσ +

1

2

Nbasis∑
pqrs

∑
σ,τ∈α,β

(pq|rs)â†pσâ†rτ âsτ âqσ + hnuc (1.11)

where â†pσ is a creation operator that places a σ spin electron in orbital ϕp and âqτ is an
annihilation operator that removes a τ spin electron from orbital ϕq. The one-electron
integral contains two pieces, the electron kinetic energy operator and the electron-nuclear
Coulomb operator.

hpq = −1

2

∫
ϕ∗
p(r⃗1)∇2ϕq(r⃗1)dr⃗1 −

∫
ϕ∗
p(r⃗1)

∑
A

ZA∣∣∣r⃗1 − R⃗A

∣∣∣ϕq(r⃗1)dr⃗1 (1.12)

The two-electron integrals

(pq|rs) =

∫∫
ϕ∗
p(r⃗1)ϕq(r⃗1)

1

|r⃗1 − r⃗2|
ϕ∗
r(r⃗2)ϕs(r⃗2)dr⃗1dr⃗2 (1.13)

define the electron-electron repulsion operator and, lastly, hnuc is the nuclear-nuclear repul-
sion energy.

1.6 Overview of Electronic Structure Methods

Even with the time-independent Schrödinger equation and Born-Oppenheimer Approxima-
tion in place, the electronic problem remains too complex to be solved analytically for multi-
electron systems in either the ground or an excited state. Further simplifications must be
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made and many methods exist that use various types and levels of approximations. At a
high level, methods can be divided between the categories of density functional based[39]
and wave function based[28, 29] approaches. Density Functional Theory (DFT) formulates
the energy as a functional of the electron density and is the most widely used of the two
categories of the methods. While it has the significant advantage of a relatively low computa-
tional cost, the accuracy of DFT is sensitive to the choice of approximate density functional.
[40] Improving the quality of the approximate functionals is a large focus in the field, but
doing so systematically has proven difficult and continues to motivate research into wave
function methods.

1.6.1 Hartree-Fock Theory

In ground state quantum chemistry, there exist multiple systematically improvable wave
function hierarchies that start from a single determinant, such as configuration interaction
theory[41] and coupled cluster theory,[42] but to work well these typically must start from a
high quality single-determinant description of the system.[29] Typically, this starting point
comes from Hartree-Fock (HF) theory,[28] which minimizes the determinant’s energy by
optimizing its molecular orbital shapes. The HF ansatz can be written as

|ΨHF ⟩ = e−X̂ |Φ⟩ (1.14)

where |Φ⟩ is a single Slater determinant formed from orthonormal molecular orbitals {ϕp}
typically expressed as linear combinations of atomic orbitals {χi}.

ϕp(r⃗) =
∑
µ

cµpχµ(r⃗) (1.15)

The unitary orbital rotation operator e−X̂ is defined by an anti-Hermitian matrix X.

X̂ =
∑
pq

Xpqâ
†
pâq (1.16)

The ground state variational principle (GSVP)—discussed further in Section 1.7.1—states
that the expectation value of the Hamiltonian using any approximate wave function must be
greater or equal to the lowest Hamiltonian eigenvalue. While one could minimize the energy
of the wave function in Eq. (1.14) directly, alternatively one can construct a Lagrangian
minimization to find the energy via the GSVP by changing the wave function parameters
cµp under the constraint that the final orbitals are orthonormal.

L =
⟨ΨHF |Ĥ|ΨHF ⟩
⟨ΨHF |ΨHF ⟩

−
∑
pq

ϵpq (⟨ϕp|ϕq⟩ − δpq) (1.17)

The set of Lagrange multipliers {ϵ} become the HF molecular orbital energies. Finding a
stationary point where all ∂L

∂cµp
= 0 is equivalent to the generalized eigenvalue problem given
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by the Roothaan-Hall equations[43, 44, 28]

FC = SCϵ (1.18)

where C is the LCAO coefficient matrix that converts the atomic basis functions into molec-
ular orbitals, S is the atomic orbital overlap matrix, and F is the one-electron mean-field
Hamiltonian known as the Fock matrix that depends on the orbital shapes. This generalized
eigenvalue problem is solved iteratively by updating the molecular orbitals in what is referred
to as the self-consistent field (SCF) method. Generally speaking, the SCF method involves
solving the Roothaan-Hall equation to obtain a more accurate orbital representation and
then using these orbitals to set up a new Fock operator, repeating this process until the
relative change is negligible.[28]

For most systems, this method of calculating a ground state representation typically
recovers about 99% of the total electronic energy. The difference between the true electronic
energy of a system and the HF energy—that remaining 1%—is defined as electron correlation
energy and arises from effects beyond the statistically independent nature of the mean-field
approach.[45] That remaining 1% of the energy is crucial for accurately calculating many
molecular properties and can cause as large as 10’s of kcals/mol errors in reaction energies.[46]
Correlation energy is typically discussed in two different forms, strong and weak correlation.
Weak correlation is small corrections to the energy resulting from the correlation of electron
movement within the qualitative picture provided by HF. More advanced theories higher
up in the hierarchy of methods aim to recover enough of the missing correlation energy
from a HF starting point to become quantitatively accurate. Strongly correlated systems
are instead described by multiple electronic configurations, as in those systems the single
determinant approach of HF is qualitatively incorrect. Strong correlation results in large
changes to the HF electronic structure and additional electronic configurations aside from
HF are major contributions to the wave function. Such systems are referred to as having
large multi-reference character.

1.6.2 Configuration Interaction

A straightforward way of improving on HF and recovering correlation effects is moving
to a multi-determinant ansatz that considers every possible excitation from the Aufbau
configuration. Starting from the HF molecular orbitals and including all possible electronic
configurations forms a complete basis, such that an exact wave function for a system is the
Configuration Interaction (CI) wave function

|ΨCI⟩ = c0 |ϕ0⟩ +
∑
ia

cai â
†
aâi |ϕ0⟩ +

∑
ijab

cabij â
†
aâ

†
bâj âi |ϕ0⟩ + ... (1.19)

Here, orbitals that are occupied in the Aufbau configuration are indexed by i and j and
the unoccupied orbitals by a and b. The determinant coefficients c for each respective
electronic configuration |ϕ⟩ form a weighted sum of all possible single, double, triple, etc
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Figure 1.2. Schematic of CASSCF orbital spaces.

excitations off the Aufbau configuration. For small systems, the full expansion of this sum
can be used to calculate an energy exact up to the limit of the basis set. This is a method
referred to as Full CI (FCI). However FCI scales exponentially with system size and quickly
becomes prohibitively computationally expensive beyond the smallest molecules and simplest
basis sets.[29] In practice, the FCI wave function is often truncated at a particular level of
excitation, such as CIS or CISD where only single excitations are included or single and
double excitations respectively. While these truncated CI methods retain only the most
important components of the wave function at only a polynomial cost, anything beyond CIS
loses size consistency and size extensivity causing degrading accuracy as the system size
increases.[47]

1.6.3 Complete Active Space Self-Consistent Field

A different approach to approximating the FCI wave function is applying FCI on only a
subset of the orbitals called an active space, creating a complete active space (CAS) wave
function.[48, 49, 50, 51, 29] The CAS wave function partitions the orbitals into three sub-
spaces: core orbitals, active orbitals, and virtual orbitals. As shown in Figure 1.2, the core
orbitals are doubly occupied low energy orbitals that are not expected to contribute signif-
icantly to the excited states of the system. In contrast, the active orbitals are those most
likely to participate in the excitations of the system and will typically include both the high-
est energy occupied molecular orbitals and the lowest energy unoccupied molecular orbital.
The CAS wave function is built from a linear combination of the reference determinant and
all possible excitations within the set of active orbitals. This leaves the high-energy virtual
orbitals that remain unoccupied from the reference. While active spaces only include the
most chemically important orbitals, results of a CAS calculations are highly sensitive to the
choice of orbitals included in this space.[52, 53] It seems natural to assume the more active
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Figure 1.3. The orbital rotation coefficient matrix where the solid shaded regions repre-
sent nonzero variational parameters and the striped triangles identify the energy-invariant
parameters. The block structure of X with no assumptions made is shown on the left, when
anti-Hermiticity is assumed in the middle, and only non-redundant parameters on the right.

orbitals the better, but traditional FCI algorithms and conventional CASSCF approaches
become intractable at a size of about 20 orbitals with 20 electrons.[54] While recent devel-
opments for methods like selected CI,[27] density matrix renormalization group,[24, 55] and
full configuration interaction quantum Monte Carlo[20] are pushing the active space limit
closer and closer to over a hundred orbitals,[56] chemical intuition and understanding remain
highly valuable in constructing an effective active space and an accurate CASSCF treatment.

Unlike FCI and the truncated CI methods, CAS self-consistent field (CASSCF) improves
its description via orbital relaxations, in particular the core-active, core-virtual, and active-
virtual orbital rotations that affect the energy. Thus, CASSCF optimization methods must
contend with both the excitation weights and the molecular orbital parameters. [48, 49, 50,
51, 29] Similar to HF, the CASSCF wave function can be written as

|ΨCAS⟩ = eX̂
∑
I

cI |ϕI⟩ (1.20)

where |ϕI⟩ represents a Slater determinant and cI the corresponding CI coefficient. The
orbital rotation matrix X described in Eq. (1.16) is anti-Hermitian and thus defined by its
upper triangle, as depicted in Figure 1.3.[29] Additionally, rotations between orbitals within
a given orbital subspace are energy invariant and already accounted for by the CI expansion,
and therefore are not included in the orbital parameterization to avoid redundancy.

Because of the orbital optimization, the resulting CAS wave function is considerably more
flexible than traditional truncated CI methods, particularly for strongly correlated systems
with degenerate or nearly degenerate electronic configurations. CASSCF is often used as
a qualitatively accurate reference wave function for higher-level multi-reference methods
to recover more of the weak correlation missed by CASSCF from the orbitals outside the
active space. One approach for addressing this is to perform perturbation theory using the
CASSCF wave function as a reference, leading to the CASPT2 method[57, 58] which is
discussed further in Section 1.8.4.
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Figure 1.4. Idealized representation of the PES between the orbital shapes and the elec-
tronic configuration. Possible optimization pathways are shown, where routes to stationary
states A and C would be considered variational collapse when targeting state B.

1.7 Optimization Strategies

With an approximate wave function ansatz in hand, its parameters must then be optimized to
resemble the exact wave function as closely as possible in order to converge to an approximate
Hamiltonian eigenstate. Excited states in particular are challenging for optimization methods
as they are saddle points in the FCI space,[59, 60, 61] which are more difficult to characterize
than minima. As saddle points, excited states are inherently more complicated for numerical
optimization techniques and are more prone to optimization issues like variational collapse,
discussed further in the following section.

1.7.1 Variational Principles

One approach to optimizing the wave function parameters is to minimize the energy func-
tional

E =
⟨Ψ|Ĥ|Ψ⟩
⟨Ψ|Ψ⟩

≥ E0 (1.21)

where the energy expression built from the current wave function |Ψ⟩ is lower bounded by
the exact ground state energy E0. Because the wave function is a linear combination of
Hamiltonian eigenstates and the exact ground state energy of the system is strictly less
than or equal to the remaining eigenvalues of Ĥ |ϕi⟩ = Ei |ϕi⟩, it can be shown that the
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current energy of |Ψ⟩ must be greater or equal to E0. [62] Optimizing the parameters of
an approximate wave function to the global minimum of its energy function will locate the
ground state energy and wave function for that approximate ansatz. This is what is known
as the ground state variational principle, as mentioned previously in Section 1.6.1.

The GSVP is widely used in the optimization of approximate wave function ansatzes in
the hierarchy of methods designed to calculate ground states, such as HF, CISD, and density
matrix renormalization group.[63, 29, 28] Variational collapse however, prevents the straight
forward use of the GSVP to locate higher energy states. Variational collapse occurs during
an optimization when the wave function significantly changes character from the initial state
and optimizes to an altogether different energy stationary state.[64, 7] Consider the energy
surface in Figure 1.4 depicting an energy minimization of a wave function dependent on the
variational parameters ν1 and ν2. Even if the initial wave function, shown by the orange
circle, is relatively close in parameter space to the targeted excited state (state B) that
stationary point is a saddle point and is not a minimum of the energy functional, much less
the global minimum. There are numerous more probable routes the optimization could take
that instead lead to states A or C. When targeting an excited state, variational collapse is a
realistic hurdle when minimizing the GSVP without other considerations for excited states.

Single determinant ansatzes like ∆-SCF are built atop the GSVP with added flexibility
to handle excited states in a ground state HF or DFT optimization.[65] In this approach,
electrons are placed in non-Aufbau configurations by swapping in the virtual orbitals involved
in the desired excitation. However it is not always clear where to place electrons when
the energy ordering of the orbitals change or the orbital shapes shift significantly upon
relaxation, where differing decisions can lead to disparate results for the final outcome of
the calculation. In addition, this approach can have limited flexibility for systems with more
than one configuration state function. In an effort to aid the frustrating optimization issues
demonstrated by ∆-SCF, a method of systematically tracking the non-Aufbau electronic
configurations through the SCF procedure was introduced, referred to as the maximum
overlap method (MOM).[66, 67] In this approach the orbitals fresh out of an SCF cycle are
projected onto the occupied orbitals from the previous iteration and the set of orbitals with
the largest overlap are selected for the next SCF cycle. More than just a ∆-SCF method,
MOM can be applied to many other SCF ansatzes as well, including coupled cluster[68] and
CASSCF,[16] and used in direct optimization setups.[69] The pairing of MOM with ∆-SCF-
DFT has successfully identified atomic Rydberg states,[67] intermolecular charge transfer
excitations,[67] and small molecule core excitations.[70] While MOM reduces the frequency
of optimization problems, it has also been shown to fail due to variational collapse and so
may benefit from incorporating additional state-targeting methods.[66, 16]

When targeting an excited state, instead of attempting to find an energy stationary
point, one can optimize the wave function by minimizing an alternative function whose
global minimum corresponds to the desired excited state. One such excited state variational
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principle (ESVP) takes the form

W =
⟨Ψ|(ω − Ĥ)2|Ψ⟩

⟨Ψ|Ψ⟩
(1.22)

where ω is the approximate energy of the desired eigenstate.[71, 72] While the GSVP quan-
tifies how low the energy is in an absolute sense, W quantifies a measure of the energetic
“distance” between the current wave function and the targeted excited state. For an exact
wave function, the global minimum of W occurs at the energy eigenstate with energy nearest
to ω, regardless of whether that energy is above or below ω.[21]

Similar to variational principle minimization, an energy stationary point search can be
performed by minimizing functions dependent on the gradient of the energy such that ∇ν⃗E =
0 at convergence with respect to all variational parameters νi. Square gradient minimization
(SGM) is one such approach that seeks to minimize the square of the gradient of a given
variational principle with respect to the wave function parameters. [73]

∆SGM = |∇E|2 (1.23)

As an extension of the geometric direct minimization method,[74] SGM uses a finite difference
formulation that is more numerically efficient than previous approaches and is applicable to
many approximate wave function ansatzes. Eq. (1.23) has local minima at each energy
stationary state with respect to the current wave function, however for approximate ansatz
there may exist additional minima including some that are not energy stationary points. [33]
As all Hamiltonian eigenstates zero out the energy gradient, SGM must rely on the initial
wave function guess starting the optimization within the basin of convergence of the desired
excited state, but this issue can be mitigated by incorporating state-targeting properties in
addition to the energy gradient within an expanded objective function.

The generalized variational principle (GVP) uses both properties and energy gradient
minimization to define a more state-specific guide for optimizing excited states.[21] The
GVP uses a set of property values to uniquely describe the targeted state, defining a vector
of property deviations d⃗ from a set of operators and their desired expectation values. At the
end of the optimization, this vector should have values close to zero. Typically included in d⃗
is an energy difference term ⟨Ĥ⟩−ω that is motivated as an approximation to the ESVP[21,
16] and describes the difference between the current wave function energy and a guess for
the energy of the targeted excited state. The GVP can be written as

L = µ|d⃗|2 + (1 − µ)|∇E|2 (1.24)

where µ controls the weightings of each term throughout the optimization. Properties in-
cluded in d⃗ help guide the optimization to the desired basin of convergence, after which µ
is set to zero and |∇E|2 ensures the resulting wave function represents an energy stationary
point.
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Figure 1.5. Schematic 2D contour plots of simple surfaces demonstrating two-step (orange)
versus direct optimizations (green) in various convergence scenarios. Each optimization
pathway begins at the blue circle with the objective being the blue star.

1.7.2 Direct Optimization versus Two-Step

In CASSCF, there are two components of the approximate wave function ansatz of con-
cern: updating the CI coefficients and relaxing the molecular orbitals. Commonly these
two problems are handled separately in order to take full advantage of efficient optimiza-
tion strategies individualized to the unique characteristics of each parameter set.[75, 76, 52,
77, 53, 78, 79] Truncated CI methods and CASCI rely solely on the input orbital shapes
and subsequently uses Krylov subspace methods[80] such as Davidson[81] to diagonalize the
Hamiltonian. CASSCF on the other hand needs to relax the orbitals in addition to updating
the CI.

One approach is to optimize the two parameter sets individually, where the orbital shapes
are updated via an SCF procedure or an augmented Hessian approach,[17, 82, 83] then the
CI Hamiltonian is rediagonalized in the new orbital basis and the process is repeated until
convergence. This is referred to as a two-step approach, which tailors the optimization of each
parameter set to take full advantage of their respective structure. However, with no passing
of information between the parameter sets at any given step, the two-step process is often
constrained to taking only small steps in parameter space, and even so can easily overstep
and cause convergence issues.[17, 84] Alternatively a direct optimization approach updates
both parameter sets simultaneously, hopefully making it possible to converge more efficiently,
directly and accurately.[80] Several examples of this are shown in Figure 1.5 and include the
classic limit cycle as well as the scenario where two-step oversteps into a different basin and
cannot recover. Both are cases where a direct approach would be crucial to converging to
the desired state.

Ground state CASSCF codes don’t typically use a naive two-step optimization strategy
and instead will include at least partial coupling between the orbital and CI coefficient pa-
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rameter sets. For example, Werner-Knowles approaches to MCSCF optimization combines
second-order quasi-Newton descent with CI diagonalization such that each update of the
CI coefficients or the orbitals includes information on how the other parameter set will re-
spond.[17, 84] Partial CI-orbital coupling and direct fully coupled approaches accelerate con-
vergence rates and achieve convergence in cases where a two-step approach would not (Figure
1.5).[17, 84, 85] Each of these optimization procedures use variations on re-diagonalization
of the Hamiltonian to update the CI coefficients, and consequently, successful convergence is
dependent on the method’s ability to track the relevant CI root throughout the optimization,
even if the ordering of roots changes due to orbital relaxations.

1.8 Excited State Methods

There is a well-developed hierarchy of methods built atop Hartree Fock that recover progres-
sively more electron correlation where each method was developed originally for the primary
purpose of studying ground states of molecular systems. Excited states however, play a key
role in unraveling the mechanisms of light-driven processes that often involve more complex
wave functions and challenging features on their potential energy surfaces that ground state
methodologies are unable to capture. The importance of excited states in this area motivates
the development of accurate and effective theoretical models designed with excited-states in
mind. Approaches to such methods fall broadly into two categories, linear response theories
that aim to build excited state descriptions from a ground state reference and state-specific
ansatzes that eschew ground state involvement. To put the opportunity afforded by the
GVP for a state-specific approach into context, let us first discuss existing methodology for
excited states, both state-specific and otherwise.

1.8.1 Linear Response Theories

Laboratory experiments often involve probing how a system responds when it is driven away
from equilibrium. In similar manner, linear response theory utilizes small perturbations to
move a molecule away from its ground state equilibrium. The wavefunction evolves to become
a linear combination of multiple electronic states such that excited state properties can be
measured. This approach is applicable in both wavefunction and density-based methods,
however when combined with an approximate ansatz the implicit assumption that in this
tangent space the excited states share much in common with the ground state often breaks
down for states or mixtures of states with significant multiply excited character.[86]

Equation of motion coupled cluster (EOM-CC) theory is a popular post Hartree-Fock
wave function approach to recovering weak correlation in excited state calculations and is
a balanced combination of accuracy and computational affordability in many cases.[87, 88,
89, 90] The coupled cluster wave function[29]

|ΨCC⟩ = eT̂ |Ψ0⟩ (1.25)
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T̂ = T̂1 + T̂2 + · · · =
∑
ia

tai â
†
aâi +

1

4

∑
ijab

tabij â
†
aâ

†
bâiâj + . . . (1.26)

is built similarly to truncated CI methods, where higher-levels of cluster truncation can
provide high accuracy single valence excitation energies in small molecules.[89] The doubles
cluster operator T̂2 describes electron pair interactions while the singles cluster operator
T̂1 relaxes the orbitals in response to the potential created by those interactions. To fur-
ther perturb the wave function away from the ground state, the EOM-CC parameterization
introduces a linear excitation operator

|ΨEOM-CC⟩ = R̂eT̂ |Ψ0⟩ (1.27)

R̂ =
∑
ia

tai â
†
aâi +

1

4

∑
ijab

tabij â
†
aâ

†
bâiâj + . . . (1.28)

that, as it commutes with T̂ , can be though of as either acting on the HF reference before
the application of the cluster operator or as acting on the whole correlated CC ground state.

Several limitations arise from the EOM-CC setup. First since the cluster operator exp[T̂ ]
was optimized for the ground state, its electron correlation description for R̂ |Ψ0⟩ is less
than optimal.[91] Second, the EOM-CC wave function, especially at the singles and doubles
“CCSD” level, is highly dependent on the reference orbitals and wave function,[92] which
can cause distinct and non-systematic errors leading to an unbalanced description of excited
states.[93] For example, EOM-CCSD cannot achieve any orbital relaxation following a double
excitation, as doing so even to first order would require triple excitations. Perturbative triples
corrections offer some orbital relaxation in double excitations,[90] but they can still struggle
to capture the full relaxation effects following charge transfer excitations.[93]

Time-dependent density functional theory (TD-DFT) is another widely used approach
for modeling excited states. Building on ground state DFT, it has been highly successful
in local single excitations and many, many absorption spectra studies.[94] Typically formu-
lated as a linear response approach, TD-DFT analyzes the response of the time-independent
ground state electron density to a time-dependent external electric field.[95] However the
most common formulations are known to be inaccurate for double excitations and charge
transfer states.[96, 97, 98, 99] The adiabatic approximation allows only single excitations
to appear in the TD-DFT formalism, so higher-level excitations are entirely missing.[100,
101] TD-DFT chronically underestimates CT excitation energies and only reproduces the
asymptotic 1

R
behavior of particle-hole attraction when range-separated hybrid functionals

are employed.[98, 99, 100] In addition, the same issues with predictive power in ground
state DFT stemming from its sensitivity to functional choice carry over into the excited
state method.[102, 103] Progress has certainly been made, for example via optimal tuning of
range-separated functionals, [104] but doubly excited and CT states remain major challenges
for TD-DFT.
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1.8.2 Excited State Mean Field Theory

In parallel to what exists for ground states, some recent work has focused on developing a
hierarchy of methods for state-specific excited state modeling, ranging from mean field[105]
to low-level correlation[106, 107] to multi-reference theory.[19, 16] The base of the hierarchy
is excited state mean field theory (ESMF). The ESMF ansatz is a CI wave function of single
excitations

|ΨESMF⟩ = eX̂
∑
ia

cai â
†
aâi |ϕ0⟩ (1.29)

with state-specific orbital relaxation via minimization of a Lagrangian built using the GVP
in Eq. (1.24).[105, 108, 109] It was this wave function ansatz that provided the playground
in which the GVP was developed, showing its powerful scope for targeting excited states by
energy, spin and Mullikan charge.[21] Analogous to the role of Hartree-Fock in the ground
state, ESMF serves as a foundation for building state-specific versions post-HF theories such
as excited-state-specific second-order perturbation theory (ESMP2)[106] and state-specific
coupled cluster theory.[107] A benchmarking study of ESMP2 highlights the advantages of
using the GVP-based state-specific approach, showing significant improvement over EOM-
CC and a wide variety of TD-DFT approaches for singlet excitations in small π systems.[110]
All of these methods are single-reference ansatz that recover weak correlation off a mean-field
reference. A similar opportunity exists in more strongly correlated settings and is explored
in this thesis, where in the same spirit as ESMF, a state-specific CASSCF method using the
GVP could act as the foundation for a state-specific multi-reference hierarchy of methods.

1.8.3 Excited State CASSCF

Turning to multi-reference methods for the calculation of excited states, new optimization
challenges arise, namely state-specific orbital optimization for a diversity of excitations and
tracking the desired state through the optimization. As discussed in Section 1.6.3, there
are two components to a CASSCF wave function optimization: description of the electronic
configuration (CI vector) and orbital relaxation. When the Hamiltonian is diagonalized
within the active space, we get an energetic hierarchy of states in which the ground state, first
excited state, second excited state, etc are well defined. However, the relative energy ordering
of these states is not necessarily maintained throughout the optimization. This problem is
referred to as root flipping. When the target of a CASSCF calculation is an excited state and
thus must contend with root flipping, there are several common approaches to optimizing
the wave function. These range from simple diagonalization of the Hamiltonian to more
complex state-tracking methods,[16, 67, 111] each using the two-step approach discussed in
Section 1.7.2. To understand the challenges of existing two-step methods and to see why
a one-step formulation may have advantages, let us consider a series of examples from the
recent literature.
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Figure 1.6. Optimization trajectories for various state-targeting approaches. The energy
ordering of four states is plotted through iterative updates to the CI coefficients and relax-
ation of the orbitals where the third state (gray) is the target of the optimization.
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1.8.3.1 Simple Root Selection

Root flipping is particularly problematic when using what might be called “simple root
selection” (SRS) for the overall two-step optimization. In SRS, once a state is selected, the
molecular orbitals of whole system are optimized for that particular state. With the orbitals
updated, the active space CI Hamiltonian is re-diagonalized. This state-specific process—
depicted in the bottom panel of Figure 1.6—is repeated until the change in energy and the
orbital and CI energy gradients are below a given threshold. In a ground state calculation,
SRS is very straightforward as the targeted state will always be the one lowest in energy.
For excited states, the root flipping problem is often seen. For example, as shown in Figure
1.6, when the orbital optimization targeting the second excited state lowered the energy of
this state below what was previously the first excited, the energy hierarchy is now different
and SRS is naively targeting the wrong state. Root flipping often leads to convergence issues
where the two states perpetually oscillate back and forth or it results in total optimization
failure.[16]

1.8.3.2 State Averaging

The most common remedy to the root flipping problem is state-averaging (SA), shown in
the middle panel of Figure 1.6. Instead of targeting a single state, this approach minimizes
the average energy of multiple states.[111] This will account for any root flipping that occurs
during the optimization, provided it is between states that are included in the average.
State averaging comes with many other advantages as well. Mixing in a small amount
of the ground state can greatly stabilize the optimization convergence when targeting an
excited state. State averaging is useful in describing non-adiabatic interactions like spin-
orbit coupling[112] or vibronic coupling[113] between excited states and provides a balanced
description of electronic structure in systems with strong non-adiabatic couplings.[114, 115,
116, 117] Additionally, it is often convenient to have one set of orbitals that describe multiple
states in part because those states will be exactly orthogonal, which is not the case in state-
specific approaches.

While state averaging is widely used in CASSCF optimizations, there are several limi-
tations to this approach. None of the resulting wave functions are true energy stationary
points. Consequently, this adds significant complexity for the nuclear gradient evaluations
necessary when performing a geometry optimization.[118, 119] Moreover, the orbitals are
optimized to describe an average of the states making them less accurate for any one state
in the average. This effect is magnified when the states included in the average have signif-
icantly different character, where treating only their average can lead to a poor description
of each individual state.

An example that highlights the inadequacies of state averaging is the excitation of 4-
amino-benzonitrile (ABN) to the charge transfer surface. Upon excitation the planar geom-
etry relaxes and the question is—does the molecule stay planar or does the pi bond twist
in response? Experimental results show a twisted structure after excitation.[120] A state-
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Figure 1.7. Bar chart of the SS, SA, CASPT2 energy twisted versus planar energy difference
on the intramolecular charge-transfer surface of 4-aminobenzonitrile using a (12e,11o) active
space with cc-pVDZ. Data values are taken from Tran and Neuscamman. [121]

averaging study however, found the planar structure to be almost 15 kcal/mol more stable
on the charge-transfer surface than the twisted structure (Figure 1.7).[121] On the other
hand, a state-specific CASSCF approach was found to agree with experiment. This example
clearly demonstrates the qualitative inaccuracy of the state-averaged result due to its inabil-
ity to fully relax orbitals for the CT state. The CT’s substantial change to the molecule’s
dipole moment should be followed by a repolarization of the occupied orbitals’ shapes, but
the inclusion of the ground state in the state average works to resist this change as such
repolarizations raise its energy. This is an example of the type of system and excitation
where state-specific optimization succeeds where state-averaged does not.

1.8.3.3 State Targeting

Early evidence shows that the state-specific regime is preferable and even necessary for ac-
curate predictions in systems with charge transfer excitations. If SRS cannot be relied on
to bring a state-specific optimization to a healthy convergence, other approaches need to be
considered to track the targeted state through the optimization and any potential root flip-
ping. The top panel of Figure 1.6 shows the ideal scenario for a state-specific approach, where
the orbitals are relaxed for the desired state at every point of the optimization regardless of
changes to the energetic hierarchy.

Just as they have long been used in ∆-SCF to select orbitals similar to those in previous
iterations,[65] MOM-like criteria can be used to track a CASSCF state across orbital updates
by seeking to maximize the overlap between the successive wave functions. However, this
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Figure 1.8. Targeted root across a small subset of the optimization steps during a calcula-
tion of a 1.8 Å MgO charge-transfer state 71A1 using WΓ with (8e,8o) and cc-pVDZ.

approach is not fully immune to root flipping issues. While there have been several variations
of this published in the last few years, all approaches seem to struggle when a single step
makes large updates to the wave function.[66, 67] The WΓ method instead tracks the state
by defining a quality measure based on approximate variational principles and overlap of the
1-body density matrices.[16] This approach is more robust but is still not immune to root
flipping. This becomes clear with a close inspection of one of the high-lying charge transfer
1A1 states of MgO (treated with 8 electrons in 8 orbitals with a cc-pVDZ basis set). Looking
at the targeted state at each iteration for just a small subset of the optimization in Figure
1.8, it is clear there is significant root flipping occurring. This calculation did converge and,
absent other information, one might hope that it converged to the correct state. However,
the final wave function overlap with the initial CASCI root suggests otherwise. The final
stationary point has only a 0.3 overlap where we would expect a successful calculation to
be closer to an overlap of 1 as the initial CASCI, although imperfect, is a qualitatively
correct approximation of the desired state. While MOM and WΓ have made significant
improvements state-specific optimizations for challenging scenarios like root-flipping, there
are considerable opportunities for the one-step quasi-Newton methods discussed in this thesis
to further improve state-specific optimization.

1.8.4 Post-CASSCF

CASSCF is routinely utilized as a foundational method for capturing the strong correlation
of multi-reference excited states. Dynamic correlation is typically recovered by applying a
perturbative expansion to the CASSCF reference wave function, CASPT2,[57, 58] capturing
details such as wavefunction cusps and van der Waals correlations that are essential for overall
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accuracy.[28] The combination of CASSCF and CASPT2 methods is a powerful tool for the
accurate and reliable treatment of strongly correlated systems across many contexts such
as bond breaking, bond forming, transition metals, and in particular for excited states.[122,
123, 124] Accurately representing these properties are vital for applications like dynamics
and multi-state coupling in surface hopping.[125, 126, 127, 128] However, the successful
outcome of a CASPT2 calculation relies heavily on the quality of the reference wave function,
inheriting any optimization issues faced by CASSCF. Despite its successes, there remain
important types of excited states, in particular states with significant CT character, that the
traditional CASSCF approach struggles with. Early work in excited-state-specific CASSCF
has shown promise in addressing this issue,[16, 121] but has not fully overcome the challenge
of root flipping.

1.9 Outline

This thesis is the culmination of work on a fully excited-state-specific complete active space
self-consistent field theory. We develop a GVP-based one-step optimization algorithm that
overcomes the limitations of existing methods, demonstrating that this novel approach
achieves superior accuracy, precision, and numerical stability.

Chapter 2 details the development of the GVP-CASSCF method and its application on
a set of small molecules that display an array of optimization challenges. This work has
been published in the article ”Applying generalized variational principles to excited-state-
specific complete active space self-consistent field theory” J. Chem. Theory Comput. 18,
6608 (2022).

Chapter 3 explores the capabilities of GVP-CASSCF in producing potential energy sur-
faces for excited states. We look closely at a set of excited states of thioacrolein with doubly
excited and charge transfer character and analyze how the state-specific approach compares
to state-averaging. We find that GVP-CASSCF can be configured to find either diabatic or
adiabatic energy stationary points and that its adiabatic PES can be qualitatively different
that produced by state averaging. As in ABN, these differences appear to be driven by
differing abilities to capture post-CT orbital relaxations.

Finally, Chapter 4 summarizes the work presented in earlier chapters, discussing the
advancements and impact of this work on excited state electronic structure theory of strongly
correlated systems.
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Chapter 2

Applying generalized variational
principles to excited-state-specific
CASSCF theory

2.1 Abstract

We employ a generalized variational principle to improve the stability, reliability, and pre-
cision of fully excited-state-specific complete active space self-consistent field theory. Com-
pared to previous approaches that similarly seek to tailor this ansatz’s orbitals and config-
uration interaction expansion for an individual excited state, we find the present approach
to be more resistant to root flipping and better at achieving tight convergence to an energy
stationary point. Unlike state-averaging, this approach allows orbital shapes to be optimal
for individual excited states, which is especially important for charge transfer states and
some doubly excited states. We demonstrate the convergence and state-targeting abilities of
this method in LiH, ozone, and MgO, showing in the latter that it is capable of finding three
excited state energy stationary points that no previous method has been able to locate.

2.2 Introduction

Whether one looks at carotenoids, [3, 129, 130] photochemical isomerization, [131, 132, 133]
or transition metal oxide diatomics, [4, 134, 135] molecular excited states often display wave
function characteristics that go beyond the simplifying assumptions of mean field theory.
From the right perspective, this fact is not that surprising, as it is the widening of the
HOMO-LUMO gap that helps determine ground state equilibrium geometries and ensure
the validity of mean field theory. Upon excitation, a molecule may be far from the excited
state’s equilibrium geometry, and in any case there is no longer the HOMO-LUMO gap to
prevent near-degeneracies between different fillings of the molecular orbital diagram that
may be important for the state under study. The result is that methods like time-dependent
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density functional theory and equation-of-motion coupled cluster theory that perturb around
the mean field limit, while extremely useful in many excited state contexts, are qualitatively
inappropriate in many others. Instead, methods that explicitly engage with the strongly
multi-configurational nature of these states are called for. Ideally, these methods would be
equally capable for excited states as they are for ground states, but, as in so many areas of
electronic structure theory, the current reality is that they are not.

For decades, multi-configurational photochemical investigations have been supported by
complete active space self consistent field (CASSCF) theory,[48, 49, 50, 51] but the approx-
imations introduced in its most common incarnations can cause challenges when treating
high-lying states or states with widely varying characters. In particular, the state averaging
(SA) approach – in which one finds the orbitals that minimize the average energy of multiple
configuration interaction (CI) roots – makes the assumption that all states of interest can be
constructed to a similar degree of accuracy with one shared set of orbitals.[111] This approx-
imation offers important advantages and has long been a standard and successful approach
to excited states in CASSCF,[136, 114, 115, 137, 116, 117] but it can also create a number of
difficulties. Most obviously, it is less appropriate in cases where different states require sig-
nificantly different orbital relaxations, as occurs in molecules bearing both local and charge
transfer (CT) excitations. Indeed, SA-CASSCF relative energies during nuclear motion on
an charge transfer excitations’ surface can be in error by 10 kcal/mol or more.[121] Further,
the state averaging method links all of the states together so that if one state is not well
served by the chosen active space and displays a non-analytic point on its energy surface,
all states, even those well-served by the active space, will show cusps or discontinuities on
their energy surfaces. Finally, because it is only the average energy that is made stationary
with respect to the wave function variables, evaluating nuclear energy gradients for geome-
try optimization or dynamics requires solving difficult response equations which are indeed
approximated in some implementations.[118, 119] In ground state CASSCF, by contrast, the
state’s energy is stationary already and nuclear gradient evaluations are much more straight-
forward. So, although state averaging has been and will continue to be a powerful asset to
quantum chemical investigation, there are many reasons why and many settings in which a
fully excited-state-specific CASSCF would be valuable.

Looking at the wider world of excited state theory, there has been remarkable progress
in formulating fully state-specific methods in recent years, which augurs well for progress
in this direction in CASSCF theory. Examples of this progress include work in variational
Monte Carlo, [138, 19, 139] variance-based self-consistent field (SCF) theory, [140, 141] more
robust level shifting approaches in SCF methods, [142] core spectroscopy, [143, 144, 145, 146]
perturbation theory, [106] and coupled-cluster theory. [147, 148] Especially relevant to the
current study is the “WΓ” approach to state-specific CASSCF (SS-CASSCF), [16] in which
an approximate variational principle and density matrix information are used to carefully
follow a particular CI root during a two-step optimization that goes back and forth between
orbital relaxation steps and CI diagonalization steps. The WΓ approach proved capable of
overcoming root flipping in a wider variety of situations than readily-available alternatives,
improving CASPT2 energies when compared to state-averaging, and in making qualitative



CHAPTER 2. APPLYING GENERALIZED VARIATIONAL PRINCIPLES TO
EXCITED-STATE-SPECIFIC CASSCF THEORY 24

improvements to some potential energy surfaces.[16, 121] However, it was unable to locate
at least one of the low-lying states of MgO and, as a method that lacks coupling between
orbital and CI variables, it struggles to tightly converge stationary points. The method
presented here proves more reliable when faced with root flipping and far superior at tight
convergence thanks to its objective function and its coupling of orbital and CI parameters
during optimization.

To understand how these advantages come about, let us turn to discussing recent progress
in the use of quasi-Newton methods to minimize energy-gradient-based objective functions,
which has proven effective in the context of both the excited state mean field (ESMF) ansatz
[105, 21, 60] and Kohn-Sham ∆SCF. [73] Essentially, the idea is to search for energy saddle
points – which in full CI (FCI) would be the exact excited states – by minimizing the norm
of the energy gradient with respect to the variational parameters. By relying on either an
initial guess sufficiently close to the desired stationary point [73] or a generalized variational
principle (GVP) that can use sought-after properties to steer an optimization towards that
stationary point, [21] these approaches have proven capable of achieving full excited-state-
specificity while avoiding root flipping or variational collapse to lower states. While the work
in this direction so far has mostly been focused on weakly correlated excited states, there is
no formal barrier to applying the GVP approach to the CASSCF ansatz, which is our focus
here.

To perform excited-state-specific optimization of the CASSCF ansatz, we will minimize
a GVP containing the square gradient norm by purely quasi-Newton descent, eschewing CI
diagonalization (except in generating a guess) and more traditional augmented Hessian ap-
proaches to orbital rotations.[149, 150] Of course, it may be that a combination of all of these
methods ultimately proves more efficient, as has recently been found for the ground state,[17,
84, 85] but in this first combination of CASSCF with a GVP, we stick to pure quasi-Newton
minimization for simplicity, and so our core computational task is to evaluate gradients of
an objective function that contains the square norm of the energy gradient. Recent work has
provided multiple ways forward here. On the one hand, automatic differentiation arguments
guarantee that in most scenarios, the requisite derivatives can be derived automatically and
will have a cost that is a modest and constant multiple of the energy evaluation cost.[105]
In many cases, this guarantee can motivate the derivation of analytic forms for these deriva-
tives,[109] which are often even more efficient in practice, although not necessarily simple or
easy to implement. As an alternative, Hait and Head-Gordon have presented a clever finite-
difference approach to these derivatives.[73] Although finite difference will incur some error
relative to analytic or automatic differentiation, their study of orbital optimization shows
that this error is small enough that it does not prevent successful convergence to excited state
stationary points. The key benefit of this approach is that it requires only that the energy
gradient itself be available, and so is more convenient to implement. Although it is possible
that a fully analytic formulation of the energy gradient norm derivatives would improve the
rate of quasi-Newton convergence by avoiding finite difference errors, we for simplicity adopt
the finite difference approach here and find that optimization remains effective even when
orbital and CI parameters are optimized together. In future, it may be interesting to ex-
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plore whether more accurate analytic expressions improve numerical efficiency and whether
mixtures with CI and augmented Hessian orbital optimizers are worthwhile, but already the
present approach to combining CASSCF with an excited state GVP allows us to succeed in
situations where previous CASSCF approaches fail.

2.3 Theory

2.3.1 CASSCF Ansatz

The standard CASSCF ansatz[48, 49, 50, 51] has been the foundation for a wide range of
CASSCF derived methods,[75, 76, 52, 77, 53, 78, 79, 85] and is the formulation used in the
approach introduced here. CASSCF methods classify subsets of the molecular orbitals as
closed orbitals each occupied by two electrons, active orbitals with varying occupation, and
virtual orbitals that are completely unoccupied. The CASSCF wave function is therefore
composed of all possible electronic configurations within the active orbitals, defining the
active space. The wave function must also account for orbital relaxation effects as while
rotations within the active space are described entirely by changes to the configuration (CI)
coefficients, the virtual and closed orbitals remain excluded. While enlarging the active
space captures more orbital relaxation effects via the CI expansion, this quickly becomes
computationally infeasible for large systems. In addition, the results of a CASSCF calculation
are often used as the input for higher-order methods that recover dynamic correlation, which
can further limit the size of the chosen active space. Instead, to relax the orbital descriptions
we incorporate an orbital rotation operator in the wave function, such that

|ΨCAS⟩ = eX̂
∑
I

cI |ϕI⟩ (2.1)

where |ϕI⟩ represents a Slater determinant and cI is the corresponding CI coefficient. The
total number of Slater determinants, and thus CI variational parameters forming c⃗, is deter-
mined by the size of the active space.

For a finite basis of spatial orbitals, the operator X̂ in Eq. (2.1) is given by

X̂ =

Nbasis∑
p<q

Xpq

(
â†pâq − â†qâp

)
. (2.2)

It is defined to be real and spin restricted, thereby ensuring the orbital rotation operator Û =
eX̂ is unitary and also spin restricted. [29, 21] Note that only the upper triangle of the matrix
X appears in Eq. (2.2), although it is often useful to consider the full matrix, which is anti-
Hermitian and thus defined by the upper triangle. Additionally, rotations between orbitals
within the active space do not affect the energy as they are redundant with the flexibility
present in the CI expansion. Similarly, rotations within the closed and virtual orbital spaces
have no affect on the energy. Were these redundant parameters retained, the variable space
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Figure 2.1. Orbital rotation coefficient matrix X where the solid shaded area represents
nonzero variational parameters, and the striped region is the negative transpose.

would contain an infinite seam of energetic degeneracy, and so to avoid complications during
numerical optimization, all redundant parameters are excluded. This choice leads to Figure
2.1, which shows the blocks of X that are included in the orbital variational parameter set
x⃗. All together, our CASSCF wave function’s variational parameters are the concatenated
set v⃗ = {c⃗, x⃗}.

2.3.2 Objective Function

2.3.2.1 Generalized Variational Principle

In FCI, when the energy is expressed as a function of the CI coefficients, the exact excited
states are the energy saddle points of this function. Even in more approximate theories, the
approximate ansatz’s saddle points are often good approximations to the excited states,[65,
66, 67, 105] and thus the focus of the present investigation is to find excited state energy
stationary points for the CASSCF ansatz. As these points are not energy minima, gradient-
based descent methods are likely to collapse to lower states, and even non-gradient-based
methods like self-consistent field algorithms can display similar difficulties.[66, 67] To retain
the convenience of minimization algorithms while avoiding this issue of variational collapse,
we choose objective functions that have the square norm of the energy gradient as their
centerpiece.

|∇v⃗E|2 =
∑
i

∣∣∣∣∂E∂ci
∣∣∣∣2 +

∑
j

∣∣∣∣ ∂E∂xj
∣∣∣∣2 (2.3)

In CASSCF, this gradient norm contains contributions from both the CI coefficient gradients
and the orbital rotation gradients. It is positive semi-definite by construction, and, for an
isolated energy saddle point, is expected to be surrounded by a basin of convergence that,
if we can somehow get ourselves inside it, should allow a straightforward minimization of
|∇v⃗E|2 to bring us to the desired excited state energy stationary point. It is important to note
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that when ∇v⃗|∇v⃗E|2 = 0 it is possible that |∇v⃗E|2 ̸= 0, meaning that the square gradient
norm has stationary points that are not energy stationary points. In the results discussed
below, such cases were overcome through a combination of improved initial orbital guesses
and by incorporating additional properties within the generalized variational principle [21]
(GVP) to which we now turn our attention.

With the norm of the energy gradient being zero for all energy stationary points, we
require some mechanism by which the desired excited state’s stationary point can be targeted.
In some cases, a good enough guess is available to place one within the appropriate basin
of convergence, but in general such a guess may not be available. To address this problem,
we use a GVP approach to expand our objective function beyond the square gradient norm
so that other properties of the excited state can help steer the optimization into the desired
convergence basin.

Lµ = µ
∣∣∣d⃗ ∣∣∣2 + (1 − µ)

∣∣∇v⃗E
∣∣2 (2.4)

In this objective function, d⃗ contains functions of the wave function that should have values
close to zero for the desired excited state, such as the difference ⟨Ĥ⟩−ω between the current
wave function energy and a guess for the excited state’s energy. Thus, when µ is greater than
zero and we minimize Lµ, the term containing d⃗ should help drive the optimization towards

the energy stationary point belonging to the desired excited state. If the functions within d⃗
uniquely specify the state (by which we mean the norm of d⃗ is smaller for that excited state
than for any other energy stationary point), then an optimization in which µ is gradually
lowered to zero will arrive at the desired stationary point. [21]

The energy difference term ⟨Ĥ⟩ − ω that we typically include within d⃗ can be motivated
as a useful approximation [105, 16] to the rigorous excited state variational principle

W =
⟨Ψ| (ω − Ĥ)2 |Ψ⟩

⟨Ψ|Ψ⟩
≈
(
⟨Ĥ⟩ − ω

)2
, (2.5)

which if evaluated exactly has its global minimum at the Hamiltonian eigenstate whose
energy is closest to ω. [71, 72] Of course, many other properties and functions of the wave

function can also be useful in specifying the desired state through the vector d⃗. For example,
if we knew that it should ideally be orthogonal to another nearby state |Φ⟩ and should have
a dipole moment µ⃗ (not to be confused with the weighted average parameter µ above) of

about µ⃗0, we might use d⃗ = {⟨Ĥ⟩ − ω, ⟨Ψ|Φ⟩ , |µ⃗ − µ⃗0| } to guide our optimization into
the desired basin of convergence, at which point µ can be reduced to zero so that, in the
final stage of optimization, minimization of the energy gradient square norm brings us to the
desired stationary point. It is important to recognize that the functions employed within d⃗
need not be exact, as their only purpose is to get us into the right basin of convergence, after
which they have no further effect. A good example of where this flexibility can be exploited
is seen in our results on ozone, where we use a simple approximation for the overlap with
another state to help one of our optimizations converge correctly. Evaluating that overlap



CHAPTER 2. APPLYING GENERALIZED VARIATIONAL PRINCIPLES TO
EXCITED-STATE-SPECIFIC CASSCF THEORY 28

exactly would be an exercise in non-orthogonal CI (NOCI),[151, 152, 153] but in this case a
simple dot product between CI vectors (which neglects differences in the molecular orbitals)
is free by comparison and a good enough nudge to guide the optimization to the desired
stationary point in the face of a tricky near-degeneracy.

2.3.2.2 Objective Function Gradient

To minimize our objective function via gradient descent, we will need an expression for its
gradient. When d⃗ = {⟨Ĥ⟩ − ω}, this gradient is

∇v⃗Lµ = 2µ(E − ω)∇v⃗E + (1 − µ)∇v⃗|∇v⃗E|2. (2.6)

In CASSCF, the energy gradient with respect to the full variational parameter set ∇v⃗E can
be split into the energy gradient with respect to the CI parameters ∇c⃗E and the energy
gradient with respect to the orbital rotation parameters ∇x⃗E. In this work, we use the
analytic expression for the CI gradient

∇c⃗E =
∂E

∂c⃗
=

2(H − E)c⃗

c⃗T · c⃗
(2.7)

where H is the Hamiltonian matrix in the CI basis. For the orbital energy gradient, we use
the analytic expressions given in Appendix A that are comprised of contractions between
the MO integrals and the one and two-electron spin-summed reduced density matrices. [109,
140, 73, 49, 51, 24] These expressions assume we are working within the current MO basis
(i.e. when X = 0), the implications of which are discussed in Section 2.3.2.3.

By far the most computationally challenging term in Eq. (2.6) is the derivative of the
squared norm of the energy gradient with respect to the variational parameters,

∂

∂vj
|∇v⃗E|2 =

∂

∂vj

∑
i

∣∣∣∣∂E∂vi
∣∣∣∣2 = 2

∑
i

Hij
∂E

∂vi
. (2.8)

The Hessian matrix of energy second derivatives Hij ≡ ∂2E
∂vi∂vj

is expensive to evaluate, and

we certainly do not wish to construct it explicitly. While it is possible to use automatic
differentiation to evaluate this term, [105] for ease of implementation we instead turn to a
central finite difference method that Hait and Head-Gordon have shown to be effective for
excited state orbital optimization. [73] Using a directional finite difference of the energy
gradient with a chosen perturbation of δv⃗ = λ∇v⃗E

∣∣
v⃗=v⃗0

yields the approximate expression

∇v⃗ |∇v⃗E|2 =
1

λ

(
∇v⃗E

∣∣
v⃗=v⃗0+δv⃗

−∇v⃗E
∣∣
v⃗=v⃗0−δv⃗

)
+O

(
λ2
(
∇v⃗E

∣∣
v⃗=v⃗0

)3)
. (2.9)

This approach avoids the computationally demanding Hessian-gradient contraction in Eq.
(2.8), replacing it with multiple evaluations of the energy gradient. Automatic differentiation
– as its cost is typically 2-3 times the cost of the function – should be able to deliver a
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fully analytic version of this approach with zero finite difference error at a similar price, as
has been achieved for ESMF. Further, a hand-implemented analytic version could be even
faster. Thus, it may be worth investigating in future whether the removal of the small finite
difference error leads to a significant improvement in optimization efficiency. For the present
study, however, we employ Eq. (2.9) as is for both the orbital and CI variables together
and find that it is sufficient for achieving tight energy stationary point convergence. It is
important to stress that, regardless of which of these approaches is taken for evaluating the
objective function gradient, the computational cost of doing so is at worst equal to a handful
of CASSCF energy gradient evaluations, and so the scaling of the approach with system size
is the same as in standard CASSCF.

A close inspection of Eq. (2.8) shows that, even if one applies naive steepest descent
for minimizing the objective function, some coupling between the orbital and CI variables
is present due to the energy Hessian. In practice, a quasi-Newton approach that builds
up an approximation to the objective function Hessian will account for even more coupling
between these variable sets. Although it is too early to tell how well this approach to
coupling works as compared to second-order ground state approaches, [17, 85] a quasi-Newton
minimization of our objective function certainly incorporates more coupling than a simple
two-step optimization [16] in which one goes back and forth between optimizing the CI
variables with the orbitals held fixed and optimizing the orbitals with the CI variables held
fixed. In each step of quasi-Newton minimization, the effects of orbital changes on the CI
energy gradient and CI changes on the orbital energy gradient are taken approximately into
account. The result is a dramatic improvement in the method’s ability to tightly converge
the energy gradient as compared to the two-step WΓ approach that we compare to in our
results below.

2.3.2.3 Approximate Objective Function Hessian

In this work, we use the limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) al-
gorithm [154, 155, 156, 157] to minimize the objective function. Roughly speaking, L-BFGS
takes a Newton-like step using an approximate Hessian. In particular, this approximate Hes-
sian is arrived at by using finite-differences between previous iterations’ objective function
gradients to improve upon some initial guess for the objective function Hessian. This initial
guess can be set to the identity matrix for simplicity, but the speed of convergence can be
accelerated dramatically if a better guess for the Hessian is supplied[82], as has been demon-
strated for objective functions like ours in both the ∆SCF [65] and ESMF [158] contexts.
Indeed, our approach here is another example of using a quasi-Newton method to further
improve a CASSCF approximate Hessian scheme. An early example of using quasi-Newton
methods for this purpose occurred in the context of improving super-CI methodology for
restricted active space wave functions, [159] and very recent work has shown that orbital-CI
coupling for ground state optimizations can be usefully accelerated via quasi-Newton as well.
[17, 84] In the present study, we see that even if L-BFGS starts from the identity matrix
as the initial Hessian guess, it is better at achieving tight convergence than an uncoupled
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two-step optimization like the WΓ method. However, the smarter approach [159, 17, 84] of
using a quasi-Newton method like L-BFGS to improve on a more accurate (although still
approximate) initial Hessian is more effective still, and so we will seed L-BFGS with diagonal
approximations to our objective function’s Hessian.

Starting with the Hessian of the µ = 0 objective function, (i.e. the second derivatives of
the energy gradient square norm)

∂2

∂vj∂vk

∑
i

∣∣∣∣∂E∂vi
∣∣∣∣2 = 2

∑
i

HijHik + 2
∑
i

(
∂3E

∂vi∂vj∂vk

)
∂E

∂vi
, (2.10)

we can anticipate that, due to its contraction with the energy gradient, the role of the third
derivative tensor will become negligible as the optimization approaches an energy stationary
point. Indeed, it has been observed empirically in both ∆SCF [65] and ESMF [158] that
dropping this term entirely does not much matter, and so we neglect it here as well. In the
case where d⃗ = {⟨Ĥ⟩−ω} and we now allow µ to be zero or nonzero, this leaves us with the
following approximate expression for the objective function Hessian.

∂2Lµ

∂vj∂vk
≈ 2µ

[
(E − ω)Hjk +

∂E

∂vj

∂E

∂vk

]
+ 2(1 − µ)

∑
i

HijHik (2.11)

When not using the identity, we will use the diagonal of Eq. (2.11) as the approximate
objective function Hessian that we supply to L-BFGS. However, evaluating the full energy
Hessian H is impractically expensive. To make this approach affordable, we extend the
diagonal approximation to H as well, leaving us with the following expression.

∂2Lµ

∂v2i
≈ 2µ

[
(E − ω)Hii +

∣∣∣∣∂E∂vi
∣∣∣∣2
]

+ 2(1 − µ)H2
ii (2.12)

We approximate the energy Hessian H in Eq. (2.12) using a diagonal form, although we
make different choices for how to deal with the CI block (denoted ccH) and the orbital block
(denoted xxH). In the CI block, we make no approximation beyond omitting the off-diagonal
terms, leaving us with the same diagonal that is used in the Davidson algorithm. [81]

ccHii =
2 (Hii − E)

c⃗ · c⃗
(2.13)

For the diagonal of the orbital block, we define E−
pq =

(
â†pâq − â†qâp

)
and arrive at the

following expression. [29]

xxHpq,pq =
∂2E

∂xpq∂xpq
= ⟨Ψ|

[
E−

pq,
[
E−

pq, Ĥ
]]

|Ψ⟩ (2.14)

Following the derivation by Siegbahn et al. of the full orbital-orbital energy Hessian us-
ing Fock-like matrices,[83, 78] explicit expressions for the exact diagonal of xxH in terms
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of two-electron integrals and density matrices are provided in Appendix A for the reader’s
convenience and have been extensively checked with finite difference. Previous approaches in
second-order MCSCF methods make further approximations to the diagonal of xxH, demon-
strating this to be sufficient to achieve improved convergence.[160, 76] In addition to imple-
menting the exact diagonal expressions and unlike the CI block, we go beyond just dropping
the off-diagonal terms by approximating the Hamiltonian inside the commutators with the
one-electron Fock operator built from our CASSCF wave function’s one-body density ma-
trix. These choices for our approximate energy Hessian diagonal, which are similar to those
made in other contexts, [65, 158] combine with Eq. (2.12) to provide L-BFGS with a much
better guess than the identity for the objective function Hessian. The Fock-based diagonal
improved guess comes at an additional computational cost that is significantly less than
the energy gradient evaluation we are already doing, as it involves no two-electron AO-to-
MO integral transforms and has a much simpler interaction with the CI vector. While the
exact diagonal version necessitates additional AO-to-MO integral transforms not already
performed, for the small molecules considered in this study we find the increased cost to be
off-set by the convergence speed-up it offers.

In practice, the working equations for the gradients and Hessian elements we need are
simpler when the orbital rotation matrix X is equal to zero, as it is at the start of the
optimization. However, if one uses the straightforward parameterization of the ith iteration’s
molecular orbitals as a single rotation from the initial guess,

Ci = C0e
X (2.15)

then at all iterations aside from the first, one must deal with a non-zero X matrix. If,
instead, one resets the definition of the molecular orbitals so that X becomes the rotation
from the previous iteration’s orbitals

Ci = C̃eX = C0e
X1eX2 ...eXi−1eX (2.16)

then the working equations at each iteration enjoy the simplicity offered by having X = 0.
However, when we reset the definition of X in this way, we cause the gradient history we
have accrued to no longer be quite correct, as those gradients were evaluated with a slightly
different definition of the variables. In previous work on single-determinant wave functions,
[74] it has been shown that the gradient history can be exactly corrected to account for this
change of variables. For simplicity, we have not done so here, and this has not prevented
our approach from achieving tight convergence for excited states. However, making these
types of gradient history corrections will presumably accelerate our rate of convergence, and
so we look forward to investigating these corrections in future efforts to improve numerical
efficiency, which could also benefit from the use of more sophisticated initial Hessians with
non-zero orbital-CI blocks.

2.3.3 Optimization Procedure

The overall quasi-Newton optimization procedure for our GVP approach to excited state
CASSCF is as follows.
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1. An initial orbital basis and active space are chosen and an initial guess for the CI
coefficients is selected, typically taken from a CASCI calculation or an initial SA-
CASSCF calculation. The orbital rotation coefficients are initialized as zero and a value
for ω is estimated from the energy of the initial inputs, results from other methods, or
experimental data.

2. The set of variational parameters v⃗ = {c⃗, x⃗} are optimized all together via a series of
L-BFGS minimizations of Lµ for decreasing values of µ. We supply either the identity
or an approximate objective function Hessian discussed in the previous section as the
initial guess for the L-BFGS Hessian. The initial µ value and convergence threshold are
set to 0.5 and |∇v⃗L| = 10−3, respectively. Within each micro-iteration of an L-BFGS
minimization, the following tasks are completed.

a) The gradient of the objective function ∇vLµ with respect to the CI coefficients
c⃗ is built from the analytical expression in Eq. (2.7) where the contraction of
the active space Hamiltonian with the CI coefficient vector is performed utilizing
PySCF’s[161] existing direct CI functions.

b) The gradient with respect to the orbital rotation coefficients x⃗ evaluated at X = 0
is built from Eq. (A8)-(A10). The scaling of this task is dominated by the AO-
to-MO integral transformations.

c) The value of the finite difference λ is set to the maximum of {10−6, |∇v⃗E|} at
each iteration, and the objective function (Eq. (2.4)) and its gradient (Eq. (2.6))
are built at the cost of three gradient evaluations of both ∇c⃗E and ∇x⃗E.

d) If the approximate objective function Hessian (Eq. (2.12)) is in use, then it is built
using either the exact energy Hessian diagonal or its Fock-based approximation
as discussed in the previous section.

e) Take the L-BFGS step and, afterwards, update the definition of the MOs as
discussed in the previous section so that X = 0 again.

3. After each L-BFGS minimization (macro-iteration), we reduce µ. If the maximum
element of |∇v⃗E| is now less than the current convergence threshold, then we jump to
the final optimization stage, setting µ = 0 and the convergence threshold to its final
value of 10−7 and repeating step 2. Otherwise, we decrease µ by 0.1 and tighten the
convergence threshold by a factor of 10 (if it is not yet 10−7) and repeat step 2.

2.4 Results and Discussion

In the following collection of molecular examples, we aim to answer the key question of how
does the GVP approach compare to other SS-CASSCF methods? Is the GVP able to find
the CASSCF energy stationary point that corresponds to the initial CASCI root in the face
of root-flipping? How does the convergence of the GVP approach compare to other SS-
CASSCF methods, with and without the approximate diagonal Hessian being provided to
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L-BFGS? Finally, are there situations where the GVP can succeed when other SS-CASSCF
methods fail?

These questions were investigated in LiH, asymmetrically stretched O3, and MgO. The
cc-pVDZ atomic orbital basis[162, 163] was used throughout. Both LiH and O3 used the HF
orbital basis for the initial guess, while MgO used the local density approximation (LDA)
orbital basis. An initial CASCI calculation was performed for each of these molecules and the
targeted root’s CASCI CI vector was used as the initial guess for the CI coefficients. Values
for ω were chosen using past results from other CASSCF calculations or estimated based
on the initial CASCI energy orderings. The first macro-iteration of each GVP optimization
performed in this study held the CI parameters fixed while converging the orbital gradient
to |∇x⃗L| < 10−5, using the identity as the objective function Hessian guess. Beyond the
first macro-iteration, all parameters were optimized together with the approximate diagonal
Hessian guess — built from the exact diagonal energy Hessian — employed for all values of
µ in all optimizations in LiH, O3 and MgO.

In this study, we consider a stationary point converged in our GVP optimization when
|∇v⃗|∇v⃗E|2| < 10−7, |∇c⃗E| < 10−6, and |∇x⃗E| < 10−6. For each of the molecules in this
study, the results of the GVP approach are compared to those of the WΓ and simple root
selection (SRS) 2-step methods. In SRS, one selects the CI root to use in orbital optimiza-
tion by always taking the nth root from the energy-ordered CI roots, whereas WΓ uses an
approximate variational principle and the one-body density matrix to select the desired root.
[16] For both WΓ and SRS, neither of which has orbital-CI coupling in our implementation,
we set looser convergence thresholds because this lack of coupling prevents them from con-
verging to the same level of precision. For the change in energy, the norm of the orbital
gradient, and the norm of the change in the one-electron density matrix, the WΓ thresholds
were set to 10−7, 10−4, and 10−4 respectively. To check whether a loosely converged WΓ or
SRS calculation corresponds to the same stationary point as the GVP, we have therefore also
used our GVP approach to finalize their convergence. This finalization was never observed
to alter the character of the wave function, even in cases where a non-negligible energy
change was observed during finalization. All molecular orbital analysis was performed with
the programs Gabedit [164] and Molden. [165]

2.4.1 LiH

The ground state of LiH (X1Σ+) is ionic at its equilibrium bond length of 1.8 Å, but the first
excited state (A1Σ+) is mostly neutral due to a HOMO-LUMO charge transfer excitation.
However, as the bond is stretched, the ground state becomes increasingly neutral while the
first excited state becomes more ionic. What makes this an especially interesting molecule
to study in the present context is the avoided crossing that exists between the ground and
first excited states at intermediate bond lengths. [37, 166] The mixing of state characters
in this region leads to a well known root flipping problem [16, 21, 37, 166, 111, 167] that
provides a good test for our GVP approach.
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Figure 2.2. The top panel shows potential energy surfaces for the first excited state of LiH.
The bottom left panel shows energy convergence at a bond length of 2.6 Å relative to the
GVP’s final tightly converged energy Ẽ. The bottom right panel shows, again at 2.6 Å, the
convergence of the norm of the energy gradient. In both bottom panels, the optimization
details are labeled for each macro-iteration of the GVP approach employing the µ update
schedule as described in Section 2.3.3, with ω = −7.9 Eh used at all macro-iterations.
Convergence of the GVP is shown using the identity as the initial Hessian guess (dashed
green line), compared to an approximate Hessian built from the exact diagonal (solid purple
line) or Fock-based approximate diagonal (dotted orange line) energy Hessian. The insets
to the bottom panels show the 2σ and 3σ natural orbitals and corresponding occupation
numbers. At each geometry, SRS and WΓ converged the orbital gradient to 10−4, while the
GVP converged to 10−7.
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Using an active space of 4 electrons in 4 orbitals (Li 1s2s2pz, H 1s), Figure 2.2 demon-
strates that SRS clearly suffers from the root flipping problem, causing it to struggle with
convergence and taking a comparatively large number of iterations or failing altogether. Past
work[16] has shown that the WΓ method is able to overcome the root flipping problem by
tracking the targeted root through the optimization, producing the smooth potential energy
surface seen in the top panel of Figure 2.2. While the dissociation curves illustrate the agree-
ment between WΓ and the GVP approaches across all geometries, they also highlight the
improvement the GVP achieves in overall convergence, in particular the magnitude of the
orbital gradients, by several orders of magnitude from both the SRS and WΓ results. For a
geometry of 2.6 Å, Table 2.1 shows very similar wave function character between the energy
stationary point the GVP finds and the more loosely converged WΓ state. Both have strong
overlap to the initial CASCI root and it is clear they are both describing the desired state,
one is merely more tightly converged than the other. Indeed, looking at the convergence for
this geometry in the bottom panels of Figure 2.2, the GVP achieves an energy half a mEh

closer to the FCI result than the other state-specific methods in fewer Hamiltonian-CI-vector
multiplies when using an approximate initial Hessian guess in L-BFGS. It is especially note-
worthy that when using the identity as the initial Hessian guess we still take a comparable
number of Hamiltonian-CI vector contractions, suggesting that helpful orbital-CI coupling
is indeed present in the quasi-Newton approach even without the better Hessian starting
guess.

Table 2.1. Wave function character in the CASCI orbital basis of the first excited state
A1Σ+ of LiH at a bond length of 2.6 Å.

Active
Primary Space Electron Wavefunction Weight (%)

Excitations Configuration CASCI WΓ GVP

2σ → 3σ 1σ2 2σ 3σ 86.5 82.5 82.9
2σ2 → 3σ2 1σ2 3σ2 5.3 5.7 5.7
2σ2 → 3σ, 4σ 1σ2 3σ 4σ 4.2 5.6 5.6

Aufbau 1σ2 2σ2 3.2 5.3 4.9

Overlap with CASCI Root: 1 0.95 0.96

2.4.2 Asymmetrical O3

We turn next to asymmetrically stretched ozone, which contains two excited states that are
close to energetically degenerate and prove to be especially challenging for the GVP approach.
Indeed, at this particular geometry (RO1O2 = 1.3 Å, RO2O3 = 1.8 Å, ̸ O1O2O3 = 120°), the
41A” and 51A” states can switch order with each other and even strongly re-mix their primary
configurations depending on the size of the active space used and whether or not the orbitals
are optimized state-specifically. We employ a 9-orbital, 12-electron active space and freeze
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the electronic occupation and orbital shapes of the six lower energy orbitals (which are,
roughly speaking, the O 1s and 2s orbitals). With this choice, we do in fact observe a root
flip: SS-CASSCF optimizations starting from the 4th and 5th 1A” CASCI roots find two
different energy stationary points, but the stationary point found when starting from the
5th CASCI root (and which is most similar in character to the 5th CASCI root) has a lower
energy than the other stationary point, as displayed in Table 2.2.

Table 2.2. Wave function data in the CASCI orbital basis for the 4th and 5th 1A” states
in O3. Note that the 5th CASCI root ultimately optimizes to become the 41A” state, and
so its data is presented under the 41A” heading in the left column, whereas the 4th CASCI
root’s data is presented on the right under the 51A” heading. The GVP data are for the
stationary point found when starting from the CASCI root shown under the same heading.

41A” Wavefunction 51A” Wavefunction
Weight (%) Weight (%)

Primary Excitations CASCI GVP CASCI GVP

9a’, 10a’ → 3a”, 11a’ 67.3 65.7 5.4 19.6
2a” → 11a’ 1.8 6.0 41.0 40.1

9a’, 2a” → 3a”2 1.4 0.0 10.0 4.0

Overlap with 4th 1A” CASCI root 0 0.41 1 0.66
Overlap with 5th 1A” CASCI root 1 0.87 0 0.68

Energy (Eh) -224.258 -224.313 -224.265 -224.309

As seen in Figure 2.3, the initial CASCI states (when swapped in energy ordering) have
very similar natural orbital occupation patterns as the SS-CASSCF energy stationary points,
but a close inspection of the data in Table 2.2 suggests that the story is not entirely straight-
forward. Indeed, although the GVP optimization starting from the 5th CASCI root converges
tightly and without incident to an energy stationary point, the final non-orthogonal-CI-style
overlaps between this stationary point and the two CASCI roots (Table 2.2) show that a
non-trivial remixing has occurred. The stationary point is still dominated by the CASCI
root we started from (overlap 0.87), but contains a significant amount of the other root as
well (overlap 0.41).

When attempting the GVP optimization starting from the 4th CASCI root, the story
is even less straightforward, with our first attempt at minimizing the GVP failing to find a
stationary point at all. While this difficulty eventually revealed itself to be an example of
a bad initial wave function guess, this was not obvious until we had later found the 51A”
stationary point and could verify that, indeed, the CASCI guess was pretty far from the
mark. In practice, it will often be prudent to start from a better initial guess by using an
equal or biased weighting in SA-CASSCF. Here, however, we intentionally keep this poor
initial guess in order to investigate the efficacy of adding additional properties to the GVP
to help guide the optimization into the correct basin of convergence.
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Figure 2.3. Natural orbital occupation numbers for the 41A” and 51A” excited states of
O3, calculated from the initial CASCI roots and using the WΓ and GVP approaches. The
insets show the natural orbitals of each state as calculated by the GVP. For each state, WΓ
converged the orbital energy gradient to 10−4 while the GVP converged to 10−7, leading to
small discrepancies in the calculated properties.

One property beyond energetics that we can exploit is the fact that different Hamiltonian
eigenstates should be orthogonal to each other. When using state-specific optimization and
an approximate ansatz, this property will not hold exactly, but should hold approximately.
To help find the 51A” stationary point, we therefore append an additional component to d⃗
that (approximately) measures the overlap between the wave function being optimized and
the converged GVP 41A” state. Our expanded targeting vector in our objective function is
now

d⃗ =

{
⟨Ĥ⟩ − ω,

b⃗ · c⃗
|⃗c|

}
(2.17)

in which c⃗ is the CI vector for the wave function being optimized and b⃗ is the normalized CI
vector for the converged 41A” stationary point. The new component is only an approximation
to the wave function overlap, of course, as it does not account for differences in the shapes of
the molecular orbitals in the two wave functions. However, we do not need it to be exact. We
only need it to be good enough to push the optimization into the basin of convergence for the
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51A” stationary point, so that when µ goes to zero in the final stage of GVP optimization,
correct convergence is achieved.

Using the expanded targeting vector from Eq. (2.17) led to a successful GVP optimization
in which we again started from the 4th 1A” CASCI root, but this time converged successfully
to an energy stationary point for the 51A” state. As seen from the overlap data in Table
2.2, while the primary excitation character is easily assignable to the 4th CASCI root,
mathematically this stationary point is essentially an equal superposition of the 4th and 5th
CASCI roots, revealing that the states remix strongly during state-specific orbital relaxation
and that the 4th CASCI root really was a poor initial guess. Near such a crossing of states,
small relaxations of the orbital shapes can lead to large changes in the CI coefficients. While
the diagonalization procedure of WΓ is capable of such changes, GVP is a local search
method and thus finds them challenging without the help of additional properties. This
motivates more work exploring the abilities of the GVP near energetic crossings and also in
seeding it with equal or biased-weighted SA-CASSCF starting points that can start us closer
to the solution.

In the end, the two energy stationary points that our GVP finds are made from different
mixtures of the 4th and 5th CASCI roots, although with somewhat relaxed orbitals. These
stationary points are substantially different from each other but not entirely orthogonal:
their exact NOCI-style overlap with each other is 0.3, which is not huge but is not zero
either. Thus, although the GVP was successfully able to find SS-CASSCF stationary points
for both states in this difficult case, the fact that the final stationary points are not as
strongly orthogonal as we might like suggests that the chosen active space could do with
enlargement, or at least that a NOCI re-diagonalization of these stationary points may be
worthwhile.

2.4.3 MgO

As our third and final example, we use the GVP to find SS-CASSCF energy stationary
points corresponding to each of the eight lowest 1A1 CASCI roots in MgO at a bond length
of 1.8 Å and with an (8o, 8e) active space. The excited states in MgO present a challenging
array of multi-reference and charge transfer character, [168, 169, 170] as can be seen from
an inspection of Table 2.3 and Figures 2.5 and 2.6. Some states exhibit both behaviors at
once, such as the CT2 state, which is a doubly-excited, double-charge-transfer state in which
the most prominent electron configuration accounts for less than half the wave function. SS-
CASSCF is an especially appropriate theory in this setting, being able to deal with both
the strong post-CT orbital relaxation and the multi-reference character that so often comes
along with double excitations. Previous work with state-averaged CASSCF has investigated
the lowest excited state in MgO, [171] and in principle dynamic weighting [18] may be able
to help in making predictions about the others, but the mix of neutral and ionic character in
these states makes standard state averaging hard to recommend, and if one wishes to take
dynamic weighting to its limit, one is really asking for SS-CASSCF. However, even when
SS-CASSCF is the goal, the method of optimization matters a great deal, with a previous
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Figure 2.4. Convergence in terms of energy (top) and energy gradient with respect to
the variational parameters (bottom) vs the number of Hamiltonian-CI vector contractions
for GVP optimizations of the V1 state of MgO. Convergence when L-BFGS starts with an
approximate Hessian guess built from the exact diagonal (solid purple line) or Fock-based
approximate diagonal (dotted orange line) energy Hessian, is compared to convergence when
the identity is used instead (green dashed line). Starting points for new macro-iterations are
labeled. The step down in value of µ differs between the GVP variations, as determined by
the criteria described in Section 2.3.3. For all optimizations, the first macro-iteration (not
shown) uses the identity, µ = 0.5, and freezes the CI parameters to provide some initial
orbital relaxation.
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Figure 2.5. Natural orbital occupation numbers for the first eight 1A1 states in MgO,
optimized starting from a CASCI-LDA guess with both the WΓ and GVP approaches.
From bottom to top, the states are displayed in ascending order of the CASCI-LDA energies,
although note that due to orbital relaxation, this ordering is not maintained by SS-CASSCF.
Note that for both the 2π and the 3π labels, there are two symmetry-equivalent spatial
orbitals (i.e. πx and πy) and we have grouped them such that for these labels the natural
orbital occupations range from 0 to 4.
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Table 2.3. Wavefunction data for 1A1 states in MgO, listed from top to bottom in as-
cending order of the CASCI-LDA energies. Labels (GS, M1, etc) are taken from a previous
study. [16] The data include the CASCI-LDA dipole moments µ, wavefunction weight per-
centages on major components in the LDA orbital basis (the sum of squared determinant
coefficients for all determinants of the indicated character), the exact NOCI-style overlaps
between the SS-CASSCF stationary points and the initial CASCI-LDA wavefunctions, and
the predicted excitation energies.

Wavefunction Weight % Overlap Excitation E (eV)

State Label µ (D) Primary Excitations CASCI WΓ GVP WΓ GVP CASCI WΓ GVP

11A1 GS -3.95
Aufbau 76.5 81.9 81.9

0.95 0.95 0 0 0
6σ2 → 7σ2 12.1 10.9 10.9

21A1 M1 -5.39
6σ → 7σ 41.8 – 56.1

– 0.80 2.48 – 3.112π → 3π 25.2 – 1.0
6σ2 → 7σ2 15.1 – 38.4

31A1 V1 -4.88
2π → 3π 68.4 72.5 72.2

0.98 0.98 3.70 4.88 4.88
6σ, 2π → 7σ, 3π 22.3 19.8 20.0

41A1 V2 -5.93

6σ → 8σ 70.5 44.1 59.9

0.35 0.96 6.46 6.60 8.25

6σ2 → 7σ, 8σ 14.8 22.8 15.0
6σ, 2π → 3π, 8σ 5.3 3.8 4.4

2π → 3π 3.9 0.7 9.1
6σ, 2π → 7σ, 3π 2.1 0.6 5.2

Aufbau 0.4 17.7 1.0
6σ2 → 7σ2 0.4 6.0 0.5

51A1 CT1 3.84
2π2 → 7σ2 62.8 60.7 60.5

0.92 0.92 7.15 6.57 6.572π2 → 7σ, 8σ 13.3 7.4 7.5
2π3 → 7σ2, 3π 8.7 7.8 7.8

61A1 CT2 3.93
2π2 → 7σ2 30.2 44.0 44.1

0.91 0.91 7.62 7.30 7.306σ2 → 7σ2 16.9 14.7 14.7
6σ, 2π → 7σ, 3π 13.9 8.0 8.0

71A1 CT4 2.33
6σ, 2π → 7σ, 3π 47.1 70.7 52.6

0.30 0.90 8.07 11.65 8.69
6σ2, 2π → 7σ2, 3π 27.0 13.1 24.5

81A1 CT3 3.66

2π → 3π 19.0 16.0 7.9

0.91 0.88 8.16 8.39 8.54

6σ, 2π → 7σ, 3π 17.4 23.8 31.6
2π2 → 7σ2 16.6 12.8 17.3
6σ → 7σ 10.0 4.0 1.6

6σ2, 2π → 7σ2, 3π 8.6 10.1 9.9
2π2 → 3π2 5.9 8.0 6.0



CHAPTER 2. APPLYING GENERALIZED VARIATIONAL PRINCIPLES TO
EXCITED-STATE-SPECIFIC CASSCF THEORY 42

Table 2.4. Two representative attempts at achieving SS-CASSCF convergence in MgO’s
M1 state by SA-CASSCF with shifting weights via Molpro version 2019.2 with default SA-
CASSCF optimizer settings (aside from the use of biased SA weights). Each attempt starts
with an equal-weight SA-CASSCF (seeded with LDA orbitals) and then, for each additional
row in the table, uses the previous SA-CASSCF’s result as the guess for a new calculation
with more biased weights. A 4-state SA was used to simplify the problem by avoiding the
states with CT character, but even with this simplification we were not able to get closer
than having about 90% of the weight on the target state before root flipping prevented
SA-CASSCF from converging. The converged SS-CASSCF energy for M1 found by GVP is
-274.403367 Eh.

Attempt 1

Energy (Eh) Weight 0 Weight 1 Weight 2 Weight 3

-274.371506 0.250 0.250 0.250 0.250
-274.376089 0.200 0.400 0.200 0.200
-274.384705 0.100 0.700 0.100 0.100
-274.396991 0.050 0.900 0.050 0.000

no convergence 0.025 0.950 0.025 0.000

Attempt 2

Energy (Eh) Weight 0 Weight 1 Weight 2 Weight 3

-274.371506 0.250 0.250 0.250 0.250
-274.378506 0.300 0.400 0.200 0.100
-274.390694 0.300 0.600 0.050 0.050
-274.390525 0.400 0.600 0.000 0.000
-274.392357 0.300 0.700 0.000 0.000
-274.394417 0.200 0.800 0.000 0.000
-274.397643 0.100 0.900 0.000 0.000

no convergence 0.050 0.950 0.000 0.000

study showing that simple root selection fails to converge to the initially targeted state in
state-specific optimizations of all seven of the lowest 1A1 excited states. [16] Similarly, we
find that a shifting-weight SA-CASSCF approach struggles with root flipping in some of
these states, as shown in Table 2.4. Using a careful analysis based on NOCI overlaps, we
find that, while the WΓ optimization method is more effective, it still fails to locate an
appropriate stationary point for three of these seven excited states. By adding the GVP
approach to our toolbox, however, we are able to find good energy stationary points for the
ground state and all seven excited states.

Before getting into the state-by state details, let us first emphasize the value of supplying
L-BFGS with our approximate diagonal form for the initial objective function Hessian as
opposed to the identity matrix. For this comparison, as for all the optimizations in this
section, our starting point is a particular root from a CASCI calculation carried out in the
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Figure 2.6. The MgO active orbitals in the LDA guess (bottom row) and the SS-CASSCF
stationary points for CT2 (middle row) and the ground state (top row). Each image has the
Mg atom at left in green and text indicating the orbital’s primary character.

LDA orbital basis (denoted as CASCI-LDA), with the active space chosen as the lowest four
LDA orbitals of σ character plus the lowest four of π character, as seen in Figure 2.6. These
active orbitals can be roughly characterized as the O 2s and 2p and the Mg 3s, off-axis 3p,
and 3dz2 orbitals. The Mg 1s, 2s, and 2p and the O 1s orbitals are held closed but not frozen.
As seen in Figure 2.4, employing either version of our diagonal Hessian approximation speeds
up the optimization convergence for the V1 state by more than an order of magnitude relative
to using the identity matrix. Similar speed ups were observed for other states as well. There
is still room for improvement, however, and so in future it will be interesting to investigate
combinations of GVP-based L-BFGS with more standard tools like Davidson CI steps and
more traditional orbital optimizations.

Turning now to stability, we find that, with this new GVP optimization method in hand,
we can now locate stationary points for all eight of the lowest 1A1 states, as shown in Table
2.3. The ground state is the simplest, and indeed all optimization methods – including
GVP, WΓ, SRS, and the default PySCF ground state CASSCF solver – come to the same
stationary point. The lowest excited state (M1) is a more significant case, as no previous
method has to our knowledge been able to locate the full (orbital + CI) energy stationary
point for this state. Despite its careful root tracking approach, WΓ collapses to the ground
state when trying to target the M1 state starting from the corresponding CASCI-LDA root.
In contrast, GVP has no trouble with this state, finding a stationary point that, based on
its NOCI overlap with the starting CASCI-LDA root, clearly corresponds to the excited
state being sought. Turning to the V1 and CT2 states, both GVP and WΓ work well,
arriving at the same stationary points that, again, have large overlaps with the CASCI-LDA
excited states used to initiate the optimizations and define which excited state we are after.
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The V2 and CT4 states both represent failures for the WΓ approach, however, which was
not obvious in the previous study [16] as a natural orbital occupation analysis (Figure 2.5)
makes it appear that the stationary points arrived at are a match for the states being sought.
However, NOCI overlaps, which we have now evaluated and which are a more direct measure
of wave function similarity, show that in both V2 and CT4, WΓ converges to a stationary
point that is of a very different character than the excited state in question. GVP, on the
other hand, finds stationary points for these states that have large overlaps with the starting
CASCI-LDA roots and so clearly match the states being sought. In CT1, we have our one
example in MgO in which the simplest use of the GVP (energy targeting only) fails to find a
stationary point, the optimization getting stuck at an energy gradient norm of roughly 10−4.
However, WΓ works in this case, and GVP can be improved either by expanding the vector d⃗,
as we did in the upper ozone state, or by improving the initial guess, which is the approach we
take here. If we supply slightly better orbitals by taking them from the output of the second
macro-iteration of WΓ (but still using the CASCI-LDA CI vector guess so as not to give GVP
too much help) we find that the GVP optimization is able to converge to the same stationary
point as found by WΓ. The final state we are looking at, CT3, is an even more interesting
case, in which WΓ and GVP find two different stationary points, both of which have strong
overlap with the sought after state. The difference between these stationary points is in the
8σ orbital, which in the GVP stationary point has O 3s character but in the WΓ stationary
point has Mg 3dz2 character. Given their large overlaps with the initial CASCI-LDA root
and their large overlap of 0.93 with each other, they both appear to be approximations of
the same Hamiltonian eigenstate and thus a good example of how nonlinear wave function
forms can have more stationary points than there are physical eigenstates. Rather than try
to choose between them, we see this as a case that indicates the active space is, at least for
this state, at least one orbital too small.

As in other types of CASSCF, multiple solutions can exist when the highest energy active
orbitals are only slightly occupied and it is possible to get similarly good wave functions
when swapping one or more of them with low-lying virtual orbitals. This issue can cause
multiple nearby minima in both ground state and SA-CASSCF, although it is entirely case
by case whether swaps between the least occupied active orbitals and the lowest virtual
orbitals move the optimization between different local minima or simply move it around
within the same basin of convergence surrounding a single minimum. Our results for CT3
provide evidence that something like the multiple-minima issue can occur for excited states
in SS-CASSCF, with two very similar stationary points differing by a swap between low-
lying virtuals and high-lying active orbitals. In the case of CT3, one might prefer the 3dz2

stationary point on the basis that it contains only valence orbitals in its active space, but
applying such logic in general is not straightforward. Indeed, all optimization methods we
have tried (including the default implementation in PySCF) agree that, after state-specific
optimization, the ground state active space displayed in Figure 2.6 contains orbitals with
O 3s, 3px, and 3py character, having swapped them in for the LDA Mg 3px, 3py, and 3dz2

valence orbitals that were present in the the initial guess. What is essentially going on here
is that, if only a subset of the active orbitals need to have significant occupation in order to
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capture the strong correlation effects in a given state, then, for that state, the choice for the
remaining active orbitals that will give the lowest energy is whichever ones provide the best
ability to capture some weak correlation, and there is no particular reason that these will
be valence orbitals. In the ground state, it makes some sense for the O 3-shell orbitals to
be more effective for this purpose than the unoccupied Mg valence orbitals, as the ground
state concentrates the electrons on the O atom, putting a premium on orbitals that can
help describe weak correlation effects in its vicinity. Another well-known example of this
issue, although not in play here, is the double d-shell effect,[172, 173] where it is often wise
to include non-valence d orbitals in the active space for transition metal compounds ahead
of some orbitals that are formally valence orbitals. As in ground states or state averaging
cases with multiple minima, the best approach to removing the ambiguity between CT3’s
two stationary points is probably to expand the active space. By doing so, the orbitals that
are competing for inclusion in the active space and leading to multiple stationary points
can all be included, at which point we expect the two stationary points would merge into
one. From an optimization perspective, this would amount to the two minima on the |∇v⃗E|2
surface joining into a single minimum with a single basin of convergence. Certainly this must
happen in the limit that the active space expands CASSCF into FCI, but we suspect that
in this case it will happen immediately upon allowing both the O 3s and Mg 3dz2 orbitals
to be in the active space simultaneously.

2.5 Conclusion

We have shown that excited-state-specific optimization of the CASSCF ansatz via the min-
imization of a generalized variational principle allows the desired excited state stationary
points to be located and tightly converged in multiple challenging scenarios. The GVP
consists of the square norm of the energy gradient along with a steering term that allows
approximately known properties of the desired state to guide the optimization to its energy
stationary point. The form permits a very broad variety of properties to be employed, and
in this study we have used estimates for the energy and, in one particularly challenging
case, rough orthogonality against another state for this purpose. By achieving state-specific
optimization with the GVP, situations where this approach could be especially helpful in-
clude cases where state-averaging is frustrated by root flipping, high-lying states where it is
not practical to resolve all lower-lying states, avoided crossings, and states displaying both
strongly correlated character and strong orbital relaxations, as in some core, charge transfer
and doubly excited states.

In our results, we find that the GVP approach is capable of converging to the correct
stationary point in excited states of LiH, ozone, and MgO in which root flipping is present.
Its tighter convergence than uncoupled two-step methods produces energies in LiH that are
significantly closer to FCI, and its root-targeting capabilities allow it to match the efficacy of
the recently developed WΓ method in a nearly degenerate pair of states in ozone. In MgO,
it was not previously possible to find the correct stationary points for three excited singlet
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states in the symmetric representation of the computational point group. With the addition
of the GVP approach, all three of these missing stationary points have been found.

Looking forward, there are a number of promising directions worth pursuing. First,
this study limited itself to using quasi-Newton optimization of the GVP objective function,
which is illuminating but almost certainly not the most efficient approach given the historical
dominance of the Davidson algorithm when dealing with CI coefficients. Methods that
combine the flexibility and reliability of GVP minimization with the efficiency of Krylov
subspace eigensolvers are thus a priority for future method development. If sticking with a
quasi-Newton approach, directions to consider for improving optimization efficiency include
correcting the L-BFGS gradient history when shifting the orbital reference throughout the
optimization, as well as delving into approximate initial Hessians that retain more of the
CI-orbital coupling. Second, CASSCF energetics are rarely quantitative due to a lack of
treatment of weak correlation effects. With the GVP approach able to provide excited
state stationary points in a wider range of cases than was previously possible, it will be
interesting to perform more extensive tests on what benefits this can offer to post-CASSCF
weak correlation methods. Whatever these directions uncover, it is becoming increasingly
clear that it is possible and often desirable to achieve fully excited-state-specific quantum
chemistry in a wide variety of single-reference and multi-reference methods.
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Chapter 3

CASSCF in thioacrolein: adiabats,
diabats, discontinuities, oh my!

3.1 Abstract

We apply fully excited-state-specific complete active space self consistent field theory to
the potential energy surfaces of excited states in thioacrolein to help elucidate how this ap-
proach differs from state-averaging. With both doubly excited and charge transfer character,
thioacrolein’s low-lying excitations are an excellent testing ground for multi-reference meth-
ods that can fully relax orbital shapes for individual excited states. Near an avoided crossing,
we find that different computational protocols can deliver adiabatic or diabatic surfaces. In
unconstrained excited state geometry optimization, we find qualitative differences between
the state-specific and state-averaged approaches in the second singlet excited state, whose
primary components are double excitations that transfer charge away from the sulfur atom.

3.2 Introduction

Predicting the shapes of electronically excited states’ potential energy surfaces is a central
way in which quantum chemistry contributes to the study of photochemistry. Whether one
is focused on Frank-Condon analysis, [174] photoisomerization pathways, [175] nonadiabatic
couplings, [176] or the locations of conical intersections, [177] understanding an excited
state’s potential energy surface (PES) is crucial in fields ranging from astrochemistry [178]
to biomedicine [179] to catalysis. [180] For example, the photoisomerization of rhodopsin
chromophores is responsible for human vision and is relevant for nanotechnology applications
like molecular switches. [181, 182] Method development in quantum chemistry has often been
guided by the need for more accurate excited state PESs, but, despite substantial progress,
the most effective and widely used excited state methods still bear major shortcomings in
this area.

Linear response methods, especially those that build up from a single-reference ground
state picture, often struggle when a photochemical process leads to molecular geometries
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where their ground state starting points break down. For example, time dependent density
functional theory [94, 183] (TD-DFT) has been widely successful in many applications, but
can produce qualitatively incorrect PES shapes near conical intersections. [115] This diffi-
culty is not entirely surprising, given that the ground state is often strongly multi-reference
at such geometries and so not amenable to treatment with the single-determinant framework
of ground state Kohn-Sham theory. Although it has some advantages over TD-DFT, equa-
tion of motion coupled cluster theory [87] faces a similar formal dilemma, as it may inherit
problems from its ground state coupled cluster starting point at bond-breaking geometries
(e.g. during ring openings) where its Hartree Fock reference is qualitatively incorrect. Al-
though these theories can be modified, for example by spin-flip methods, [184] to alleviate
these concerns in some settings, these difficulties have long driven interest in multi-reference
theories that can directly tackle situations in which the ground and/or excited state involve
the strong mixing of multiple electronic configurations.

Complete active space self consistent field theory [48, 49, 50, 51] (CASSCF) is perhaps
the most prominent example of multi-reference approaches to modeling excited states and
their PESs. It has been widely deployed in the study of photochemistry, with example uses
ranging from conical intersections [177, 115] and ring openings [123, 185, 186] to quantum
dynamics [187, 188] and molecular switches. [189] With its explicit inclusion of all electronic
configurations within an active space of the most relevant orbitals, CASSCF is able to pro-
duce qualitatively correct results in multi-reference settings where TD-DFT and equation
of motion coupled cluster cannot. However, CASSCF also has its own frustrations, some of
which are obvious and well known (choosing a “good” active space is not always straight-
forward) and others of which are more subtle. On the more subtle side, CASSCF can suffer
from non-analytic features in the PES and, especially in excited states, from convergence
difficulties. The latter are often driven by root flipping, [190, 171, 191] in which overall
convergence is prevented by configuration interaction (CI) roots reordering after an orbital
optimization step. Non-analytic features, on the other hand, can occur in either ground
or excited states when, during a smooth variation of the molecular geometry, a strongly
occupied (unoccupied) active orbital discontinuously swaps with a closed (virtual) orbital.
Such swaps, driven by one set of orbitals newly edging out another in the competition to
capture the most correlation, typically do not create a qualitative change in the state, but
they nonetheless can create kinks in the PES since the swap in orbitals is abrupt.

The most widely used approach to excited states in CASSCF is state-averaging (SA).
[111] In this approach, one adjusts the orbital shapes to minimize the (possibly weighted)
average energy of a specified set of CI roots, for example the lowest four. Doing so offers
a number of advantages: the states in question are all described in the same orthonormal
orbital basis and so matrix elements are relatively straightforward, root flipping between
states with equal weights no longer creates convergence problems as it does not affect the
average energy, and the same types of highly efficient coupled two-step optimization methods
[17, 84] that work so well in ground states can be employed. However, SA also has its
drawbacks. Root flipping can still create convergence issues when non-equal weights are
employed, and can even lead to discontinuities on PESs when the top state in the average
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flips with the next state up during a molecular geometry change. [8, 9] The use of one set of
orbitals, although convenient, can also create imbalanced treatments if the states included
in the average benefit from very different orbital relaxations, as is the case for local versus
charge (CT) transfer states. If there are four local states and one CT state in the average,
that CT state is likely not seeing the repolarization of the orbitals that one would expect
from the creation of hole and particle. This biasing can have serious consequences in the
PES, as occurs in 4-aminobenzonitrile (ABN), where SA-CASSCF predicts a qualitatively
incorrect relaxed geometry for the low-lying CT state. [120]

Multiple approaches have been developed to address SA-CASSCF’s shortcomings. Some
attempt to remove orbital-optimization issues, such as the PES discontinuities born of root
flipping, by replacing CASSCF with a complete active space CI (CASCI) run in a pre-
optimized basis of Hartree-Fock or DFT orbitals. [192] However, this approach inherits
issues from DFT and Hartree-Fock, which often have discontinuities of their own in multi-
reference settings. [10] Others allow for larger active spaces, [24, 55, 27, 20] which in principle
can be expected to reduce issues with orbital swapping. Still other approaches work to make
excited state CASSCF more state-specific. For example, dynamically weighted SA adjusts
the weights on the fly to focus primarily on the states that drive the photophysics, such as
those involved in an avoided crossing, which helps those states get the orbital relaxations
they need while maintaining a multi-state approach. [18, 8, 9]

Recently, this push towards more excited-state-specific CASSCF has led to the develop-
ment of methods that optimize the orbitals for an individual excited state, fully eschewing
averaging between states. These approaches can be put in two rough categories: those that
separate CI and orbital updates in a traditional two-step optimization procedure and those
that fully couple the optimization of both. Like the selection of occupied orbitals in the
maximum overlap method for ∆-SCF, [66, 67] the two-step methods must, after each orbital
update, decide which CI root is the “right” one to use for the next orbital update. The
WΓ method [16, 121, 193] employs an energy- and density-matrix-based criteria for this root
selection, which has proven effective in many but not all root flipping scenarios. Fully cou-
pled methods, such as the generalized variational principle (GVP) approach, [21, 194] do not
face the two-step issue of needing to select a root at each iteration as they simply perform
quasi-Newton updates of the orbitals and CI parameters together. As such, they are even
less prone root flipping, but, as studied carefully by Burton, [33] may produce diabatic in-
stead of adiabatic solutions due to their optimization algorithm’s lack of re-diagonalization.
Aside from the ability to fully relax orbitals for the state in question (which has proven
crucial in some CT settings [121, 193]), another clear advantage that fully state-specific (SS)
CASSCF methods offer is that, since they produce energy stationary points, their nuclear
energy gradients are much more straightforward than those of SA-CASSCF. [121]

To further elucidate the differences in behavior between SA-CASSCF and SS-CASSCF
and to further test adiabatic vs diabatic behavior in the latter, this study explores the
PESs of the low-lying states of thioacrolein, a biologically active [195, 196] derivative of
ethylene that offers a rich tableau of π-bond twisting, CT character, and avoided crossings.
Key questions include which excited states adopt a bent versus planar structure, which
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approaches to SS-CASSCF produce diabats versus adiabats, and which approaches show or
don’t show non-analytic features on the PES. We find that the SA and SS approaches can
produce qualitatively different PES features, that non-equal-weight SA is especially prone to
discontinuities, and that a mixture of SS and SA methodologies can increase the likelihood
of producing smooth, adiabatic SS-CASSCF surfaces.

3.3 Theory

3.3.1 The CASSCF Ansatz

To treat multi-configurational systems, CASSCF separates the molecular orbitals into three
categories (closed, active, and virtual) and then constructs a linear combination of the Slater
determinants formed by doubly occupying the closed orbitals and then arranging the remain-
ing electrons in all possible ways within the active orbitals. The coefficients of this linear
combination, as well as the shapes of the molecular orbitals, are then varied to optimize an
objective function, such as the ground state energy or, as in SA, the average energy of the
first so many CI roots. Mathematically, this ansatz can be written as

|Ψ⟩ = eX̂
∑
i

ci |ϕi⟩ (3.1)

X̂ =
∑
pq

Xpqâ
†
pâq (3.2)

where ci are the CI coefficients, |ϕi⟩ are the Slater determinants, and exp(X̂) is an orbital
rotation operator [29, 21] defined by the anti-symmetric matrix X. As core-core, active-
active, and virtual-virtual orbital rotations do not change the variational flexibility of the
ansatz (and thus have no effect on the CASSCF energy), their blocks of X are neglected,
leading to the parameterization x⃗ shown in Figure 3.1. Altogether, the CASSCF wave
function’s variational parameters are the set ν⃗ = {c⃗, x⃗}.

3.3.2 CASSCF wave function optimization

In both ground state and SA CASSCF, the variational parameter sets x⃗ and c⃗ are typically
updated separately during optimization via an iterative two-step procedure that minimizes
either the energy of one state or the average energy of multiple states. [16]

ESA =
∑
I∈SA

wI ⟨ΨI |Ĥ|ΨI⟩ (3.3)

One of the “steps” is typically the Davidson algorithm [41] for CI parameters, while the
other is an augmented Hessian update for the orbitals that approximately accounts for some
orbital-CI coupling effects. [17] A notable challenge for two-step methods is that, following
the orbital update, the ordering of the CI roots may change compared to the previous
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Figure 3.1. Orbital rotation coefficient matrix X where the solid shaded areas represent
nonzero variational parameters or their negative transpose.

iteration, an occurrence that is commonly referred to as root flipping. In some molecules,
especially when using unequal weights wI in SA or going fully SS with all the weight on
one excited state, root flipping can prevent the two-step method from converging. SA can
counter this problem by using equal weights, assuming the root flipping is between states
included in the average. In fully SS approaches, one can instead attempt to track the
root through the reordering, for example using maximum-overlap methods or the energy
and density matrix.[16] However, even these root tracking methods can fail when two roots
become nearly degenerate and mix strongly, and equal-weight SA does not protect against
convergence failures born of flipping between the highest root in the average and the lowest
root not in the average. These challenges, as well as the potential benefits of fully SS orbital
optimization, have motivated work on optimization methods that do not rely on a two-step
approach and instead update orbital and CI parameters together via local-search nonlinear
minimization algorithms.

One such approach is to apply quasi-Newton optimization to an excited-state-focused
GVP. [194] On the assumption that an approximate but high-quality ansatz will have energy
stationary points corresponding to the true excited states, [105, 65, 66, 67] the GVP approach
constructs a shifting objective function that mixes minimization of the energy gradient norm
with other properties that act to guide minimization towards the desired stationary state.

L = µ|d⃗|2 + (1 − µ)
∣∣∇v⃗E

∣∣2 (3.4)

In general, d⃗ is a vector of differences between expected properties of the desired state and
the actual value of these properties for the current wave function, allowing everything from
energy to dipole to overlaps with other states to be used to guide the optimization. [21]

In this study, we keep things relatively simple with the one-element vector d⃗ = {ω − E}
that measures the difference between the current energy and a guess ω for the energy of
the stationary point we are seeking. The parameter µ, which may start at a value like 1/2,
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is gradually reduced to zero over the course of the optimization, allowing the guiding |d⃗|2
term to help move us towards a specific stationary point early in the optimization while still
allowing precise convergence to the ∇ν⃗E = 0 stationary point at the end. Recalling that ν⃗
contains both the orbital and CI parameters,

|∇v⃗E|2 =
∑
i

∣∣∣∣∂E∂ci
∣∣∣∣2 +

∑
j

∣∣∣∣ ∂E∂xj
∣∣∣∣2 (3.5)

we see that a quasi-Newton minimization of L (we use limited-memory Broyden-Fletcher-
Goldfarb-Shanno L-BFGS [154, 155, 156, 157, 82] with an approximate diagonal hessian
[194]

∂2Lµ

∂v2i
≈ 2µ

[
(E − ω)Hii +

∣∣∣∣∂E∂vi
∣∣∣∣2
]

+ 2(1 − µ)H2
ii (3.6)

built using the exact diagonal of the energy Hessian H and employ a finite-difference tech-
nique [73] for gradients of L) will update all the parameters together and will never be faced
with the type of root selection dilemma that can arise in two-step approaches. That said,
it is important to stress that, as a nonlinear ansatz, CASSCF may have extra, spurious
stationary points. [33] Thus, even without root flipping, care may be necessary to ensure an
appropriate stationary point is found, an issue we will return to below when discussing how
we might aim to find stationary points that behave in a diabatic or adiabatic fashion near
avoided crossings.

3.3.3 Nuclear gradients

One advantage of fully SS excited state CASSCF is that, like its ground state counter-
part, [197] it produces a wave function whose energy is stationary with respect to all of
its variational parameters. As such, the Hellmann-Feynman theorem guarantees that en-
ergy gradients with respect to changes in the molecule (e.g. the nuclear positions R) or its
environment can be evaluated straightforwardly via derivatives of the Hamiltonian.[198]

dE

dR
=
〈
Ψ
∣∣dĤ
dR

∣∣Ψ〉 (3.7)

In contrast, the energies of the individual states from a SA calculation are not stationary
with respect to the orbital parameters, as it is the average energy rather than the energy
of an individual state that is minimized. The result is that SA nuclear gradients involve
additional terms and the solution of coupled-perturbed CASSCF equations to evaluate the
orbital response. While these have been implemented in multiple codes, they substantially
increase the effort required to evaluate nuclear gradients when compared to the ground state
case. [199, 200]
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3.3.4 GVP single point optimization procedure

In detail, the overall GVP-based optimization procedure used in this study is as follows.

1. An initial molecular orbital (MO) basis is chosen, and the necessary electron repulsion
integrals in that basis are evaluated via a Cholesky decomposition with a screening
tolerance of 10−5 Hartrees. [201, 202, 203] Cholesky with this same tolerance is used
for all other MO basis integral evaluations needed throughout the optimization.

2. Initial CI coefficients are either taken from a previous calculation or, if we are using
equally weighted SA-CASSCF to get the initial orbitals, from its final CI vector for the
state in question. The value for ω is set to either the energy of the previous calculation
or the SA-CASSCF energy of the targeted state.

3. A series of L-BFGS minimizations (macro-iterations) are performed on L. In each
minimization, the L-BFGS history is reset and the initial approximate Hessian is set
following Eq. (3.6) using the diagonal of the exact energy Hessian. [194]

• In the first macro-iteration we set µ to 0.5, hold the CI parameters fixed, and
take L-BFGS steps until the orbital gradient satisfies |∇x⃗L| < 10−2.

• In each macro-iteration following the first, µ is decreased by 0.1, the gradient
threshold is tightened by a factor of 10 until reaching its final value of 10−6, and
both the orbital and CI parameters are optimized together.

• If, at the end of a macro-iteration, the largest gradient element is smaller than
the current gradient threshold, we immediately set µ to 0 and perform a final
minimization with convergence thresholds |∇v⃗|∇v⃗E|2| < 10−6, |∇c⃗E| < 10−5,
and |∇x⃗E| < 10−5. Otherwise, this final minimization, with these thresholds, is
performed when µ is stepped down to 0 in the sixth macro-iteration.

3.3.5 GVP geometry optimization and interpolation

For geometry optimizations and interpolations, in which a guess from a previous geometry
is typically available, we test two methods that use the GVP to arrive at SS-CASSCF
solutions. Although they are not guaranteed to do so, testing reveals that one of these
methods tends to generate diabatic solutions while the other tends to generate adiabatic
solutions, and so we will designate them as Method D and Method A respectively. For both
methods, we perform geometry optimizations utilizing PySCF modules[161] in conjunction
with geomeTRIC[204] for unconstrained optimizations using a trust radius based step control
algorithm and convergence criteria (in a.u.) set to ∆E < 10−4, gradient RMS < 3 × 10−4,
gradient maximum< 4.5×10−4, displacement RMS< 1.2×10−3, and displacement maximum
< 1.8 × 10−3. Step by step, the two methods are mostly the same, differing only in step 3
as shown here.
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1. At the initial geometry, an equally weighted four-state SA-CASSCF calculation is
performed, and the targeted state’s MO coefficients, CI vector, and energy are stored.
We then repeatedly apply steps 2 through 5.

2. If the stored MO coefficients are not already orthonormal at the current geometry, we
apply Löwdin orthonormalization to make them so.

3. Method D: Perform a single-point GVP optimization, as outlined in Section 3.3.4,
with the stored MO coefficients and CI vector used as the initial guess and the stored
energy used for ω. Store the final MO coefficients, CI vector, and energy.
Method A: First, perform an equal-weight 4-state SA-CASSCF calculation, using
the stored MO coefficients as the initial guess. Then, select the SA-CASSCF root
whose CI vector has the largest dot product with the stored CI vector, and use the
SA-CASSCF-optimized MO coefficients and that root’s CI vector as the inital guess
for a GVP single-point optimization, with that root’s energy employed for ω. Upon
GVP convergence, store the MO coefficients, CI vector, and energy.

4. For geometry optimizations, we exploit the fact that, as an energy stationary point,
the nuclear gradients for a SS-CASSCF excited state may be evaluated with the exact
same algorithm as the ground state, and so pass the newly stored MO coefficients and
CI vector to PySCF’s mcscf module to generate analytic nuclear gradients. These
gradients, as well as the newly stored energy, are passed through PySCF’s geomopt
module to geomeTRIC, whose geometry optimization algorithm updates the molecu-
lar geometry. For geometry interpolations, we instead simply update the molecular
geometry to the next interpolation point.

5. If the geomeTRIC convergence criteria are not met or we are not done with the inter-
polation, we return to step 2.

3.4 Results and Discussion

3.4.1 Computational details

All CASSCF calculations were carried out in the def2-svp atomic orbital basis [205] and
employed an (8e, 6o) active space consisting of two lone pair orbitals and the four orbitals
in the valence π space. SA-CASSCF results were evaluated with Molpro, [206] while SS-
CASSCF used a combination of PySCF, [161] geomeTRIC, [204] and our own in-house GVP
code. All molecular orbital analysis and plotting was performed with Avogadro.[207, 208]

3.4.2 Overview of states

In this study we focus on the first three singlet excited states of thioacrolein, which we label
as ES1, ES2, and ES3. At the ground state equilibrium geometry (Figure 3.2), which all
methods agree is planar, these excited states have n → π∗, (n, π) → (π∗)2, and a mixture
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Table 3.1. Wave function characters and active orbitals for the first four states of
thioacrolein at the SS-CASSCF ground state equilibrium geometry.

Primary Dipole Moment (D) Energy (a.u.)

State Excitations SA-25,25,25,25 GVP SA-25,25,25,25 GVP

GS Aufbau 2.1 2.0 -513.2532958 -513.2579257

ES1 n → π∗ 0.9 0.8 -513.1796642 -513.1828402

ES2 n, π → (π∗)2 0.9 1.0 -513.0603951 -513.0626141

ES3
π → π∗

2.0 2.0 -513.0507352 -513.0529885
π2 → (π∗)2

of π → π∗ and π2 → (π∗)2 characters, respectively, as shown in Table 3.1. Although the
weights of the individual configurations differ slightly between SA and GVP, they broadly
agree on the state characters. The ground state is unsurprisingly dominated by the Aufbau
configuration, while ES1 is dominated by the n1 → π3 transition, giving it strong sulfur-to-
C3H4 CT character. ES2 shows similarly strong CT character, with roughly the same change
in dipole moment relative to the ground state, but is dominated by (n, π) → (π∗)2 double
excitations involving the n2, π2, and π3 orbitals, with a minor contribution coming from the
n2 → π4 single excitation. ES3 exists primarily as a mixture of π2 → (π∗)2 double excitations
and high-lying π → π∗ single excitations. Thus, even at this ground state geometry, the low-
lying excitations in thioacrolein contain both CT and doubly excited character, making them
strong candidates for treatment with methods that can handle both multi-reference character
and post-excitation orbital relaxations. Twists away from the planar ground state geometry,
to which we will now turn in order to investigate avoided crossing behavior, make the need
for multi-reference treatments even more pressing as they introduce strong correlation even
into the ground state.

3.4.3 A Small-Twist Avoided Crossing

To investigate how different optimization protocols can favor adiabatic or diabatic character
in GVP-based CASSCF, we have focused on a modest twist away from the planar ground
state geometry that induces an avoided crossing between ES2 and ES3. Specifically, we
have produced a modestly twisted geometry by freezing the CCCHtrans dihedral angle at
185 degrees and relaxed the remaining geometric parameters via a biased-weight SA ES2



CHAPTER 3. CASSCF IN THIOACROLEIN: ADIABATS, DIABATS,
DISCONTINUITIES, OH MY! 56

Figure 3.2. Ground state planar geometry (left) and relaxed 5 degree twisted geometry
(right). The CCCHtrans dihedral was frozen at 185 degrees and the remaining degrees of
freedom were optimized using SA-1,1,98,0.

geometry optimization in which the weights are set to 1%, 1%, 98%, and 0% (referred to as
SA-1,1,98,0). During this optimization, we see both the C-S and the ethylene C-C bonds
elongate and the cis H pop out of the C-C-C plane. We have then performed a linear z-
matrix interpolation between the ground state geometry and this modestly twisted geometry,
both shown in Figure 3.2, along which we find an avoided crossing between ES2 and ES3.

Looking first at the SA-CASSCF results along this interpolation, which are shown in
the left-hand panels of Figure 3.3, we make two observations. First, regardless of the SA
weighting, SA-CASSCF produces adiabatic potential energy curves for the ES2/ES3 avoided
crossing, as is to be expected for a method that explicitly diagonalizes the states against
each other. Second, the potential energy curves contain discontinuities for all weightings
except for equal weighting (SA-25,25,25,25). These discontinuities are can be explained by
root flipping and discontinuous changes in the optimal active space orbital shapes. Looking
at the SA-25,50,25,0 curves, the energy jumps when the second and third excited states
abruptly swap ordering, changing which gets the 25% and which gets the 0% weighting. In
the SA-25,25,50,0 weighting that focuses on the second excited state, the discontinuity is
associated with an abrupt swap of the nearly-doubly-occupied n1 active orbital between a
more C-localized shape and a more S-localized shape that coincides with a discontinuous
swap in character between ES2 and ES3. This discontinuous change in active space orbital
and state character can also be seen in the dipole moments shown in Figure 3.4. A similar
abrupt orbital swap also creates a discontinuity in SA-20,20,20,40, although in that case
the discontinuity occurs to one side of the avoided crossing and so the crossing itself plays
out smoothly, as can be seen in the dipole moments. Interestingly, despite the fact that
equal-weight-SA’s safety in the face of most root flipping offers no guarantee against the
type of abrupt orbital swap seen in SA-20,20,20,40, it nonetheless succeeds in avoiding such
difficulties and producing smooth potential energy curves during this interpolation.

Turning now to GVP-based SS-CASSCF, we see in the right panels of Figure 3.3 that, de-
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Figure 3.3. Potential energy surface plots of thioacrolein for ES1 (bottom), ES2 (middle)
and ES3 (top) across a geometry interpolation between the planar ground state geometry
and a relaxed 5 degree twisted geometry. The CCCHtrans dihedral was frozen at 185 degrees
and the rest of the geometry was optimized using SA-1,1,98,0. The left panel shows the SA
results while the right panels shows the GVP.
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Figure 3.4. Dipole moment across the geometry interpolation between the planar ground
state geometry and a relaxed 5 degree twisted geometry. The bottom three plots show the
dipole moments of various SA calculations: equal weighting on the bottom, then 50% on the
second excited state and then 40% on the third excited state. The top plot shows the dipole
moments for the diabats (solid) and the adiabats (dashed) found with the GVP.
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Figure 3.5. Equilibrium geometries for the first and second excited states found using GVP
and the most biased successful SA approach.

pending on the computational protocol, one can produce either adiabatic or diabatic curves
for ES2 and ES3. Both sets of curves are CASSCF energy stationary points, which adds fur-
ther evidence to Burton’s observations [33] that SS-CASSCF’s nonlinear character can cause
it to have multiple stationary points associated with an individual excited state. Happily, our
computational protocols that one might expect to favor diabatic versus adiabatic results do
indeed do so in this case. Method D, which involves no re-diagonalization in its initial guess
for a new geometry, produces smooth diabatic curves for ES2 and ES3, as well as a smooth
curve for ES1. Although we do not pursue it here, one could turn these into smooth adiabats
via a 2x2 non-orthogonal CI rediagonalization. [209] Method A, on the other hand, whose
initial guess setup for each new geometry involves a rediagonalization inside a SA-CASSCF
calculation, produces SS-CASSCF energy stationary points that are adiabatic in character.
The adiabatic versus diabatic nature of the SS-CASSCF results is also emphasized by the
dipole moments shown in Figure 3.4. In the Method A results, the adiabatic swap between
states with and without n → π∗ components swaps the dipole strengths, because n → π∗

transitions produce CT from the sulfur while π → π∗ transitions essentially do not. In the
Method D results, the two states maintain a lower and a higher dipole throughout, indicated
that they are indeed diabatically maintaining their properties.

Looking ahead to the unconstrained geometry optimizations that we will investigate
next, we already see hints of their behavior in this interpolation between planar and modest
twisting. Along this interpolation coordinate, both SA-CASSCF and SS-CASSCF agree that
ES2 favors a more twisted geometry, and they also both agree that ES1 has its lowest energy
not too far from planar. One might predict from this that unconstrained optimization on ES1
would result in a planar geometry while ES2 would be twisted. As we will now discuss, this
is exactly what happens in SS-CASSCF, but in SA-CASSCF the picture depends strongly
on the chosen weighting.
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Table 3.2. Table of geometry optimization data for thioacrolein using various four-state
SA weightings and the GVP approach.

Dihedral angle (°) S-C bond Dipole Efinal − Einitial

Method SCCC CCCHtrans CCCHcis length (Å) moment (D) (a.u.)

First Excited State

initial geom. 1.3 -175.0 25.9 1.79 0.89
SA-25,25,25,25 0.0 -180.0 0.0 1.76 0.99 -0.0103
SA-33,33,33,0 0.0 -180.0 0.0 1.76 0.87 -0.0102
SA-20,60,20,0 0.0 -180.0 0.0 1.76 1.00 -0.0102

SA-1,98,1,0 0.0 -180.0 0.0 1.76 1.18 -0.0103
GVP 0.0 -180.0 0.0 1.76 1.19 -0.0104

Second Excited State

initial geom. 1.3 -175.0 25.9 1.79 2.06
SA-25,25,25,25 -3.9 45.9 -141.9 1.78 2.02 -0.0014
SA-33,33,33,0 -5.8 47.2 -139.5 1.78 2.04 -0.0014
SA-25,25,50,0 -11.1 51.1 -132.5 1.78 2.10 -0.0015
SA-23,23,54,0 -45.3 77.8 -91.0 1.77 2.31 -0.0047
SA-20,20,60,0 -44.8 77.5 -91.0 1.77 2.30 -0.0048
SA-15,15,70,0 -44.2 77.0 -91.1 1.77 2.29 -0.0054

GVP -43.1 76.3 -91.1 1.77 2.25 -0.0068

SA-25,25,25,25
-46.7 78.9 -90.4 1.78 2.27 -0.0034

from GVP equil.

3.4.4 Unconstrained geometry optimizations

Starting from the modestly twisted geometry used as one end of our avoided crossing in-
terpolations, we have performed full, unconstrained geometry optimizations on the ES1 and
ES2 PESs using both SA-CASSCF and GVP-based SS-CASSCF. Looking first at ES1, we
see in Figures 3.2 and 3.5 that both approaches predict planar geometries with elongated
C-S bond lengths. Notably, both Method A and Method D produced the same geometry
for SS-CASSCF. Compared to the SS results, the dipole moments of the different SA results
vary some, presumably because SA prevents full relaxation of the closed-shell orbitals in the
presence of this state’s CT. That said, they do appear to limit towards the SS dipole as the
weightings are made more and more biased in favor of ES1 as one would expect.

For ES2, the picture is much less straightforward, with Figures 3.2 and 3.5 revealing that,
while SS-CASSCF prefers a twisted SCCC dihedral, SA-CASSCF’s preferences are a strong
function of the weighting. More equal weightings produce SCCC dihedrals close to planar,
while more biased weightings produce twists close to those of SS-CASSCF. To make some
sense as to what is going on, we first checked that both Method A and Method D give the
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Figure 3.6. Energies and dipole moment throughout the geometry optimizations using the
GVP (dashed line) and various biased weighting SA (solid lines) targeting the second excited
state.

same geometry, which indeed they do. We then looked at the potential energy curve produced
by equal-weight SA-CASSCF when it is evaluated at the same set of geometries that are
stepped to during our SS-CASSCF optimization, and, as shown in Figure 3.7, found that the
more planar SA-CASSCF geometry is in fact a local minimum. Indeed, if one starts an equal-
weight SA-CASSCF optimization from the relaxed SS-CASSCF geometry, it is then able to
find the lower-energy, more twisted structure. While more biased-weightings in SA-CASSCf
produced structures closer to the GVP structure, a closer inspection of the optimizations
reveals that their PESs also differ qualitatively from SS-CASSCF. In particular, biased-
weight SA with more than 50% of the weight on ES2 displayed PES discontinuities midway
through their geometry optimizations, as seen in Figure 3.6. As we saw in the avoided
crossing interpolation, these discontinuities are related to discontinuous changes in the n1

orbital between more sulfur-based and more carbon-based shapes. SS-CASSCF also sees
significant changes in this orbital’s shape during its geometry optimization, but they occur
smoothly rather than discontinuously.

The situation in thioacrolein’s ES2 state thus appears to be similar to that in ABN’s CT
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Figure 3.7. Potential energy surface plots of thioacrolein across the GVP Method A ge-
ometry optimization steps using GVP (dashed) and equal weighted SA (solid).

state, [121] with SA-CASSCF and SS-CASSCF producing qualitatively different potential
energy surfaces. In the case of ABN, the SS result agreed with experiment while the SA result
did not. Here, we are again dealing with a state with significant CT character (basically,
from a sulfur lone pair towards the ethyl π∗), and so we anticipate that SS-CASSCF, with
its ability to fully relax the shapes of the non-active orbitals in response to the CT, is again
making the more trustworthy geometric prediction. This perspective is reinforced by the
smooth nature of the SS-CASSCF geometry optimization, in contrast to the discontinuities
encountered by the biased-weight SA results.

3.5 Conclusion

We have applied both SS- and SA-CASSCF to excited states of thioacrolein to compare and
contrast their behavior in a setting where both doubly excited and CT character matter.
In an interpolation that produced an avoided crossing, we saw that different computational
protocols for SS-CASSCF led to either adiabatic or diabatic potential energy curves, while
the presence or absence of discontinuities in SA-CASSCF’s curves was determined by the
SA weights and was related to both root flipping and discontinuous orbital swapping. When
performing unconstrained geometry optimizations, SS-CASSCF and SA-CASSCF agreed
about one state’s geometry but disagreed qualitatively about another, with SA-CASSCF
showing a local minimum at a more planar geometry that was not present in SS-CASSCF.
We discussed ways in which these differences mirror previous observations in ABN, where
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the more planar SA geometry appeared to be an artifact of its incomplete post-CT orbital
relaxation.

There are a number of paths forward for further enhancing the utility of GVP-based SS-
CASSCF. Incorporating more properties in the GVP’s deviation vector, such as dipoles and
overlaps with other states, may give more fine-grained control of whether the method will
find diabatic, adiabatic, or spurious energy stationary points, an issue whose importance
has recently become more clear [33] and that is further emphasized by the adiabatic and
diabatic stationary points found in thioacrolein. One wonders whether the SA-CASSCF
step in our Method A could be obviated by the inclusion of overlaps with nearby states in
the GVP. Another priority is the evaluation via non-orthogonal CI of interstate properties
like transition dipoles and derivative couplings between SS-CASSCF states, as well as the
matrix elements needed for re-diagonalization of smooth diabatic surfaces to produce smooth
adiabats. Given the advantages that SS-CASSCF has demonstrated both here and in other
recent studies, such improvements should offer benefits in many photochemical applications.
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Chapter 4

Conclusion

In this dissertation we have presented a novel approach to excited-state-specific optimiza-
tion of a complete active space wave function through the minimization of a generalized
variational principle. Chapter 2 detailed the formulation of this theory, in which the GVP
objective function contains the usual energy gradients along with an additional guiding term
which allows for optimization of a broad variety of approximately known properties that
help to uniquely pick out the state of interest from among the many possible energy station-
ary points. The flexibility afforded by the GVP allowed the resolution of states in several
challenging cases involving near degeneracies, double excitations, and charge transfer, and
located some states that existing state-specific methods have been unable to converge to.
In Chapter 3, we explored how this approach affects potential energy surfaces, finding that
it can produce smooth diabats or adiabats depending on the computational protocol and
that its full state-specific orbital relaxations sometimes produce qualitatively different post-
excitation geometry relaxations than those predicted by state averaging.

Unlike SA or existing SS approaches, optimization of the CASSCF ansatz via the GVP in
this work utilized a direct one-step approach in which the molecular system’s CI coefficients
and orbital shapes were optimized simultaneously for each excited state by quasi-Newton
minimization. Through this direct approach, we demonstrated that such a parameteriza-
tion fully overcomes the root flipping problem which continues to be a frustrating reality
for two-step methods, and is capable of achieving tighter overall convergence. In addition,
by using BFGS and employing an approximate objective function Hessian, this method
achieved a computational efficiency competitive with a range of existing SS-CASSCF al-
gorithms. Exploring the advantages of our GVP-CASSCF approach in the context of a
geometry relaxations in Chapter 3, we saw the importance of state-specific orbital shapes
in the photo-induced C-C bond twist of thioacrolein. Not only did GVP-CASSCF and SA-
CASSCF qualitatively disagree on the final geometry, but SA struggled with discontinuities
whereas GVP produced a smooth potential energy surface.

Across both studies included in this thesis, we have seen GVP-CASSCF reliably and pre-
cisely locate energy stationary points with a robust optimization and provide state-specific
orbital descriptions for valence, charge transfer and doubly excited states. This versatility
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across multiple classes of excited states is typically not attainable in state averaged ap-
proaches. Within the wider context of electronic structure, GVP-CASSCF can serve as a
systematically improvable and broadly reliable tool for studying challenging excited states,
and can act as a foundation upon which a hierarchy of state-specific post-CASSCF methods
can be built.
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Supplementary material for the
development of GVP-CASSCF



APPENDIX A. SUPPLEMENTARY MATERIAL FOR THE DEVELOPMENT OF
GVP-CASSCF 67

A1 Orbital Energy Derivatives

For the orbital block of the energy derivatives, we define E−
pq =

(
â†pâq − â†qâp

)
and Ppq,rs as a

permutation operator giving us the following expressions for the orbital energy gradient and
Hessian.

∂E

∂Xpq

= ⟨Ψ|
[
E−

pq, Ĥ
]
|Ψ⟩ (A1)

∂2E

∂Xpq∂Xrs

=
1

2
(1 + Ppq,rs) ⟨Ψ|

[
E−

pq,
[
E−

rs, Ĥ
]]

|Ψ⟩ (A2)

Core orbitals are indexed using i, j, k, active orbitals with t, u, v, w, and virtual with a, b, c
where p, q, r, s are used for general orbitals. For simplicity, we define several Fock-type
matrices:

F core
pq = hpq +

Ncore∑
k

[2(pq|kk) − (pk|kq)] (A3)

F act
pq =

Nact∑
uv

γuv [2(pq|uv) − (pu|vq)] (A4)

F occ
pq = hpq +

Nocc∑
r

[2(pq|rr) − (pr|rq)] (A5)

where the one and two-electron spin-summed reduced density matrices are defined as

γpq =
∑
IJ

cIcJ ⟨ϕI | â†pâq |ϕJ⟩ (A6)

=
∑
IJ

cIcJ ⟨ϕI |
(
â†pα âqα + â†pβ âqβ

)
|ϕJ⟩

Γpqrs =
∑
IJ

cIcJ ⟨ϕI | â†pâ†râsâq |ϕJ⟩ (A7)

=
∑
IJ

cIcJ ⟨ϕI |
(
â†pα â

†
rα âsα âqα + â†pα â

†
rβ
âsβ âqβ + â†pα â

†
rβ
âsβ âqα + â†pβ â

†
rα âsα âqβ

)
|ϕJ⟩ .

A1.1 Orbital Energy Gradient

Using the index definitions and Fock-type matrices defined in the previous section, the exact
expressions for the core-virtual, active-virtual, and core-active blocks of the orbital energy
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gradient in Eq. (A1) evaluated at X = 0 are as follows.

∂E

∂Xia

= 4F core
ai + 2F act

ai (A8)

∂E

∂Xta

= 2
Nact∑
u

γtuF
core
au + 2

Nact∑
uvw

Γtuvw(au|vw) (A9)

∂E

∂Xit

= 4F core
ti + 2F act

ti − 2
Nact∑
u

γtuF
core
iu − 2

Nact∑
uvw

Γtuvw(iu|vw) (A10)

A1.2 Approximate Orbital Energy Hessian

A1.2.1 Exact Diagonal

Taking only the diagonal elements of the energy Hessian, Eq. (A2) simplifies to

∂2E

∂X2
pq

= ⟨Ψ|
[
E−

pq,
[
E−

pq, Ĥ
]]

|Ψ⟩ . (A11)

The following are exact expressions for the core-virtual, active-virtual, and core-active blocks
of the diagonal orbital energy Hessian in Eq. (A11) evaluated at X = 0:

∂2E

∂X2
ia

= 4F core
aa + 2F act

aa − 4F core
ii − 2F act

ii

− 4(aa|ii) + 12(ai|ai) (A12)

∂2E

∂X2
ta

= 2γttF
core
aa − 2

Nact∑
u

γtuF
core
tu − 2

Nact∑
uvw

Γtuvw(tu|vw)

+ 2
Nact∑
uv

[Γtutv(au|av) + Γtvut(au|av) + Γttvu(aa|vu)] (A13)

∂2E

∂X2
it

= 4F core
tt + 2F act

tt − 4F core
ii − 2F act

ii

+ 2γttF
core
ii − 2

Nact∑
u

γtuF
core
tu − 2

Nact∑
uvw

Γtuvw(tu|vw)

+ 2
Nact∑
uv

[Γtutv(ui|iv) + Γtvut(ui|iv) + Γttuv(uv|ii)]

+ 4
Nact∑
u

[3(ui|ui) − (uu|ii) − 3γtu(ui|ti) + γtu(tu|ii)] . (A14)
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A1.2.2 Fock-based Approximate Diagonal

Adding an additional layer of approximation, we go dropping the off-diagonal terms of the
energy Hessian and approximate the Hamiltonian inside the commutators with the one-
electron Fock operator, giving us the following approximation to Eq. (A11).

∂2E

∂X2
pq

≈ ⟨Ψ|
[
E−

pq,
[
E−

pq, F̂
]]

|Ψ⟩ (A15)

Building the Fock operator from our CASSCF wave function’s one-body density matrix and
the effective one-electron integrals:

F̂ =
∑
pq

(
hpq +

∑
r

[2(pq|rr) − (pr|rq)]

)
â†pâq. (A16)

With this approximation we arrive at the approximate expressions for core-virtual, active-
virtual, and core-active blocks of the diagonal orbital energy Hessian in Eq. (A15) evaluated
at X = 0:

∂2E

∂X2
ia

≈ 2F occ
aa − 2F occ

ii (A17)

∂2E

∂X2
ta

≈ 2F occ
aa γtt − 2

Nact∑
u

F occ
tu γtu (A18)

∂2E

∂X2
it

≈ 2F occ
ii γtt + 2F occ

tt − 2F occ
ii − 2

Nact∑
u

F occ
tu γtu. (A19)
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B1 Additional Data for Chapter 2

Table B1. Energies (Eh) of the first excited state A1Σ+ of LiH at various bond lengths.

R (Å) FCI WΓ GVP

1.2 -7.8421784 -7.8369774 -7.8379204
1.4 -7.8718929 -7.8685677 -7.8689355
1.6 -7.8873115 -7.8843640 -7.8844385
1.8 -7.8950433 -7.8921683 -7.8930879
2.0 -7.8987095 -7.8958730 -7.8968039
2.2 -7.9002698 -7.8973900 -7.8983689
2.4 -7.9007174 -7.8978058 -7.8982932
2.6 -7.9005042 -7.8975273 -7.8979879
2.8 -7.8997797 -7.8966386 -7.8971273
3.0 -7.8985339 -7.8953840 -7.8957249
3.4 -7.8931780 -7.8908310 -7.8907296
3.8 -7.8879230 -7.8847120 -7.8846122
4.2 -7.8809573 -7.8783253 -7.8782487

GS M1 V1 V2 CT1 CT2 CT4 CT3

−274.5

−274.4

−274.3

−274.2

−274.1

En
er

gy
 (E

h)

SRS
WΓ
GVP

Figure B1. Energy ordering of first eight MgO 1A1 states of the initial CASCI roots and
after optimization with the WΓ and GVP approaches.



APPENDIX B. SUPPLEMENTARY DATA ON THE APPLICATION OF GVP-CASSCF72

Table B2. Energies (Eh) of the 1A1 states in MgO, listed from top to bottom in ascending
order of the CASCI-LDA energies. Labels (GS, M1, etc) are taken from a previous study.
[16]

State Label CASCI WΓ GVP

11A1 GS -274.42869956 -274.51755503 -274.51755511
21A1 M1 -274.33744776 – -274.40336697
31A1 V1 -274.29276479 -274.33820474 -274.33820504
41A1 V2 -274.19120544 -274.27510790 -274.21432010
51A1 CT1 -274.16609490 -274.27614863 -274.27614914
61A1 CT2 -274.14857162 -274.24932368 -274.24932934
71A1 CT4 -274.13197362 -274.09760158 -274.19806809
81A1 CT3 -274.12884711 -274.20910669 -274.20364194

B2 Additional Data for Chapter 3

The following are Z-matrices for the geometry interpolation discussed in Section 3.4.3 and
are used as the starting point for unconstrained geometry optimizations in Section 3.4.4.

C
C 1 B1
H 1 B2 2 A2
H 1 B3 2 A3 3 D3
H 2 B4 1 A4 3 D4
C 2 B5 1 A5 3 D5
S 6 B6 2 A6 1 D6
H 6 B7 2 A7 1 D7
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Table B3. Z-matrices for the planar ground state equilibrium geometry of thioacrolein
and the slightly twisted geometry found by freezing D5 and relaxing the remaining degrees
of freedom using SA-1,1,98,0. All bond lengths are reported in Angstroms and angles in
degrees.

Planar Twisted
B1 1.34839695 1.48305303
B2 1.08172632 1.08069323
A2 121.53657477 119.68009706
B3 1.08179995 1.08085009
A3 120.70521824 119.24918950
D3 179.99484214 159.11396415
B4 1.08446282 1.08188697
A4 119.10580261 119.27932405
D4 -0.00456311 9.49031647
B5 1.47170152 1.41149053
A5 125.65897203 122.50018371
D5 180.00108713 185.00000000
B6 1.62995597 1.78727703
A6 127.24481007 125.07628024
D6 0.00940768 1.34720044
B7 1.08705405 1.08286925
A7 114.50718773 118.41836529
D7 180.00855445 179.92462035
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[189] Piero Altoé et al. “Light driven molecular switches: exploring and tuning their pho-
tophysical and photochemical properties”. In: Theor. Chem. Acc. 117.5-6 (2007),
pp. 1041–1059.

[190] Peter J Knowles and Hans-Joachim Werner. “Internally contracted multiconfiguration-
reference configuration interaction calculations for excited states”. In: Theor. Chim.
Acta 84 (1992), pp. 95–103.

[191] Weifeng Hu and Garnet Kin-Lic Chan. “Excited-state geometry optimization with the
density matrix renormalization group, as applied to polyenes”. In: J. Chem. Theory
Comput. 11.7 (2015), pp. 3000–3009.
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