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Organic-inorganic hybrid lead halide perovskites are promising for next-generation solar

cells and light-emitting diodes, and it is of high demand to solve their critical issues and to

understand their working mechanisms. In this dissertation, using first-principles calculations,

we focus on design of stable and non-toxic alternatives to this class of materials, as well as to

understand and optimize their structural, energetic, electronic, and ferroelectric properties for

optoelectronic applications.

In the first project, we designed novel optoelectronic materials based on 24 perovskite-

related prototype structures by high-throughput computing and data mining. Out of 4507 hybrid
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halide compounds calculated, we selected 29 compounds adopting five prototype structures

for light-emitting diodes and solar energy conversion. All these candidates show appropriate

electronic properties and robust stability. The approach of exploring a large variety of prototype

structures is transformative to computational design of other functional materials.

In the second project, we further investigated stability diagrams, defect tolerance, and

optical absorption of the 29 hybrid halide compounds by high-throughput first-principles cal-

culations. We calculated 2160 neutral and about 5000 charged defect structures to determine

defect formation energies and transition energy levels for all possible point defects. Out of the 29

compounds, 15 candidates show high defect tolerance. This work provides detailed guidance on

experimental investigation of these novel lead-free optoelectronic materials.

In the third project, we studied ferroelectric dipole ordering in hybrid perovskites. We

found that organic cations’ rotational energy barrier is dependent on the cell aspect ratio, and that

spontaneous ferroelectric dipole ordering exists with small energy advantage. More importantly,

we found that by increasing the cell aspect ratio, strain and doping can enhance the dipole ordering,

which could boost electron-hole separations for photovoltaic applications.

In the fourth project, we studied strained epitaxial growth of halide perovskites. Our

calculations demonstrate the epitaxial stabilization by calculating detailed thermodynamic terms

in the epitaxial nucleation process. We also show that strains control the crystal structure, the

bandgap, and the hole effective mass.
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Chapter 1

Introduction

1.1 Lead Halide Perovskites

1.1.1 Promise in Optoelectronics

Lead halide perovskites have emerged as stellar next-generation materials for a wide range

of optoelectronic applications, including solar cells, light-emitting diodes (LEDs), transistors,

lasers, etc.1–7 This class of materials has a common chemical formula of APbX3, in which A is an

organic cation (e.g. CH3NH+
3 = MA+, CH(NH2)+2 = FA+) or a large inorganic cation (e.g. Cs+)

and X is a halide anion. They adopt the perovskite structures that consist of a three-dimensional

framework of corner-sharing PbX6 octahedra. Since the debut of MAPbI3 and MAPbBr3 as

photovoltaic materials,1 the power conversion efficiency (PCE) of lead halide perovskite solar

cells have rapidly reached 25.2%.8 For light-emitting diodes, halide perovskites-based devices

have achieved an external quantum efficiency (EQE) of over 20%.9 The success of this class of

materials is largely attributed to their exceptional properties like proper and tunable band-gaps,

large optical absorption coefficients, long diffusion lengths, small and balanced charge carrier

effective masses, compositional flexibility, high defect tolerance, and low-temperature solution

processability.10–18
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1.1.2 Challenges

Despite their great promise in optoelectronic applications, there are great challenges in

the way of real-world large-scale commercialization of halide perovskite optoelectronics.

On one hand, deep understandings of the working mechanism, especially atomic-scale

origins of the energetic and electronic properties, have not been fully achieved for hybrid halide

perovskites. For example, origins of the high PCEs of hybrid perovskites compared to their

inorganic counterparts has not been fully understood.19–21 One of the most plausible arguments

for their high efficiency is the ability of organic cations to form ferroelectric (FE) domains,

which could help separate photo-generated electron-hole pairs in solar cells. However, the

movement and ordering of organic cations is still controversial from both theoretical22–25 and

experimental perspectives.26–31 Another example is that some metastable halide perovskites

suffer from spontaneous phase transition to photoinactive competing phases, hindering their use

in optoelectronic devices.6 It is helpful to understand the driving force of the phase transition

and to explore stabilization methods. Open questions like these, broadly involving the structural,

energetic, electronic, optical properties, etc., call for detailed theoretical investigations, and

the answers are expected to provide guidance on improving the material properties and device

performance for optoelectronic applications.

On the other hand, lead halide perovskites are confronted with two major problems that

hinder their large-scale commercialization, namely low stability and toxicity of lead.10,32,33 One

intrinsic solution to these problems is to find stable and lead-free alternatives that possess similar

optoelectronic properties with lead halide perovskites.34–40 This solution requires comprehensive

searches in large compositional and structural spaces, which would be too expensive in terms of

time and cost for traditional trial-and-error experiments. Therefore, computational efforts are in

demand for the design and discovery of effective lead halide perovskite alternatives.
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1.2 High-Throughput Materials Design

As discussed above, first-principles calculations are in demand for intrinsic solutions to

the stability and toxicity issues of lead halide perovskites. In recent years, high-throughput (HT)

computational materials design has become an effective and efficient approach to the discovery of

novel functional materials, thanks to the development of computation power. It has been applied

in various materials for broad application areas, including topological insulators, thermoelectric

materials, transparent conducting oxides, two-dimensional electron gas, heusler magnets, halide

perovskite optoelectronic, etc.41–53 This approach uses first-principles calculations to build large-

scale databases for existing and hypothetical materials, and promising candidate materials are then

selected from the databases using data-driven methods. The selection process relies on materials

descriptors that are computationally viable and accurately describe desired materials properties

for target applications. Therefore, careful development of materials descriptors is the key to

successful HT computational design. There are many well-developed software frameworks to

assist the large-scale computation and data analysis in HT computational design. A few examples

are AFLOW,54 pymatgen,55 the Atomic Simulation Environment,56 and MatCloud.57 There are

also online materials databases built from first-principles calculations, including AFLOWLIB,54

Materials Project,58 Open Quantum Materials Database (OQMD),59 and Computational Materials

Repository.60

The HT computational design approach has seen successful applications in the search

of stable and nontoxic alternatives to lead halide perovskites for optoelectronic applications.61

Various HT studies have explored enormous compositional and structural spaces using different

materials descriptors, calculation methodologies, and screening processes. It has become neces-

sary to summarize these different studies and discuss the effective design principles to provide

informative guidance for computational and experimental design of new materials. In addition, a

large number of promising candidates designed from the HT studies need to be categorized for
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the convenience of researchers in the broad field of halide perovskite optoelectronics to conduct

further theoretical and experimental research as well as practical applications. Therefore, in this

section, we overview common materials descriptors and their computational viability for halide

perovskites and beyond for optoelectronics, which are vital for the HT computational design. In

addition, we summarize selected candidates from previous HT studies in Table 1.1-1.4, as classi-

fied in terms of IVA element-based single perovskites, other element-based single perovskites,

double perovskites, and perovskite derivatives.

1.2.1 Materials Properties and Materials Descriptors

Materials properties direct the design of specific classes of materials for specific applica-

tions. In the design of halide perovskite-like materials for optoelectronics, properties of stability

and non-toxicity are considered for solving the common challenges faced by prototypical lead

halide perovskites, and optical and electronic properties determine essential functionalities of

materials in the optoelectronic applications. In HT computational design, materials properties are

described using computationally viable descriptors. The descriptors filter a large calculated mate-

rials repository and select candidates with desired properties, playing critical roles in applying

HT computational design in specific materials applications. In this section, we briefly review the

desired materials properties for halide perovskites and beyond for optoelectronics, and how these

properties are accessed through calculated descriptors in HT computational design.

Stability

Evaluating structural stability (or formability) of the perovskite structures for different

chemical compositions has been one main screening process in many studies.62–64 There are

empirical descriptors of octahedral factor µ = rB/rX and Goldshmidt tolerance factor t = (rA +

rX)/
√

2(rB+ rX) that use ionic radii to predict the perovskite formability.65 Recently, researchers

have defined effective ionic radii for organic cations,66,67 and revised the Shannon radii for cations
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in halide systems.68,69 In 2019, Bartel et al. proposed a new machine-learned tolerance factor

τ = rX
rB
−nA(nA− rA/rB

ln(rA/rB)
) that show higher prediction accuracy than the traditional t.70 Notably,

τ uses Shannon radii and change monotonically with perovskite formability.

High thermodynamic stability is essential for computationally predicted materials. It is

especially important when designing alternative materials to the intrinsically unstable lead halide

perovskites.71 In HT design, the descriptors of formation enthalpy (∆H f ) and decomposition

enthalpy (∆Hd) are usually used.72,73 ∆H f describes energy change from elemental component to

compound, and positive values indicate unstable compounds. ∆Hd describes whether the com-

pound tends to decompose into various elemental, binary, ternary, or more complex components,

and negative values indicate unstable compounds. A rigorous determination of ∆Hd must consider

all existing compounds in the Inorganic Crystal Structure Database (ICSD) and even hypotheti-

cal compounds as potential decomposition products and scrutinize all possible decomposition

pathways to avoid overestimation of the thermodynamic stability.74–76 A comprehensive way to

predict thermodynamic stability based on ∆Hd is to construct phase diagrams using the convex

hull method.77,78

Dynamic stability represents a more realistic evaluation of materials stability in the

working environment. Computationally, phonon calculations79 and ab initio molecular dynamics

(AIMD)80 are two main methods to assess materials’ dynamic stability. In detail, the finite-

temperature phonon spectrum can be calculated using density functional perturbation theory

(DFPT), and imaginary frequencies in phonon spectrum indicate dynamical instability. AIMD

calculations show total energy evolutions at finite temperature as a function of time, and also

give crystal geometry change with time, from which the dynamic stability can be observed.

These calculations are expensive in terms of time and cost and are usually performed only for

pre-selected candidates in HT screening processes.
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Optoelectronic properties

The bandgap is one of the most important electronic properties for optoelectronic materials

because it directly determines how the materials interact with light (e.g. absorb or emit light).

Bandgap energy determines the energy of the photons being emitted or absorbed, and the

bandgap type determines whether phonons are required in the interactions with light. Different

optoelectronic applications require different bandgap characteristics. The two most prevalent

applications of halide perovskites serve as good examples. For photovoltaics, the optimal bandgap

energy for single-junction solar cells is 1.34 eV according to the Shockley-Queisser (S-Q) detailed-

balance model.81,82 Type of bandgap can be either direct or indirect for photovoltaics.72 For

light-emitting, bandgap energy determines the photon energy for the desired color of light by the

equation Ephoton = Eg+kBT/2, and direct bandgap type is required for high emission efficiency.5

The calculation of bandgap energy has different levels of theory. The standard density functional

theory (DFT) calculations using the Perdew–Burke–Ernzerhof (PBE)83 functional within the

generalized gradient approximation (GGA) is computationally efficient but severely underestimate

bandgap energy, while hybrid functional within Heyd-Scuseria-Ernzerhof (HSE) formalism give

more accurate results but are more time-consuming.84 Spin-orbit coupling (SOC) is also very

important in halide perovskite systems containing heavy elements.85 Most HT studies screen

materials on bandgaps calculated at GGA-PBE level and perform HSE and SOC calculations for

a relatively small amount of candidates.

Electron and hole effective masses are directly related to their mobility. They are required

to be small and balanced for efficient transport of photogenerated carriers in solar cell materials. In

methylammonium lead iodide perovskite (MAPbI3), effective masses of both electrons and holes

are very small, granting the material long-range ambipolar transport property.86 One method

to determine effective masses is to fit calculated band structures near band edges using the

equations 1
m∗ =

1
h̄2

∂2E
∂k2 . Visually, a more dispersive band indicates smaller effective mass. Another

method is to calculate through the semiclassical Boltzmann transport theory.62 Interestingly,
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Xiao et al. brought up the concept of electronic dimensionality, which can be used to understand

isotropic/anisotropic current flow and different effective masses in materials.87

Exciton binding energy is the energy needed to separate electron-hole pairs. A small

exciton binding energy is beneficial for exciton separation into free carriers in photovoltaics,

and a large one is beneficial for charge recombination to emit light. Exciton binding energy

in HT computational studies is usually approximated using the hydrogen-like Wannier-Mott

model, which sees it as an effective Rydberg: EB =
µ∗Ry
m0ε2

r
.62,88 In the equation, εr is the relative

dielectric constant. It is usually adopted by the high-frequency limit of the dielectric constant (ε∞)

contributed by electronic polarization and calculated using finite-electric field and Berry-phase

calculations.72

Halide perovskites have extremely high optical absorption coefficients, which greatly

contribute to their high efficiency as solar cell absorbers.65,89,90 The optical absorption coefficients

can be calculated using the equation:91

α(ω) =
√

2
ω

c

√√
ε1(ω)2 + ε2(ω)2− ε1(ω), (1.1)

where c is the speed of light, ω is the photon frequency, and ε1(ω) and ε2(ω) are the real

part and imaginary part of the complex dielectric function. ε1(ω) and ε2(ω) can be calculated

from ground-state electronic structure calculations.92,93 More accurate description of optical

properties requires GW approximation and the Bethe-Salpeter equation (BSE),94,95 which are

very time-consuming and usually beyond the scope of HT computational design.

Defect properties

Point defects could create non-radiative electron-hole recombination centers and dete-

riorate quantum efficiencies in solar cells and light emitters.16 Intrinsic point defects can be

categorized into vacancies, interstitials, and antisites. Taking a typical A-M-X ternary system as
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an example, there could be three types of vacancies (VA, VM, and VX ), three types of interstitials

(Ai, Mi, and Xi), and six types of antisites (AM, MA, AX , XA, MX , and XM). These defects should

be considered on all possible non-equivalent lattice sites when building models for calculations.

In calculations, defect tolerance level of optoelectronic materials can be evaluated by calculating

defect formation energy (E f ) and transition energy level (ε(q1/q2)) (Equations 1.2 and 1.3,

respectively).96

E f [Xq] = Etot [Xq]−Etot [bulk]−∑
i

niµi +qEF +Ecorr (1.2)

ε(q1/q2) =
E f (Xq1;EF = 0)−E f (Xq2;EF = 0)

q2−q1
(1.3)

In the equations, X denotes a defect, q denotes a charge state, Etot is total energy, µ is chemical

potential, and EF is Fermi energy. Ecorr is a correction term based on different theories and meth-

ods, including image charge correction, potential alignment correction, band filling correction,

etc.96–100 In a material, if defects with low formation energies do not create deep transition levels

and defects that create deep levels have high formation energies, the material is defect tolerant and

suitable for optoelectronic applications.93 HT calculations of charged point defects are possible

with reasonably sized supercells.62,93,101 There are also tools like PyCDT built for integrated

point defect calculations.99 Notably, linear and planar defects are usually out of the scope of HT

computational studies.

1.2.2 Prior Predictions for Perovskite Optoelectronics

As discussed above, the key materials properties for optoelectronics are computationally

accessible through descriptors. Therefore, it is viable to perform HT computational design of

halide perovskites and beyond for optoelectronics. In Table 1.1-1.4, we summarize HT research

examples classified by materials composition and structure of interest.
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Table 1.1: List of compounds in the search space of IVA element-based single perovskites
designed from high-throughput computational studies reviewed in this article: compound, lattice
system, space group, lattice parameters, bandgap, and experimental validation. In this and the
following tables: Symbols following compound formulas denote the specific optoelectronic
applications predicted: circles (©) denote photovoltaic applications, triangles (4) denote
light-emitting applications, and no symbol means that the prediction was targeted for general
optoelectronic applications. The lattice system and space group of most compounds refer to their
assumed structures (starting from which the compounds were constructed), and their optimized
structures do not always strictly belong to the same lattice system and space group, especially for
organic-inorganic hybrid compounds. For lattice parameters and bandgap, the values calculated
at the highest or most accurate level of theory in the reference are shown here. The experimental
validation is not an exhaustive list. Note that, for each compound, synthesis of its structural
isomer is not considered as its experimental validation.

Compound Lattice Space group Lattice parameters Eg (eV) Ref Experimental
system a (Å) b (Å) c (Å) validation

RbSnBr3 © Cubic – 5.87 5.87 5.87 2.26 102 103
CsSnBr3 © Cubic – 5.89 5.89 5.89 2.27 102 104
CsGeI3© Cubic – 5.99 5.99 5.99 1.93 102 105
CsGeI3© Cubic – – – – 1.15 62 105
CsGeBr3 © Cubic – – – – 1.64 62 106
HAGeBr3© Cubic – – – – 2.26 62 –
DAGeBr3 © Cubic – – – – 2.47 62 –
MAGeI3 © Cubic – 6.10 6.10 6.10 1.98 62 –
CsSnI3© Cubic – – – – 0.95 62 107, 108
CsSnBr3 © Cubic – – – – 1.53 62 104
CsSnCl3 © Cubic – – – – 2.14 62 109
MASnI3© Cubic – 6.26 6.26 6.26 1.26 62 107, 110, 111
MASnBr3© Cubic – – – – 2.00 62 111
FASnI3© Cubic – – – – 1.21 62 107, 112
EASnI3© Cubic – – – – 1.70 62 –
GASnI3© Cubic – – – – 1.78 62 –
DEASnI3 © Cubic – – – – 1.62 62 –
CsSnI3© – – – – – 0.95 113 107, 108
FASnI3© – – – – – 1.00 113 107, 112
CsSnBr3 © – – – – – 1.07 113 104
CsGeI3© – – – – – 1.28 113 105
MASnI3© – – – – – 1.43 113 107, 110, 111
CsGeBr3 © – – – – – 1.56 113 106
MAGeI3 © – – – – – 1.83 113 –
MASnBr3© – – – – – 1.89 113 111
MASiI3© – – – – – 1.44 113 –
MA0.75Cs0.25SnI3 © – – – – – 1.20 114 –
MA0.875Cs0.125SnI3 © – – – – – 1.18 114 –
MA0.75Rb0.25SnI3 © – – – – – 1.21 114 –
FA0.5Cs0.5SnI3 © – – – – – 1.11 114 –
FA0.5Rb0.5SnI3 © – – – – – 1.12 114 –
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Table 1.2: List of compounds in the search space of other element-based single perovskites
designed from high-throughput computational studies reviewed in this article. For each other
element-based single perovskite compound, experimental validation of its analogues with
different A-site cations is also included. † The structural optimization started from five unique
orthorhombic perovskite unit cells, and the resulting structures were not disclosed in reference.
‡ The bandgaps were given in color maps without explicit values.

Compound
Lattice

Space group
Lattice parameters

Eg (eV) Ref
Experimental

system a (Å) b (Å) c (Å) validation
CsMgI3 © † – – – – ‡ 115 –
CsVI3 © † – – – – ‡ 115 –
CsMnI3 © † – – – – ‡ 115 –
CsMnBr3© † – – – – ‡ 115 –
CsNiBr3© † – – – – ‡ 115 –
CsNiCl3© † – – – – ‡ 115 –
CsCdI3© † – – – – ‡ 115 –
CsCdBr3© † – – – – ‡ 115 –
CsCdCl3© † – – – – ‡ 115 –
CsHgBr3© † – – – – ‡ 115 –
CsHgCl3© † – – – – ‡ 115 –
CsHgF3 © † – – – – ‡ 115 –
CsGaCl3© † – – – – ‡ 115 –
CsInBr3 © † – – – – ‡ 115 116
CsInCl3 © † – – – – ‡ 115 116
MACa0.5Si0.5I3© Tetragonal I4/mcm 12.2 12.4 12.3 1.33 117 –
MACa0.125Si0.875I3© Tetragonal I4/mcm 12.1 12.6 12.5 1.54 117 –
MAZn0.5Si0.5I3© Tetragonal I4/mcm 12.4 12.9 12.7 1.89 117 –
MAAuI3© – – – – – 1.34 113 118
FAAuI3© – – – – – 1.38 113 118
MAAuBr3 © – – – – – 1.39 113 –
KFeI3© – – – – – 1.64 114 –
CsMn0.875Fe0.125I3© – – – – – 1.33 114 –
CsMn0.75Co0.25I3© – – – – – 1.50 114 –
MA0.5Cs0.5MnI3 © – – – – – 1.44 114 –
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Table 1.3: List of compounds in the search space of double perovskites designed from high-
throughput computational studies reviewed in this article. For each double perovskite compound,
experimental validation of its analogues with different A-site cations is also included. ⊗ denotes
negative experimental validation. * denotes that the bandgaps were calculated for two different
antiferromagnetic spin states.

Compound
Lattice Space Lattice parameters

Eg (eV) Ref
Experimental

system group a (Å) b (Å) c (Å) validation

Cs2CuSbCl6© Cubic Fm3m 10.52 10.52 10.52 1.82 73 ⊗75

Cs2CuSbBr6© Cubic Fm3m 11.07 11.07 11.07 1.24 73 ⊗75

Cs2CuBiBr6© Cubic Fm3m 11.17 11.17 11.17 1.51 73 ⊗75

Cs2AgSbBr6© Cubic Fm3m 11.37 11.37 11.37 1.67 73 119

Cs2AgSbI6© Cubic Fm3m 12.13 12.13 12.13 0.95 73 120

Cs2AgBiI6© Cubic Fm3m 12.24 12.24 12.24 1.32 73 121, 122

Cs2AuSbCl6© Cubic Fm3m 10.83 10.83 10.83 1.05 73 –

Cs2AuBiCl6© Cubic Fm3m 10.94 10.94 10.94 1.38 73 –

Cs2AuBiBr6© Cubic Fm3m 11.42 11.42 11.42 0.84 73 –

Cs2InSbCl6 © Cubic Fm3m 11.32 11.32 11.32 1.02 73 ⊗74

Cs2InBiCl6 © Cubic Fm3m 11.44 11.44 11.44 0.91 73 ⊗74

Cs2AgInBr6 © Cubic Fm3m 11.156 11.156 11.156 1.5 123 124

Rb2AgInBr6 © Cubic Fm3m 11.064 11.064 11.064 1.46 123 124

Rb2CuInCl6 © Cubic Fm3m 10.237 10.237 10.237 1.36 123 ⊗75

Cs2BiAg0.875Cu0.125Cl6© Cubic Fm3m – – – 1.9 77 –

Cs2BiAg0.75Cu0.25Cl6© Cubic Fm3m – – – 1.6 77 –

Cs2AgInBr6 © Cubic Fm3m 11.16 11.16 11.16 1.49 63 124

Cs2InAsBr6 © Cubic Fm3m 11.43 11.43 11.43 0.36 63 –

Cs2InBiCl6 © Cubic Fm3m 11.42 11.42 11.42 0.92 63 ⊗74

Cs2InBiBr6 © Cubic Fm3m 11.89 11.89 11.89 0.29 63 ⊗74

Cs2InSbBr6 © Cubic Fm3m 11.76 11.76 11.76 0.33 63 ⊗74

Cs2TlAsBr6 © Cubic Fm3m 11.58 11.58 11.58 1.23 63 –

Cs2TlAsI6© Cubic Fm3m 12.34 12.34 12.34 0.79 63 –

Cs2TlSbBr6 © Cubic Fm3m 11.90 11.90 11.90 1.11 63 –
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TABLE 1.3 Continued

Compound
Lattice Space Lattice parameters

Eg (eV) Ref
Experimental

system group a (Å) b (Å) c (Å) validation

Cs2InGaI6 © Cubic Fm3m 12.14 12.14 12.14 0.76 63 –

Cs2InInBr6© Cubic Fm3m 11.63 11.63 11.63 1.57 63 –

Cs2TlTlBr6 © Cubic Fm3m 11.74 11.74 11.74 1.07 63 –

Cs2NaMnCl6 Cubic Fm3m – – – 2.69/2.96* 64 –

Cs2KMnCl6 Cubic Fm3m – – – 3.30/3.30* 64 –

Cs2NaNiCl6 Cubic Fm3m – – – 1.78/2.08* 64 –

Cs2KNiCl6 Cubic Fm3m – – – 2.44/2.48* 64 –

Cs2GeSnI6© – – – – – 1.04 113 –

MA2SiSnI6© – – – – – 1.22 113 –

FA2GeSnI6 © – – – – – 1.24 113 –

Cs2GeSnBr6 © – – – – – 1.29 113 –

MA2GeSnI6 © – – – – – 1.56 113 –

FA2SiGeI6© – – – – – 1.66 113 –

MA2SiGeI6© – – – – – 1.82 113 –

MA2InBiI6© – – – – – 0.88 113 ⊗74

MA2InSbI6© – – – – – 1.01 113 ⊗74

FA2GaBiI6 © – – – – – 1.10 113 –

MA2GaBiI6 © – – – – – 1.16 113 –

MA2InBiBr6© – – – – – 1.18 113 ⊗74

FA2InBiI6© – – – – – 1.19 113 ⊗74

MA2GaSbI6 © – – – – – 1.21 113 –

Cs2GaBiI6© – – – – – 1.21 113 –

Cs2GaBiBr6 © – – – – – 1.29 113 –

MA2InSbBr6 © – – – – – 1.29 113 ⊗74

Cs2GaBiCl6© – – – – – 1.39 113 –

Cs2GaSbCl6© – – – – – 1.43 113 –

Cs2InBiBr6 © – – – – – 1.45 113 ⊗74
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TABLE 1.3 Continued

Compound
Lattice Space Lattice parameters

Eg (eV) Ref
Experimental

system group a (Å) b (Å) c (Å) validation

MA2GaPBr6 © – – – – – 1.64 113 –

MA2GaBiBr6© – – – – – 1.72 113 –

MA2GaSbBr6© – – – – – 1.77 113 –

MA2AgAuBr6© – – – – – 1.27 113 –

MA2CuAuBr6© – – – – – 1.29 113 ⊗75

MA2CuAuI6 © – – – – – 1.30 113 ⊗75

FA2AgAuI6 © – – – – – 1.35 113 –

Cs2RhInI6 © – – – – – 1.42 113 –

FA2RhInI6© – – – – – 1.63 113 –

MA2RhGaI6 © – – – – – 1.67 113 –

Cs2RhGaI6© – – – – – 1.68 113 –

Cs2RhInBr6 © – – – – – 1.76 113 –

MA2RhInBr6© – – – – – 1.83 113 –

MA2CuInI6© – – – – – 1.29 113 ⊗75

FA2AuGaI6 © – – – – – 1.44 113 –

MA2AuInI6© – – – – – 1.47 113 –

MA2AuGaI6 © – – – – – 1.50 113 –

MA2AgBiI6 © – – – – – 2.09 113 –

MA2CuBiI6 © – – – – – 2.11 113 ⊗75

DMAAg0.5Bi0.5I3 © – – – – – 1.53 114 121, 122

FAAg0.5Sb0.5Br3 © – – – – – 1.56 114 119

1.3 Summary

Organic-inorganic hybrid lead halide perovskites have emerged as stellar materials for

next-generation optoelectronics, but solutions to their critical issues and deep understanding
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Table 1.4: List of compounds in the search space of perovskite derivatives designed from
high-throughput computational studies reviewed in this article. For each perovskite-derived
compound, experimental validation of its analogues with different A-site cations is also included.

Compound Lattice Space group Lattice parameters Eg (eV) Ref Experimental
system a (Å) b (Å) c (Å) validation

RbSbI4 Rhombohedral R3c – – – 2.34 125 –
CsSbI4 Rhombohedral R3c – – – 2.34 125 –
K3Sb2I9 Hexagonal P3m1 – – – 2.04 125 126
Rb3Sb2I9 Hexagonal P3m1 – – – 2.07 125 126
Cs3Sb2I9 Hexagonal P3m1 – – – 2.13 125 126
Rb3In2I9 Hexagonal P63/mmc – – – 2.05 125 –
Cs3In2I9 Hexagonal P63/mmc – – – 2.12 125 –
Cs3Ga2I9 Hexagonal P63/mmc – – – 1.72 125 –
Cs4SnSb2I12© Monoclinic C2/m 8.72 8.72 15.13 1.50 127 –
Cs4GeSb2I12© Monoclinic C2/m 8.61 8.61 14.93 1.60 127 –
K4SnSb2Cl12 Monoclinic C2/m – – – 2.63 128 –
K4SnBi2Cl12 Monoclinic C2/m – – – 2.54 128 –
K4SnSb2Br12 Monoclinic C2/m – – – 2.17 128 –
Rb4SnSb2Cl12 Monoclinic C2/m – – – 2.45 128 –
Rb4SnBi2Cl12 Monoclinic C2/m – – – 2.43 128 –
Rb4SnSb2Br12 Monoclinic C2/m – – – 2.07 128 –
MA2GeBr4 4 Tetragonal I4/mmm 5.54 5.54 19.02 1.99 72, 93 –
MA2GeI4 ©4 Tetragonal I4/mmm 5.94 5.87 20.11 1.66 72, 93 –
MA2SnCl4 4 Tetragonal I4/mmm 5.56 5.48 18.35 2.49 72, 93 –
MA2SnBr4 ©4 Tetragonal I4/mmm 5.72 5.74 19.08 1.67 72, 93 –
MA2SnI4 © Tetragonal I4/mmm 6.12 6.11 20.00 1.42 72, 93 –
FA2SnBr4 ©4 Tetragonal I4/mmm 5.64 5.71 20.60 1.69 72, 93 –
AD2GeI4 4 Tetragonal I4/mmm 6.14 6.16 18.97 2.30 72, 93 –
AD2SnBr4 4 Tetragonal I4/mmm 5.87 5.86 18.09 2.51 72, 93 –
AD2SnI4 ©4 Tetragonal I4/mmm 6.22 6.21 19.17 1.87 72, 93 –
MA3In2I9 4 Hexagonal P3m1 8.23 8.31 11.00 2.18 72, 93 –
MA3Sb2Br9 4 Hexagonal P3m1 7.71 7.71 10.37 2.70 72, 93 –
MA3Sb2I9 ©4 Hexagonal P3m1 8.26 8.26 10.91 2.02 72, 93 129, 130
MA3Bi2I9© Hexagonal P3m1 8.35 8.35 11.00 1.82 72, 93 –
FA3Ga2I9 4 Hexagonal P3m1 7.94 8.25 11.83 2.17 72, 93 –
FA3In2Br9 4 Hexagonal P3m1 7.38 7.83 11.17 2.91 72, 93 –
FA3In2I9 4 Hexagonal P3m1 8.04 8.30 11.67 1.90 72, 93 –
FA3Bi2I9 ©4 Hexagonal P3m1 8.06 8.36 11.60 1.80 72, 93 131
AD3Sb2Br9 4 Hexagonal P3m1 8.30 8.36 9.55 2.52 72, 93 –
AD3Sb2I9 ©4 Hexagonal P3m1 8.69 8.77 10.20 1.91 72, 93 129, 130
AD3Bi2I9 © Hexagonal P3m1 8.78 8.84 10.26 1.80 72, 93 –
FA3Sb2I9 4 Hexagonal P63/mmc 8.02 8.32 23.18 2.54 72, 93 132, 133
AD3In2I9 4 Hexagonal P63/mmc 8.61 8.71 20.54 2.00 72, 93 –
MA2ZrI6 4 Tetragonal I4/mmm 8.18 8.19 12.37 2.60 72, 93 –
AD2HfI6 4 Tetragonal I4/mmm 8.47 8.46 12.17 2.89 72, 93 –
AD2SnBr6 4 Tetragonal I4/mmm 8.13 8.12 11.56 2.42 72, 93 –
AD2TeBr6 4 Tetragonal I4/mmm 8.29 8.30 11.18 2.71 72, 93 –
MA2SnI6© Cubic Fm3m 11.61 11.44 12.55 0.80 72, 93 134, 135
MA2TeI6 © Cubic Fm3m 11.67 11.51 12.58 1.77 72, 93 134
AD2TeI6© Cubic Fm3m 12.54 11.63 12.17 1.87 72, 93 –
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of their atomic-scale mechanisms require further first-principles computational studies. With

the goals of materials design, understanding, and optimization, we discuss our high-throughput

approaches and individual material properties investigation of halide perovskites and beyond for

optoelectronic applications. In Chapter 2, we demonstrate a unique high-throughput approach to

the discovery of stable hybrid halide perovskites and derivatives for solar cells and light-emitting

diodes. In Chapter 3, we investigated stability diagrams, defect tolerance, and optical absorption

of the selected hybrid halide compounds. In Chapter 4, we investigate spontaneous ferroelectric

dipole ordering of MA cations in MAPbI3 and strain and doping as tools to enhance the ordering.

In Chapter 5, we investigate epitaxial stabilization and strain effects in strained epitaxial growth

of α-FAPbI3. Finally, in chapter 6, we provide our perspectives and outlook on high-throughput

design of perovskite-related optoelectronics, and we summarize the results and conclusions in

this dissertation.
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Chapter 2

High-Throughput Computational Design

of Organic-Inorganic Hybrid Halide

Semiconductors beyond Perovskites for

Optoelectronics

As introduced in Chapter 1, organic-inorganic lead halide perovskites show great promise

in optoelectronic applications such as light-emitting diodes and solar energy conversion. However,

the poor stability and toxicity of lead halide perovskites severely limit their large-scale applications.

In this chapter, we show a high-throughput design of lead-free hybrid halide semiconductors with

robust materials stability and desired material properties beyond perovskites. On the basis of

24 prototype structures that include perovskite and non-perovskite structures and several typical

organic cations, a comprehensive quantum materials repository that contains 4507 hypothetical

hybrid compounds was built using large-scale first-principles calculations. After a high-throughput

screening of this repository, we have rapidly identified 23 candidates for light-emitting diodes

and 13 candidates for solar energy conversion. Our work demonstrates a new avenue to design of
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novel organic-inorganic functional materials by exploring a great variety of prototype structures.

2.1 Introduction

Organic-inorganic hybrid lead halide perovskites with a prototypical formula of MAPbI3

(MA=CH3NH3) are one emerging class of semiconductor materials with promising optoelectronic

applications including solar energy conversion and light-emitting diodes.1,5 This is mainly

attributed to their excellent materials properties such as tunable band gaps136, high charge carrier

mobility14, defect tolerance17, and low-temperature solution processability18. In spite of their

promising optoelectronic applications, particularly for solar energy conversion, the hybrid lead

halide perovskites are facing two major challenges including poor stability and presence of toxic

lead, which limits their large-scale applications.32,33 To overcome these challenges, one solution

is to search for novel hybrid materials with potentially superior properties beyond or like that of

lead-based hybrid halide perovskites.

Some prior experimental and computational efforts both have been made to explore

alternatives to lead halide perovskites. There are two major classes of candidates that are being

extensively studied. One class of candidates are Ge- and Sn-based halide perovskites with

various organic cations, but these materials usually have even lower stability than lead halide

perovskites.62 To enhance stability of Sn-based perovskites, some experimental approaches such

as the fabrication of low-dimensional structures137 and the encapsulation of device138 have been

proposed. In addition to Ge and Sn, Si mixed with other cations such as Ca/Si and Zn/Si with

different ratios were also tried.117 The other class of candidates are called double perovskites with

a chemical formula A2BB'X6 (A=Cs or organic cations; X=Cl, Br, or I), which can be regarded

as derivatives of single perovskite MAPbX3 but with Pb replaced by two different metal cations

(B=B+; B'=B3+).73,113,123,139–142 Early experimental demonstration of double perovskites for

optoelectronics include Cs-based inorganic double perovskites with Ag-Bi composition139–141

17



and the MA-based hybrid double perovskite with K-Bi composition.142 Nevertheless, most double

perovskites that are predicted to have good electronic properties often suffer from instability

issues such as phase separation or redox decomposition, e.g., Cs2InBiCl6 and Cs2InSbCl6,74

while double perovskites that can be synthesized usually show large indirect band gaps.139–142

Despite this, extensive research efforts are being made to search for novel double perovskites with

desired electronic properties and high stability, such as using high-throughput materials design

approach,73,113,123 towards lead-free perovskite optoelectronics.39,143,144

Notably, these prior efforts primarily focused on the single perovskite structure with a

stoichiometry of 1:1:3 or on the double perovskite with a stoichiometry of 2:1:1:6. Besides

perovskite structures, there exist in principles other organic-inorganic hybrid ternary metal halide

compounds with appropriate metal elements and the stoichiometry of component elements that are

more stable and even show better optoelectronic properties than the typical perovskite structures.37

As a proof of concept, Sb-based hybrid ternary compound, (MA)3Sb2ClxI9−x, has been prepared,

and the solar cell based on this material reached a power conversion efficiency over 2%;145 the

ternary silver bismuth iodides showed tunable optoelectronic properties upon sulfide modification

for photovoltaics.146 Therefore, it is worthwhile to explore non-perovskite ternary structures for

searching for alternatives to lead halide perovskites.

In this work, we have carried out a high-throughput computational design of novel

lead-free organic-inorganic ternary halide semiconductors for optoelectronic applications using

large-scale first-principles electronic structure calculations and have successfully identified 13

candidates for photovoltaic applications and 23 candidates for light-emitting applications. The

chemical formulas of selected candidates include A2BX4, A3B2X9, and A2BX6, in which A

= MA, FA, or AD, and X=Cl, Br, or I. All these candidates have robust materials stability,

appropriate band gaps, effective masses, and exciton binding energies for the optoelectronic

applications.
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2.2 Methods

The high-throughput first-principles calculations were performed using the automatic

framework AFLOW147 based on the Vienna Ab-initio Simulation Package (VASP).148 The pro-

jector augmented wave potentials, and the generalized gradient approximation (GGA) of the

exchange-correlation functional as parameterized by Perdew, Burek, and Ernzerholf (PBE) are

used in the DFT calculations.149 To properly describe the long-range dispersion interactions

between the organic molecules in the hybrid materials, two types of van der Waals (vdW) func-

tionals including DFT-D3150 and optB86b151 were carefully assessed for the prototype compound

MASnBr3, along with the standard PBE functional. As shown in Table A.1 of Appendix A,

our test calculations suggest that both vdW functionals give more accurate equilibrium lattice

parameters than the PBE functional while the DFT-D3 method shows a better match with the

experimental value than the optB86b and thus is used in our calculations. Structures are fully

relaxed with a convergence tolerance of 0.01 meV/atom. k-points grid of 0.05 Å−1 were automat-

ically set for relaxation of different structures. Accurate charge densities and density of states

are obtained in static calculations with a denser grid of 0.04 Å−1. Other computational settings

such as cutoff energy are managed by the AFLOW code that also generates appropriate entries

for the structural relaxation, static calculations, and the electronic band structure calculations

sequentially and automatically.147 The hybrid DFT calculations within Heyd-Scuseria-Ernzerhof

(HSE) formalism with 25% Hartree-Fock (HF) exchange are employed to predict accurate band

gaps for the candidate compounds.152,153 The parameter of 25% HF mixing constant was derived

from perturbation theory,152,153 which can generally yield close band gaps to the experiment and

is appropriate for a large number and variety of hypothetical compounds.73,123
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2.3 Results

2.3.1 Building Repository

Table 2.1: Structural properties of the CsxByXz compounds used to extract prototype structures.
Original inorganic compound, space group, ICSD number, and Pearson symbol. All the prototype
structures are available in the AFLOWLIB and/or Materials Project.

B+n Stoichi- Original Space ICSD Pearson
ometry Compound Group Number Symbol

B+1 1:1:2
Cs4Ag4Br8 Cmcm 150301 oS16

Cs2Ag2Cl4 P4/nmm 150300 tP8

1:2:3 Cs4Cu8Br12 Cmcm 49613 oS24

B+2

1:1:3

Cs1Sn1Br3 Pm3m 4071 cP5

Cs1Ge1Br3 R3m 80317 hR5

Cs3Mn3Cl9 R3m 2555 hR15

Cs4Ag4Cl12 I4/mmm 66067 tI20

Cs2Cd2Br6 P63mc 281176 hP10

Cs2Dy2Br6 P4/mbm 300285 tP10

Cs4Cr4I12 Pbcn 23383 oP20

Cs4Sn4I12 P21/m 14070 mP20

Cs4Cr4Cl12 C2/m 41802 mS20

Cs4Pb4I12 Pnma 161480 oP20'

2:1:4

Cs4Cd2Cl8 I4/mmm 16576 tI14

Cs8Pd4Cl16 Cmmm 95812 oS28

Cs4Hg2I8 P21/m 63110 mP14

Cs8Zn4Br16 Pnma 69139 oP28

2:3:8 Cs4Hg6I16 Cm 4074 mS26

1:2:5 Cs2Hg4Br10 P21/m 200751 mP16

B+3 3:2:9
Cs3Bi2Br9 P3m1 1142 hP14

Cs6Mo4Br18 P63/mmc 26213 hP28

B+4 2:1:6
Cs4Pd2I12 I4/mmm 280189 tI18

Cs8Pt4Br24 Fm3m 77381 cF36

Cs2CeCl6 P3m1 14339 hP9

As the first step, we built a quantum materials repository that contains hybrid halide
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perovskites and perovskite derivatives. To do this, we began by identifying all possible prototype

structures based on existing ternary metal halide compounds with a formula of CsxByXz from

the online quantum materials databases AFLOWLIB54 and Materials Project.58 The reason for

selecting Cs-contained compounds is as follows. The Cs cation has a large ionic radius that is

comparable with that of the organic cations such as MA, and thus it can be readily substituted by

organic cations to form organic-inorganic hybrid compounds. Note that one chemical formula

may correspond to different crystal structures, and only the most stable one was selected as a

prototype structure. As shown in Fig. A.1 of Appendix A, a total number of 24 unique prototype

structures were identified. Their complete structural information is listed in Table 2.1, including

space group, ICSD number, and Pearson symbol. The unique Pearson symbol is used to denote

these prototype structures. For example, the structure generated from the compound CsSnBr3

with a space group of Pm3m and an ICSD number of 4071 (identifed as CsSnBr3 ICSD 4071

in AFLOWLIB) is denoted using its Pearson symbol of cP5. The prototype structures cP5 and

tI20 (tP10) are the cubic and tetragonal perovskites, respectively, and the others are perovskite

derivatives. Note that two prototypes, CsCrI3 ICSD 23383 and CsPbI3 ICSD 161480, share the

same Pearson symbol of oP20, and to distinguish them, we denote the former with oP20, and the

later with oP20'.

After identifying the structure prototypes, we next generate hypothetical compounds by

placing various elements in the AxByXz formula. At A site, we put relatively small organic cations,

including MA (CH3NH3), FA (CH(NH2)2), AD ((CH2)2NH2)154, DMA (NH2(CH3)2), and EA

(C2H5NH3). At B site, we select elements with different valence states according to the different

stoichiometry of AxByXz. As shown in Table 2.1, there are three structure prototypes for B+, 16

prototypes for B2+, two prototypes for B3+, and three prototypes for B4+. B+-based prototypes

have two different stoichiometries (A:B:X=1:1:2 and 1:2:3); B2+-based prototypes have four

different stoichiometries (A:B:X=1:1:3, 2:1:4, 2:3:8, and 1:2:5); B3+-based prototypes only have

one stoichiometry (A:B:X=3:2:9); and B4+-based prototypes also only have one stoichiometry
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(A:B:X=2:1:6). A total number of 65 possible B-site elements with common valence states from

+1 to +4 were placed in the corresponding prototypes. The X site is occupied by I, Br, or Cl

ions. With the three sites combined in the 24 prototypes, a total number of 4507 hypothetical

compounds were generated. The electronic structure of all the compounds is computed in a

high-throughput fashion.

Quantum Materials Repository

Prototype Structures

…
#001 #002 #003 #023 #024

h𝒗

h𝒗

𝚫q
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Figure 2.1: Schematic diagram of the high-throughput screening process. A total number of
4507 compounds (AxByXz, A = MA/FA/AD/EA/DMA, X = I/Br/Cl) were generated from 65
kinds of B-site elements in 24 different crystal structures. Compounds with direct band gaps in
the visible spectrum range are kept for light-emitting materials, and compounds with band gaps
in 0.8-2.2 eV are kept for solar-cell materials. Compounds with effective masses greater than
1.5m0 are excluded. Compounds with a formation enthalpy higher than its most energetically
favorable competing phase by a value greater than 0.015 eV/atom are excluded. Compounds
containing toxic B-site elements are also excluded. Compounds that cannot maintain structural
integrity at room temperature are excluded. The selected candidates are all stable with respect
to decomposition by at least 0.03 eV/formula unit. Compounds with exciton binding energy
greater than 130 meV are excluded for solar-cell materials. 23 candidates for light-emitting
materials and 13 candidates for solar-cell materials were selected.

2.3.2 Screening Process

In terms of optoelectronic applications like solar cells and light emitters, there are several

common descriptors often used for high-throughput screening of target materials. These descrip-

tors include band gap, charge carrier effective masses, and decomposition enthalpy. Our detailed
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criteria for each descriptor are discussed as below:

(i) Band gap (Eg). We obtained band gaps using DFT calculations with two different

types of functionals: One is calculated with the standard GGA functional (EGGA
g ), and the other

is calculated with the hybrid functionals (EHSE
g )152. This is because the GGA functional often

underestimate band gaps, thus EGGA
g can only serve as a rough reference for screening; while

EHSE
g is much closer to the experimental value, as shown from previous calculations on halide

perovskites,73,92,123 and thus it can be used to select promising compounds more accurately. For

compounds that contain heavy elements with atomic number≥ 72, we also incorporated spin-orbit

coupling (SOC) to get more accurate Eg.85 Note that requirements for Eg are different in solar-cell

and light-emitter applications. For solar cells, the light-absorbing materials can have either direct

or indirect band gaps. The optimal band gap energy should be in the range from 0.8 to 2.2 eV. This

range is selected according to the relationship between Shockley-Queisser efficiency limit and

band gap energy.82 For light emitters, the energy of photons emitted by a light-emitting material is

approximately equal to the band gap energy of the material (Ephoton = Eg+kBT/2, kBT is thermal

energy). Therefore, for visible-light emission excluding short-wavelength violet light, we selected

materials with EHSE
g in the range from 1.65 to 3.0 eV. Note that this range partially overlap with

the range required for solar cell materials. The overlap demands discrimination in exciton binding

energy of the materials with Eg in 1.65 - 2.2 eV to decide their proper applications, which will

be discussed in (vii). In terms of band gap type, direct band gaps are required for a high photon-

emission efficiency.5 This is because a direct band gap greatly promotes radiative recombination

of electron-hole pairs, which results in more photons emitted. In contrast, for an indirect-band

gap material, radiative recombination is much less likely because phonons are required in the

process.155,156 Therefore, indirect transition is detrimental to light-emitting materials. As the

opposite process to the carrier-recombination and photon-emission in light-emitting materials, the

light-absorption and electron-excitation process in solar-cell materials is also adversely affected

by indirect transition with the same mechanism. However, the poor absorption and excitation
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can be compensated by increasing the thickness of absorbing layer made of indirect-band gap

material, as long as the material has a long minority carrier diffusion length to guarantee carrier

separation and collection across the solar cell device.156–158 For example, silicon (indirect band

gap) absorbers are made much thicker than GaAs (direct band gap) absorbers to absorb more

light, and long minority diffusion length of Si ensures photogenerated carriers to cross the device

before recombination.

(ii) Electron and hole effective masses (m∗e and m∗h). Small and balanced carrier effective

masses are required for both solar cells and light emitters. This is because the photovoltaic and

electroluminescence processes both require efficient carrier transport, which is beneficial for

charge separation in solar cells and charge recombination in light emitters.159 m∗e and m∗h are

calculated by fitting band structures near the band edges according to the equations: 1
m∗e

= 1
h̄2

∂2EC
∂k2 ,

and 1
m∗h

= 1
h̄2

∂2EV
∂k2 . That is, m∗e is derived from the curvature of the bottom conduction bands near

the conduction band minimum (CBM) and m∗h is derived from the curvature of the top valence

bands near the valence band maximum (VBM). Note that the CBM (VBM) involves two reciprocal

paths in the high-throughput electronic structure calculations, and only the smaller value of m∗e

(m∗h) is used as the materials descriptor for the anisotropic materials. This is because the such

values can best represent the charge transport potential that can be utilized in experiments.137

Meanwhile, to provide more detailed information on the effective masses near the band edges, we

also listed effective masses along the major directions for the anisotropic candidates in Table A.2

of Appendix A. In addition, to obtain more accurate m∗e and m∗h for compounds containing heavy

elements (atomic number ≥ 72), the spin-orbit-coupling was included in our electronic structure

calculations. In this work, a common upper limit of 1.5m0 was used as the screening criterion

(m∗e ≤ 1.5m0, m∗h ≤ 1.5m0).113

(iii) Formation enthalpy difference (∆Hdi f f
f ). As shown in Table 2.1, one stoichiometry

may correspond to several different prototype structures. This means that there might exist

several competing phases for the same composition in the same stoichiometry. For example,
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the well-known MAPbI3 corresponds to 10 hypothetical compounds as competing phases of

each other. To select compounds that can be synthesized in experiments, we define ∆Hdi f f
f as

the calculated formation enthalpy difference between each compound and its most energetically

favorable competing phase of the same composition and stoichiometry. This is because different

stoichiometries can usually be achieved by using precursors of different molar ratios when synthe-

sizing compounds .160–163 For example, both MACdBr3 and MA2CdBr4 have been synthesized

via an appropriate control of stoichiometry.164 All compounds with ∆Hdi f f
f ≤ 0.015 eV/atom

were selected as synthesizable compounds. This criterion comes from the MAPbI3 example. For

MAPbI3, the tetragonal perovskite (tI20) phase is often synthesized in experiments1,165, while

our calculations show that oP20' is the structure with the lowest energy instead of tI20. tI20 for

MAPbI3 has a ∆H f higher than the most stable oP20' by ∆Hdi f f
f = 0.015 eV/atom. This indicates

that compounds with such a small ∆Hdi f f
f can be experimentally synthesized.

(iv) Decomposition enthalpy (∆Hd). To ensure stability of selected compounds with

respect to decomposition, ∆Hd should be positive for all possible decomposition pathways. In

this work, we calculated phase separation of compounds into binary products (AxByXz→ AX

+ BXn), as well as redox decomposition pathways. The pathway with the lowest ∆Hd for each

compound is used to determine its stability. We set the criterion as ∆Hd > 0.03 eV/f.u. to ensure

relatively high stability of selected compounds.

(v) Compounds with toxic B-site elements (As, Cd, Hg, Tl, Pb) were removed. In addition,

because the compositions of our selected perovskite compounds (B = Ge/Sn/Au/Ag/Cu) have all

been discovered in prior studies, we excluded all perovskites in the final list.

(vi) Structural integrity at room temperature. To evaluate room-temperature structural

stability of candidate materials, ab-initio molecular dynamics (AIMD) calculations were carried

out at 300K within the van der Waals correction using DFT-D3 method.150 The entire molecular

dynamics simulation lasted 5 ps with a time step of 1 fs using the Nosé-Hoover method. The

supercells of 2×2×1 unit cell for the tI14, tI18, hP14, and hP28 structures and the conventional
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Figure 2.2: Total energy during 5ps ab-initio molecular dynamics (AIMD) simulations at 300K
for two representative hybrid materials: (a) (MA)3In2I9 (hP14) and (b) (MA)2ZrI6 (tI18).

unit cell for cF36 structure were used. As shown in Figure 2.2 for two representative compounds

(MA)3In2I9 and (MA)2ZrI6, the calculated total energies as a function of time during the 5ps

simulation time are oscillating within a rather narrow energy range and the selected geometrical

structures at 2, 3, and 4ps all exhibit an ordered crystalline phase, indicating their structural

integrity at room temperature.80 Otherwise, the candidate materials are not stable at room

temperature and will be excluded from the final list. The calculated time-dependent total energies

for all the final candidate materials are shown in the Fig. A.2-A.6 of Appendix A.

(vii) Exciton binding energy (EB). EB is the energy required to separate electron-hole

pairs (excitons) into free carriers. It is critical to the electron-hole separation and recombination
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processes in solar cells and light emitters, respectively. A small EB is beneficial for separation

of photogenerated electron-hole pairs in solar cells, but detrimental to charge recombination in

light emitters; while a large EB inhibits separation but promotes recombination. Therefore, EB

discriminates photovoltaic and electroluminescence applications for our final candidates. In this

study, we use the hydrogen-like Wannier-Mott model to calculate EB as an effective Rydberg:62

EB =
µ∗Ry

m0ε2
r

(2.1)

It is dependent on effective mass ( µ∗
m0

) and screening effect on Coulomb interaction between

electrons and holes (represented by relative dielectric constant, εr). The high-frequency limit of

dielectric constant (ε∞), which is solely contributed by electronic polarization, is adopted as εr,

and it is obtained by finite-electric field and Berry-phase calculations. The calculated exciton

binding energy of some compounds are anisotropic depending on their crystal structures. We take

averaged value of exciton binding energies along three directions as the descriptor (EB = 1
3(E

xx
B +

Eyy
B +Ezz

B )). Our calculations for tetragonal MAPbI3 (tI20) with spin-orbit-coupling interactions

yield an EB about 72 meV, which is comparable to the experimental value (50 meV).166 In this

work, we set the criterion at EB ≤ 130 meV for solar-cell materials to include more promising

candidates. Such relatively small EB values are comparable to thermal energy (kBT ) at solar-cell

operating temperatures and are beneficial for easy dissociation of photogenerated electron-hole

pairs before they recombine. For light-emitting materials, we use intrinsic EB of our candidates

as a reference instead of a selection criterion. This is because light-emitting materials like

perovskites are usually prepared in nanocrystals to enlarge EB,5 and materials with intrinsic small

EB can also be utilized in actual applications.

The above screening process is summarized in Figure 2.1. The screening gives us 23 final

candidates for light emitters (Table 2.2) and 13 final candidates for solar cells (Table 2.3). Among

these final candidates, 7 compounds are suitable for both applications.
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Besides the seven materials descriptors discussed above, some other materials parame-

ters such as defect tolerance and light absorption are also closely related to the optoelectronic

properties. An ideal defect tolerance should have following property: intrinsic defects with low

formation energies do not induce deep gap states, while those creating deep gap states have

high formation energies.62,167–169 Such defect tolerance prevents the undesired recombination of

photoexcited electrons and holes. A complete defect property study requires considerations of all

the possible defects, such as various types of anionic and cationic vacancies, anti-sites defects,

and interstitial defects, and even charged defects, in each candidate, which is beyond the scope of

this high-throughput screening study. Moreover, our screening process already limits the final

candidates to a very small and specific structural and compositional space out of the comprehen-

sive materials repository of over 4500 compounds, and some predicted materials (including their

inorganic analogues) have been demonstrated in recent experiments for optoelectronic applica-

tions (see Table 2.2 and 2.3), indicating a robust credibility of our high-throughput screening

approach. As for the light absorption property, as discussed in previous studies, it is largely

dependent on the bonding characteristic, band-gap type and values, and band dispersion,73,170

which have been partially addressed in the screening process and will be discussed later with the

electronic structures for the final candidates.

2.4 Discussion

2.4.1 Composition and Structure

In this section, we discuss crystal structure and composition of the selected compounds.

Table 2.2 and Table 2.3 show all the final candidates for light-emitting and photovoltaic materials,

respectively. The final candidates based on different organic A cations take the same structures

and contain similar B and X elements. Note that EA- and DMA-based compounds are not

included in the final lists, because they show relatively low decomposition enthalpy compared
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to their MA/FA/AD analogues according to our calculations. All the final candidates adopt five

out of the 23 prototype structures, with their Pearson numbers being tI14, hP14, hP28, tI18, and

cF36, see their structural illustrations in Figure 2.3a-d and Figure A.1 of Appendix A. The B sites

in the five structures correspond to ions of different valence states from +2 to +4, and they greatly

determine the compositions of the final candidates. Below we discuss the selected compounds in

the order of their B-site valence states.

The B2+ candidates all take the tI14 structure (Figure 2.3a) with a chemical formula of

A2BX4. tI14 consists of corner-sharing octahedra in a two-dimensional (2D) arrangement. B-site

elements of selected tI14 compounds include Ge and Sn. Note that Sn2+ or Ge2+ oxidation states

are metastable and are prone to be oxidized to +4, which could raise concerns about their oxidation

stability. However, recent experimental137 and computational92 studies both indicate that the

2D hybrid perovskites based on Sn2+ or Ge2+ show enhanced materials stability compared to

the 3D perovskites because of their low-dimensional structural feature, and the low-dimensional

structure effectively prevents the oxidation of Sn2+ during the film fabrication.137 Interestingly,

unlike traditional perovskites, crystal structure of screened tI14 compounds resemble that of the

2D hybrid perovskites, implying a robust stability of these candidate materials. Moreover, even

for traditional perovskites containing Sn2+ or Ge2+, some experimental techniques are actively

proposed to improve their stability and to prevent the oxidation, such as using encapsulation of

devices,138 and the solar cells based on MASnI3 perovskites have been demonstrated with an

efficiency around 6%.110,111 In addiation, it is worth mentioning that some other tI14 compounds

have been synthesized and proposed for solar cells in prior experiments, including MA2CuX4
171

and MA2PdCl(Br)4
161,162. Our calculations show that these compounds have large m∗h, and we

excluded them according to the m∗h ≤ 1.5m0 criterion. Our calculation results of large m∗h are

also in good agreement with the reduced charge mobility and very low device efficiency observed

in the above experimental studies. Notably, Zn and Mg-based tI14 compounds show excellent

optoelectronic properties in our calculations, but they were excluded due to large ∆Hdi f f
f .117
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Table 2.2: Properties of selected hybrid halide compounds for light-emitting materials: com-
pound, Pearson symbol of the prototype structures, equilibrium lattice parameters (in Å),
calculated band gaps (in eV) from GGA-PBE (EGGA

g ) and HSE (EHSE
g ) approaches, band gap

type and k-point position from VBM to CBM, electron (hole) effective mass m∗e (m∗h) (in m0)
near the CBM (VBM), reduced effective mass (µ∗) (in m0), average of exciton binding energies
on xx, yy, and zz directions (EB), and decomposition enthalpy (∆Hd , in eV/f.u.). In this and the
next Table, † denotes the calculations with spin orbit coupling; ‡ denotes compounds that are
suitable for both light-emitting and solar-cell materials; and ∗ indicates experimental validation
of the hybrid compound or its inorganic analogue for optoelectronics.

Compound
Pearson Lattice Parameters

EGGA
g EHSE

g
Eg kV BM →

m∗e m∗h µ∗ EB ∆Hd
Symbol a b c Type kCBM

(MA)2GeBr4 tI14 5.54 5.54 19.02 1.40 1.99 D S - S 0.06 0.12 0.04 31.47 0.33

‡(MA)2GeI4 tI14 5.94 5.87 20.11 1.21 1.66 D S - S 0.11 0.11 0.06 35.22 0.24

(MA)2SnCl4 tI14 5.56 5.48 18.35 1.80 2.49 D S - S 0.55 0.19 0.14 157.62 0.25

‡(MA)2SnBr4 tI14 5.72 5.74 19.08 1.11 1.67 D S - S 0.11 0.10 0.05 37.33 0.23

(MA)3In2I9 hP14 8.23 8.31 11.00 1.34 2.18 D Γ - Γ 0.40 0.61 0.24 200.96 0.93

(MA)3Sb2Br9 hP14 7.71 7.71 10.37 2.07 2.70 D Γ - Γ 0.33 0.41 0.18 126.79 1.04

‡(MA)3Sb2I9*129 hP14 8.26 8.26 10.91 1.52 2.02 D Γ - Γ 0.21 0.31 0.13 53.67 0.75

(MA)2ZrI6 tI18 8.18 8.19 12.37 1.68 2.60 D Γ - Γ 0.74 0.98 0.42 306.27 0.77

‡(FA)2SnBr4 tI14 5.64 5.71 20.60 1.15 1.69 D S - S 0.61 0.09 0.08 57.66 0.03

(FA)3Ga2I9 hP14 7.94 8.25 11.83 1.27 2.17 D A - A 0.61 1.17 0.40 374.59 0.90

(FA)3In2Br9 hP14 7.38 7.83 11.17 1.79 2.91 D Γ - Γ 0.52 0.60 0.28 351.69 0.69

(FA)3In2I9 hP14 8.04 8.30 11.67 1.06 1.90 D Γ - Γ 0.40 0.38 0.19 156.31 0.71

‡(FA)3Bi2I9*131 hP14 8.06 8.36 11.60 1.79 1.80† D Γ - Γ 0.28† 0.58† 0.19† 96.88 0.56

(FA)3Sb2I9*132 hP28 8.02 8.32 23.18 1.97 2.54 D M - M 0.39 0.68 0.25 155.23 0.79

(AD)2GeI4 tI14 6.14 6.16 18.97 1.74 2.30 D S - S 0.14 0.45 0.11 71.77 0.12

(AD)2SnBr4 tI14 5.87 5.86 18.09 1.78 2.51 D S - S 0.43 0.34 0.19 150.24 0.22

‡(AD)2SnI4 tI14 6.22 6.21 19.17 1.33 1.87 D S - S 0.15 0.25 0.09 48.21 0.30

(AD)3Sb2Br9 hP14 8.30 8.36 9.55 1.90 2.52 D Γ - Γ 0.39 0.43 0.20 151.96 1.43

‡(AD)3Sb2I9 hP14 8.69 8.77 10.20 1.43 1.91 D Γ - Γ 0.26 0.31 0.14 61.17 1.06

(AD)3In2I9 hP28 8.61 8.71 20.54 1.13 2.00 D Γ - Γ 0.50 1.11 0.34 270.00 0.94

(AD)2HfI6 tI18 8.47 8.46 12.17 2.07 2.89† D Γ - Γ 1.28† 0.80† 0.49† 431.53 0.93

(AD)2SnBr6 tI18 8.13 8.12 11.56 1.36 2.42 D Γ - Γ 0.51 1.24 0.36 483.68 0.90

(AD)2TeBr6 tI18 8.29 8.30 11.18 2.14 2.71 D Γ - Γ 1.14 0.97 0.52 533.26 0.99
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The B3+ candidates take two different crystal structures, hP14 and hP28, both with the

formula of A3B2X9 (Figure 2.3b and 2.3c, respectively). Their difference lies in microscopic

structure units. hP14 consists of corner-sharing octahedra in 2D corrugated layers, while hP28

consists of face-sharing octahedra in zero-dimensional (0D) dimers. As competing phases of each

other, hP14 and hP28 for the same composition usually have pretty close total energies. To decide

which structure stays in the final list, we first followed our criterion for selecting stable competing

phases (∆Hdi f f
f ≤ 0.015 eV/atom), and then kept the one with more suitable electronic properties

for light-emitter or solar-cell applications. hP14 is usually more favorable due to higher electronic

dimensionality87, but hP28 gives more appropriate properties for some compositions according to

our calculations. For example, hP28 MA3Sc2I9 yields a direct band gap of proper energy, while

hP14 yields an indirect band gap out of the optimal range. In fact, halogen substitution has been

demonstrated to lead to phase transition between hP14 and hP28 for A3B2X9 compounds145.

The B3+ elements of the selected compounds contain Ga, In, Sb, and Bi. Interestingly, some

compounds in hP28 (Cs3Bi2I9, MA3Bi2I9, and MA3Sb2I9) and hP14 (Cs3Sb2I9 and Rb3Sb2I9)

have been fabricated for photovoltaic applications in prior experiments.37 Accordingly, this class

of materials, particularly the new compounds discovered in this work, hold great promise with

intrinsic high stability and non-toxicity for the optoelectronic applications.

The B4+ candidates adopt two very similar structures, tetragonal tI18 and cubic cF36

(Figure 2.3d and Figure S1p, respectively). These two structures have the same formula of A2BX6

and can convert to each other through phase transition.172 They both consist of 0D isolated BX6

octahedra. According to our screening, promising B-site elements in these structures include

Zr, Hf, Sn, and Te. Cs2SnI6 and Cs2TeI6 (cF36) have been incorporated in solar cell devices.134

These compounds were demonstrated to have high air and moisture stability, proper band gaps,

and good electron conductivity. Interestingly, it is noted that Cs2PdBr6 (cF36) has also been

synthesized and shows promising properties and high stability;163 its hybrid analogue MA2PdBr6

(cF36) was not selected in our list because of a large m∗h of 1.98m0.
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2.4.2 Electronic Structures

In this section, we discuss electronic band structures and atomic orbital projected density

of states (PDOS) of representative candidates to reveal electronic properties of all selected

compounds. This is because compounds of each prototype structure have common attributes

in electronic structures. We selected (MA)2GeI4, (MA)3In2I9, (FA)3Sb2I9, and (MA)2ZrI6 to

represent selected compounds of the prototype structures tI14, hP14, hP28, and tI18, respectively.

Note that example of cF36 compounds is not shown here because cF36 is very similar to tI18.

Figure 2.3a’-d’ and 2.3a”-d” show the band structures and PDOS of the four representative

candidates. The calculated band gap and effective masses data for all final candidates is listed in

Table 2.2 and Table 2.3.

Table 2.3: Properties of selected hybrid halide compounds for solar-cell materials.

Compound
Pearson Lattice Parameters

EGGA
g EHSE

g
Eg kV BM →

m∗e m∗h µ∗ EB ∆Hd
Symbol a b c Type kCBM

‡(MA)2GeI4 tI14 5.94 5.87 20.11 1.21 1.66 D S - S 0.11 0.11 0.06 35.22 0.24

‡(MA)2SnBr4 tI14 5.72 5.74 19.08 1.11 1.67 D S - S 0.11 0.10 0.05 37.33 0.23

(MA)2SnI4 tI14 6.12 6.11 20.00 0.97 1.42 D S - S 0.18 0.10 0.06 33.81 0.30

‡(MA)3Sb2I9*129 hP14 8.26 8.26 10.91 1.52 2.02 D Γ - Γ 0.21 0.31 0.13 53.67 0.75

(MA)3Bi2I9 hP14 8.35 8.35 11.00 1.85 1.82† I A - Γ 0.41† 0.62† 0.25† 124.88 0.59

(MA)2SnI6*134 cF36 11.61 11.44 12.55 0.09 0.80 D Γ - Γ 0.22 1.16 0.18 94.82 0.43

(MA)2TeI6*134 cF36 11.67 11.51 12.58 1.27 1.77 I Γ - L 0.25 1.24 0.21 104.21 0.78

‡(FA)2SnBr4 tI14 5.64 5.71 20.60 1.15 1.69 D S - S 0.61 0.09 0.08 57.66 0.03

‡(FA)3Bi2I9*131 hP14 8.06 8.36 11.60 1.79 1.80† D Γ - Γ 0.28† 0.58† 0.19† 96.88 0.56

‡(AD)2SnI4 tI14 6.22 6.21 19.17 1.33 1.87 D S - S 0.15 0.25 0.09 48.21 0.30

‡(AD)3Sb2I9 hP14 8.69 8.77 10.20 1.43 1.91 D Γ - Γ 0.26 0.31 0.14 61.17 1.06

(AD)3Bi2I9 hP14 8.78 8.84 10.26 1.79 1.80† I M - Γ 0.38† 0.48† 0.21† 109.24 0.94

(AD)2TeI6 cF36 12.54 11.63 12.17 1.24 1.87 I Γ - L 0.27 1.09 0.22 120.85 0.93

(MA)2GeI4, representing the tI14 candidates with B2+ cations, shows a direct band gap of
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1.66 eV at S point (Figure 2.3a’). Bands near the conduction band minimum (CBM) and valence

band maximum (VBM) are very dispersive, yielding small m∗e and m∗h of both 0.11m0. Its PDOS

shows that conduction band (CB) is mainly contributed by Ge 4p orbitals while valence band

(VB) is mostly derived from I 5p and Ge 4s orbitals (Figure 2.3a”).

(MA)3In2I9, as an example of the hP14 candidates, shows a direct band gap of 2.18 eV at

Γ point (Figure 2.3b’). Near the band edges, it has a m∗e of 0.40m0, and a m∗h of 0.61m0. Its VB is

derived from In 4d and I 5p orbitals, and the CB is derived from In 5s and I 5p orbitals (Figure

2.3b”). (FA)3Sb2I9, as an example of hP28 candidates, shows a direct band gap of 2.54 eV at M

point (Figure 2.3c’). The m∗e and m∗h were calculated to be 0.39m0 and 0.68m0, respectively. Its

VB consists of Sb 5s and I 5p orbitals, and the CB consists of Sb 5p and I 5p orbitals (Figure

2.3c”). These two candidates both contain B3+ cations but adopt different prototype structures. To

discuss dependence of electronic structures on crystal structures, we compare the two candidates’

valence bands on two parts of the hexagonal k-path. On the Γ-A k-path, both the hP14 and

hP28 candidates show non-dispersive valence bands and large m∗h. Γ-A corresponds to [001]

direction for the hexagonal lattice in real space, and large calculated m∗h on Γ-A indicates poor

hole transport along [001]. This agrees well with poor octahedral connectivity along [001] in

the hP14 and hP28 structures (Figure 2.3b and 2.3c). On the M-K k-path, valence bands of the

hP14 candidate is much more dispersive than those of hP28 candidate. This is because M-K

corresponds to real-space direction in (001) plane, and the 2D connectivity in hP14 is much

more beneficial for hole transport than the 0D connectivity in hP28. Notably, compounds in

both of these structures have rather indistinct VBMs, making the band gap types ambiguous.

For light-emitting applications, the band gaps become more distinctly direct due to quantum

confinement when the compounds are synthesized as nanocrystals.173,174

(MA)2ZrI6, representing the tI18 candidates with B4+ cations, shows a distinct direct

band gap of 2.60 eV at Γ point, with very dispersive bands near the band edges (Figure 2.3d’).

Its PDOS shows that both VB and CB are mainly contributed by Zr 4d and I 5p orbitals (Figure
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2.3d”). As mentioned, B4+-based compounds in the tI18 and cF36 structures consist of isolated

octahedra, and their B-X bonds are not well connected in a 3D manner. However, the BX6

octahedra are in close proximity to each other, making it possible for tI18 and cF36 compounds

to possess appropriate band gaps and effective masses for the optoelectronic applications37.

Interestingly, the previously synthesized Cs2SnI6 (cF36) shows large m∗h, which is not suitable for

photovoltaics.134 Our screening results of novel tI18 and cF36 compounds show more suitable

properties, especially small and balanced carrier effective masses, and hold great promise for

applications in light emitters and solar cells.

(MA)2GeI4 (MA)3In2I9 (FA)3Sb2I9 (MA)2ZrI6(a) (b) (c) (d)
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Figure 2.3: Representative candidates and their prototype structures: (a) (MA)2GeI4 in tI14, a
tetragonal structure consisting of layers of corner-sharing BIIX6 octahedra, (b) (MA)3In2I9 in
hP14, a hexagonal structure consisting of corrugated layers of corner-sharing BIIIX6 octahedra,
(c) (FA)3Sb2I9 in hP28, a hexagonal structure consisting of dimers of face-sharing BIIIX6
octahedra, and (d) (MA)2ZrI6 in tI18, a tetragonal structure consisting of isolated BIV X6
octahedra. Their calculated electronic band structures are shown in (a’-d’) and atomic orbital
projected density of states with HSE06 correction are shown in (a”-d”).
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2.5 Conclusion

In summary, we have demonstrated a high-throughput approach to the discovery of hybrid

halide compounds beyond perovskites for optoelectronic applications. The discovery process

has screened a comprehensive quantum materials repository containing 4507 hybrid compounds

using a series of electronic and energetic descriptors including difference of formation enthalpy,

decomposition enthalpy, band gap, charge carrier effective masses, and exciton binding energy

to select promising candidates for optoelectronic applications. A total number of 23 candidates

for light-emitting diodes and 13 candidates for solar energy conversion were selected. These

candidates adopt five prototype structures, including tetragonal structure consisting of layers of

corner sharing BIIX6 (tI14), hexagonal structure consisting of corrugated layers of corner-sharing

BIIIX6 (hP14), hexagonal structure consisting of dimers of face-sharing BIIIX6 (hP28), tetragonal

structure consisting of isolated BIV X6 (tI18), and cubic structure consisiting of isolated BIV X6

(cF36). The tI14 candidates contain BII=Ge, Sn; the hP14 and hP28 candidates contain BIII=Ga,

In, Sb, Bi; and the tI18 and cF36 candidates contain BIV =Zr, Te, Sn, and Hf. It is important to

note that this approach is transformative to the discovery of other types of functional materials.
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Chapter 3

Stability Diagrams, Defect Tolerance, and

Absorption Coefficients of Hybrid Halide

Semiconductors: High-throughput

First-principles Characterization

On the basis of the 29 selected hybrid halide compounds from Chapter 2, in this chapter,

we report a systematic computational study of the stability diagram, defect tolerance, and optical

absorption coefficients for these candidate materials using high-throughput first-principles cal-

culations. We take two exemplary compounds, MA2SnI4 and MA3Sb2I9, as examples to show

the computational process and to discuss in detail. This work is expected to provide a detailed

guide for further experimental synthesis and characterization, with the potential to develop novel

lead-free optoelectronic devices.
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3.1 Introduction

The organic-inorganic hybrid halide perovskites have emerged as one important class

of semiconductor materials for various types of optoelectronic applications such as solar cells

and light emitting diodes because of their low-temperature solution-based fabrication techniques

and excellent optoelectronic properties.2,3,10,11,175,176 As proof of example, the power conversion

efficiency (PCE) of the perovskite-based solar cells at lab-scale testing has rapidly increased

from 3.8% to 25.2% in the past few years.177 This is mainly attributed to their exceptional

optoelectronic properties such as tunable bandgaps, high absorption coefficient, long carrier

diffusion length and lifetime, strong defect tolerance, and high carrier mobility.4,12,13,15,92,167,178

In spite of the exceptional properties, it is still of urgent demand to search for stable

and non-toxic alternative hybrid materials because of low stability and presence of toxic lead in

the halide perovskite.11 Some great research efforts have been made to search for new halide

perovskites materials using high-throughput materials design approach,35,62,63,73,80,113–115,123,125

though nearly all of them are focusing on either purely inorganic perovskites or several limited

number of hybrid perovskite structures (cubic structure or its distorted derivatives). This is mainly

due to great computational challenges caused by the structural complexity of the hybrid structures

in the large-scale first-principles calculations. It is also worth noting that quantitative physical

properties of hybrid perovskites cannot be directly derived from their inorganic bulk analogs.

In our recent work, instead of focusing on the prototype perovskite structure, we have car-

ried out a systematic investigation of all the possible hybrid halide materials on the basis of the 24

prototype structures and five relatively small organic cations using high-throughput computational

materials design approach.72 By employing a group of combinatorial material descriptors that

covers the critical features of electronic band structures, several energetic parameters, structural

integrity at room-temperature, and exciton binding energies, we have successfully identified 13

candidates for solar energy conversion and 23 candidates for light-emitting diodes (a total number
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of 29 hybrid compounds) in five different types of crystal structures out of a quantum materials

repository of 4507 hybrid halide materials.72

In this work, to provide a more detailed guide for the experimental synthesis and char-

acterization, we systemically studied the stability diagrams, defect tolerance, and absorption

coefficients for the identified 29 promising hybrid halide materials. To do this, we first calculated

thermodynamically stable ranges for all these compounds and considered non-equivalent lattice

sites in each compound for building defect structures. A total number of about 5000 defect struc-

tures (including neutral and charged) were computed to analyze the defect transition energy levels

using high-throughput first-principles calculations. The absorption coefficients were calculated

from the dielectric function. For convenience, two representative compounds, MA2SnI4 and

MA3Sb2I9, were selected for discussing the computational and analysis process. The calculated

stability diagrams, defect formation energies and transition levels, and absorption coefficients for

all the 29 compounds are presented in Appendix B.

3.2 Methods

The automatic framework AFLOW147 based on the Vienna Ab-initio Simulation Package

(VASP)179 was used for the high-throughput first-principles Density Functional Theory (DFT)

calculations. The Projector Augmented Wave (PAW) pseudopotentials were used for describing

electron-ion interactions,180 and the Generalized Gradient Approximation (GGA) parametrized by

Perdew, Burke, and Ernzerhof (PBE) was used for treating electron-electron exchange-correlation

functional.83 The van der Waals (vdW) functional DFT-D3 is incorporated to properly describe the

long-range dispersion interactions between the organic molecules.150 k-points grid of 0.05 Å−1

were automatically set for structural relaxation with a convergence tolerance of 0.01 meV/atom,

and a denser grid of 0.04 Å−1 was used in static calculations. Other computational settings such as

the cutoff energy (the highest value of the pseudopotentials) were managed by the AFLOW code
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that generates appropriate entries for the structural relaxation and static calculations sequentially

and automatically.147 The supercell model (with more than 40 atoms) was built for each material

system to study defect properties, in which the supercell size was determined based on the

convergence tests for the formation energy of iodine vacancy, see Figure B.1 and Table B.1

in Appendix B. Our calculations indicate that the supercell with more than 40 atoms is large

enough to produce converged defect formation energy. Similar conclusions can be also found

in previous literature on perovskite oxides.181,182 The hybrid DFT calculations within Heyd-

Scuseria-Ernzerhof (HSE) formalism with 25% Hartree-Fock (HF) exchange are employed to

calculate the absorption coefficients.152,153

All the possible intrinsic point defects, including vacancies (VA, VB, VX ), interstitial (Ai,

Bi, Xi), and antisite (AB, BA, AX , XA, BX , XB) defects, were considered for all the 29 hybrid

halide compounds AxByXz, see the list of compounds in Table 3.1. The defect structures were

built based on all the possible non-equivalent lattice sites in each compound. The PyCDT toolkit

based on the Interstitial Finding Tool (InFiT) was used to determine possible interstitial sites.55,99

The building process yields a total number of 2160 defect structures. After first-principles total

energy calculations, we selected the defect structure with the lowest total energy for the same

type of defects for the further investigation of defect transition levels. This process leads to a

total number of 348 selected structures, which are the lowest-energy site representatives for 12

intrinsic point defects in each of the 29 compounds and used for charged defect calculations.

For charged defect calculations, we considered defect charge ranges derived from all the

possible oxidation states of involved element(s) and the defect type based on the selected 348

defect structures. In terms of defect type, vacancies of atom An (n is the formal charge of A in the

compound AxByXz) can have charge states in the range of [-n, +n]; interstitial Am (m represents

all the possible oxidation states of A) can have charge states in the range of [min(m), max(m)];

and antisite AB have charge ranges of [min(p), max(p)], where p represents all possible oxidation

states of A and B.99 According to the above charge ranges, a total number of about 2400 charged
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defect calculations were to be carried out.

Table 3.1: List of 29 candidate hybrid halide semiconductor materials. Calculated Properties:
compound, Pearson symbol, lattice parameters (Å), band gap Eg (eV) using hybrid functional
calculations (* marks calculations with spin-orbit coupling), absorption coefficient α (×105

cm−1) at 450 nm, and defect tolerance level. The lattice parameters and band gaps are adapted
from Ref72.

Compound
Pearson Lattice Parameters

Eg α
Defect

Symbol a b c Tolerance
(MA)2GeBr4 tI14 5.54 5.54 19.02 1.99 1.10 high
(MA)2GeI4 tI14 5.94 5.87 20.11 1.66 1.95 high
(MA)2SnCl4 tI14 5.56 5.48 18.35 2.49 0.41 low
(MA)2SnBr4 tI14 5.72 5.74 19.08 1.67 1.61 high
(MA)2SnI4 tI14 6.12 6.11 20.00 1.42 2.43 high
(FA)2SnBr4 tI14 5.64 5.71 20.60 1.69 1.58 high
(AD)2GeI4 tI14 6.14 6.16 18.97 2.30 1.12 low
(AD)2SnBr4 tI14 5.87 5.86 18.09 2.51 0.84 low
(AD)2SnI4 tI14 6.22 6.21 19.17 1.87 1.89 high
(MA)3In2I9 hP14 8.23 8.31 11.00 2.18 0.22 low
(MA)3Sb2Br9 hP14 7.71 7.71 10.37 2.70 0.49 low
(MA)3Sb2I9 hP14 8.26 8.26 10.91 2.02 3.10 high
(MA)3Bi2I9 hP14 8.35 8.35 11.00 1.82* 0.63 high
(FA)3Ga2I9 hP14 7.94 8.25 11.83 2.17 0.08 low
(FA)3In2Br9 hP14 7.38 7.83 11.17 2.91 0.03 high
(FA)3In2I9 hP14 8.04 8.30 11.67 1.90 0.30 low
(FA)3Bi2I9 hP14 8.06 8.36 11.60 1.80* 0.86 low
(AD)3Sb2Br9 hP14 8.30 8.36 9.55 2.52 0.41 low
(AD)3Sb2I9 hP14 8.69 8.77 10.20 1.91 2.90 high
(AD)3Bi2I9 hP14 8.78 8.84 10.26 1.80* 0.55 high
(FA)3Sb2I9 hP28 8.02 8.32 23.18 2.54 0.53 low
(AD)3In2I9 hP28 8.61 8.71 20.54 2.00 0.51 low
(MA)2ZrI6 tI18 8.18 8.19 12.37 2.60 0.39 high
(AD)2HfI6 tI18 8.47 8.46 12.17 2.89* 0.08 low
(AD)2SnBr6 tI18 8.13 8.12 11.56 2.42 0.06 high
(AD)2TeBr6 tI18 8.29 8.30 11.18 2.71 0.20 high
(MA)2SnI6 cF36 11.61 11.44 12.55 0.80 0.60 high
(MA)2TeI6 cF36 11.67 11.51 12.58 1.77 2.93 low
(AD)2TeI6 cF36 12.54 11.63 12.17 1.87 2.65 low

It is noted that, in the charged defects calculations under the periodic boundary conditions,

the Coulombic interaction between a charged defect and its periodic images is the dominant
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source of error for defect energetics. The interaction is inversely proportional to the supercell

periodic length. The supercells used in the high-throughput calculations are finitely sized, so

the charged defect images cannot be effectively isolated and thus the Coulombic interaction

cannot be completely eliminated either. To correct supercell finite-size effects in the charged

defects calculations, we employed the image charge correction proposed by Freysoldt et al. in

our calculations by calling pymatgen package.55,183

3.3 Results and Discussion

3.3.1 Stability Diagram

We first computed stability diagrams of the 29 hybrid halide compounds by determining

their thermodynamically stable chemical ranges with respect to their decomposers. Note that

the dynamic stability, as a more realistic descriptor for screening novel materials than the

thermodynamic stability, has been investigated in our prior study using ab initio molecular

dynamics (AIMD) simulations.72 Here, the calculated thermodynamic stability diagrams have

two major purposes: i) to determine the chemical potential ranges for synthesizing the hybrid

materials; and ii) to choose appropriate chemical potentials for subsequent defect formation energy

calculations. The first representative compound, MA2SnI4, a tetragonal compound consisting of

layers of corner-sharing SnI6, was taken as an example to discuss the computational process, see

Figure 3.1(a). Under thermodynamic equilibrium growth conditions, the formation of MA2SnI4

should satisfy the following equation:

2∆µMA +∆µSn +4∆µI = ∆H(MA2SnI4), (3.1)

in which ∆µX = µX −EX is chemical potential change of X component (organic molecule MA

was treated as one component), and ∆H is formation enthalpy. The total energy of MA species
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(EMA) was calculated using a standalone neutral MA molecule in a big box, which represents

the gaseous phase as reference ground state for the species. In addition, to prevent formation of

secondary phases MAI, SnI2, and SnI4, the following stability limits should also be satisfied:

∆µMA +∆µI < ∆H(MAI), (3.2)

∆µSn +2∆µI < ∆H(SnI2), (3.3)

∆µSn +4∆µI < ∆H(SnI4). (3.4)

By applying these thermodynamic conditions, we plotted the stability diagram for MA2SnI4

against ∆µSn and ∆µI , as shown in Figure 3.1(b). The green region is the thermodynamically stable

range for MA2SnI4. In this region, we have selected three representative points: A (∆µSn =−4.41

eV, ∆µI = 0 eV), B (∆µSn =−1.56 eV, ∆µI =−0.75 eV), and C (∆µSn = 0 eV, ∆µI =−2.2 eV),

which represent chemical potential conditions of X-rich/B-poor, X-moderate/B-moderate, and

X-poor/B-rich, respectively.

Similarly, the stability limits and stability diagram of the second example compound

MA3Sb2I9 were calculated and plotted, as shown in Figure 3.2(a) and 3.2(b). The three repre-

sentative ∆µ points for MA3Sb2I9 are: A (∆µSb =−2.73 eV, ∆µI = 0 eV), B (∆µSb =−1.04 eV,

∆µI =−0.35 eV), and C (∆µSb = 0 eV, ∆µI =−0.91 eV). The calculated stability diagrams for

all the 29 compounds, plotted against the chemical potential change ∆µB and ∆µX , are shown in

Figures B.2-B.6 of Appendix B. To deduce all the possible thermodynamic stability limits for

each of the 29 compounds, we have carefully considered all the possible neighboring secondary

phases on the basis of the open quantum materials repositories AFLOWLIB54 and Materials

Project.58 The binary halide compounds BXn for B elements in the 29 AxByXz compounds were

systemically recalculated in the DFT-D3 approach.
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3.3.2 Defect Tolerance
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Figure 3.1: Schematic illustration of (a) crystal structure, (b) stability diagram, and (c-d) defect
properties of MA2SnI4. In the stability diagram, the green region depicts the thermodynamically
stable range for equilibrium growth of MA2SnI4 under different Sn and I chemical potentials;
outside this region, the compound decomposes into MAI, SnI2, or SnI4. Three representative
points A (∆µSn = −4.41 eV, ∆µI = 0 eV), B (∆µSn = −1.56 eV, ∆µI = −0.75 eV), and C
(∆µSn = 0 eV, ∆µI =−2.2 eV) are selected to calculate the defect formation energy. (c) Defect
formation energies as a function of Fermi level at chemical potentials A, B, and C. (d) Defect
transition energy levels, in which gray levels indicate the metastable charge states and red
(blue) lines indicate the donor (acceptor) levels. The dashed lines in (c-d) indicate high defect
formation energies. Note that some defects in (c) but absent in (d) mean that these defects do
not create transition energy levels within the band gap or near the band edges; and the defects in
(d) but absent in (c) mean that they have high formation energies at all the considered chemical
potential conditions A, B, and C. In the compound MA2SnI4, the defects creating deep transition
levels include SnI , MAI , VSn, and VMA, which, however, have high formation energies at chemical
potential condition B, indicating a high defect tolerance.

Defect tolerance significantly influences the optoelectronic properties of semiconductors

materials and can be evaluated from the defect transition levels and the defect formation energy.

A strong defect tolerance can prevent the undesired recombination of photoexcited electrons

and holes, and has following features: the intrinsic defects with a low formation energy will not
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create deep gap states, while those producing deep gap states have a relatively high formation

energy.72,167 Formation energy (E f ) of a defect X at charge state q can be calculated using the

following equation:96

E f [Xq] = Etot [Xq]−Etot [bulk]−∑
i

niµi +qEF +Ecorr, (3.5)

in which Etot [Xq] and Etot [bulk] are total energies of defected and pristine supercells, respectively.

∑niµi is sum of chemical potentials to compensate in the defected supercell, EF is Fermi energy,

and Ecorr is a correction term for electrostatic interactions between supercell images. Here, we

only considered defect charge states derived from involved elements’ oxidation states in the

compound, which gives upper and lower limits of defects’ charge states. All the charge states

between these limits are plotted in the formation energy plots as a function of Fermi energy. This

consideration leads to a convenient visualization of the most probable charge states and avoidance

of redundancy in the plots, which is also well justified by a prior computational study of point

defects in the hybrid halide systems.167 By taking iodine as one example, one only needs to

consider its oxidation state of 1− in the hybrid iodides. As a result, an interstitial iodine (Ii) can

have two possible charge states of 0 and 1-, and one iodine vacancy (VI) can have two possible

charge states of 0 and 1+. The reason why iodine’s positive oxidation states are not considered is

that there are no elements oxidizing iodine in the hybrid metal iodide materials.

Figure 3.1c and 3.2c show the formations energies of intrinsic point defects under chemical

potential conditions A, B, and C for MA2SnI4 and MA3Sb2I9, respectively. The lower E f are

shown in colored solid lines, while higher E f are shown in black dashed lines. The slope of line

represents charge q, so horizontal lines show E f of neutral defects (q = 0). E f lines change as the

∑niµi term changes among A, B, and C, which is in agreement with chemical condition changes

of the involved elements. For example, as chemical condition becomes more I-rich, E f of VI and

Ii increases and decreases, respectively. Accordingly, the intersection points between different
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charge states of a defect correspond to the same EF . As shown in Figure 3.1c, the defects with

relatively low E f in MA2SnI4 are: VSn, ISn, and MASn at A; VI and Sni at B; SnI , MAI , MAi, VI ,

and Sni at C.
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(c)
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A B C

(a)
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Figure 3.2: Schematic illustration of (a) crystal structure, (b) stability diagram, and (c-d) defect
properties of MA3Sb2I9. Three representative points A (∆µSb = −2.73 eV, ∆µI = 0 eV), B
(∆µSb = −1.04 eV, ∆µI = −0.35 eV), and C (∆µSb = 0 eV, ∆µI = −0.91 eV) are selected to
calculate the defect formation energy. (c) Defect formation energies as a function of Fermi
level at chemical potentials A, B, and C. (d) Defect transition energy levels. In the compound
MA3Sb2I9, only two defects, SbI and Sbi, can create deep transition levels, but they have high
formation energies at chemical potential condition A, indicating a high defect tolerance. At
chemical potential conditions B and C, SbI has a relatively low formation energy and thus its
deep transition levels could be introduced, though.

The transition energy level (ε(q1/q2)) of a defect is the Fermi level position that corre-

sponds to the intersection point of two different charge states (q1 and q2) of a defect in the E f

plots, where the formation energies of the two charge states are equal. In other words, ε(q1/q2)

is the energy level where the defect can accept or donate electrons so that the charge states of a

defect can be changed. As shown in Figure 3.1c, the lowest E f of VSn (green line) is composed

of two parts, i.e., V 0
Sn (left) and V2−

Sn (right), and the two parts intersect at E f = 1.02 eV. At this
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transition energy level, V 0
Sn accepts two electrons and becomes V2−

Sn . On the basis of eq. 3.5,

ε(q1/q2) can be calculated using the following equation:96

ε(q1/q2) =
E f (Xq1;EF = 0)−E f (Xq2;EF = 0)

q2−q1
, (3.6)

where E f (Xq;EF = 0) is the formation energy of defect Xq when the Fermi level is at 0 (valence

band maximum). One defect with ε(q1/q2) close to the middle of the band gap has a deep

transition level that will attract electrons/holes and act us undesired nonradiative recombination

centers. In contrast, defects with ε(q1/q2) close to band edges or at the inside of conduction

band (CB) or valence band (VB) will not significantly affect the optoelectronic performance.

The calculated transition levels of MA2SnI4 and MA3Sb2I9 are shown in Figure 3.1d

and 3.2d, respectively. In the ε(q1/q2) figures, the red and blue levels indicate intrinsic donors

and acceptors, and the top and bottom grey regions indicate CB and VB, respectively. For

MA2SnI4 (band gap of 1.42 eV), as shown in Figure 3.1d, the defects that induce deep transition

levels are SnI (ε(1+/2+) = 1.04 eV and ε(2+/3+) = 0.52 eV), MAI (ε(0/1+) = 1.03 eV and

ε(1+/2+) = 0.22 eV), VSn (ε(0/2−) = 1.02 eV), IMA (ε(0/1− = 1.06 eV), and VMA (ε(0/1−) =

0.74 eV). Among these defects, IMA has very high formation energies at all chemical conditions,

as indicated by the dashed lines, and thus will not lead to deep gap states, indicating a high defect

tolerance. SnI (yellow) has a high formation energy at chemical conditions A and B, MAI (orange)

has a high formation energy at chemical conditions A and B, VSn (green) has a high formation

energy at chemical conditions B and C, and VMA (lime) has a relatively high formation energy at

all chemical conditions, see Figure 3.1c. Therefore, the best chemical condition to synthesize

MA2SnI4 is at B (I-moderate/Sn-moderate), under which undesired Shockley-Read-Hall (SRH)

nonradiative recombination centers can be largely prevented in the material.

For MA3Sb2I9 (band gap = 2.02 eV), as shown in Figure 3.2d, the defects that create deep

transition levels are SbI (ε(2+/4+) = 0.86 eV) and Sbi (ε(1+/2+) = 1.10 eV and ε(2+/3+) =
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0.24 eV). Both SbI (yellow) and Sbi (brown) have high formation energies at chemical condition

A but very low formation energies at B and C. Therefore, to prevent the deep transition levels in

MA3Sb2I9, the material should be synthesized under chemical condition A (I-rich/Sb-poor).

The calculated defect formation energies and transition energy levels for all the 29

compounds are shown in Figures B.7-B.35 of Appendix B. To determine the defect tolerance for

each compound, we listed the defects that have low formation energies and meanwhile can create

deep transition levels in Table B.2-B.6 of Appendix B. The defect tolerance was determined

based on the three chemical conditions A, B, and C and also summarized in the Table 3.1. In

specific, for one compound, if there is at least one chemical condition that prevents all the kind

of defects mentioned above, the compound is determined to have high defect tolerance; if such

defects cannot be prevented at any chemical condition, the compound is determined to have low

defect tolerance. From this perspective, there are 15 out of 29 compounds that show high defect

tolerance.

3.3.3 Absorption Coefficient
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Figure 3.3: Calculated optical absorption coefficients (α) of (a) MA2SnI4 and (b) MA3Sb2I9
with hybrid functional theory calculations at HSE06 level.

In this section, we investigated the optical absorption coefficients using the following
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equation,91

α(ω) =
√

2
ω

c

√√
ε1(ω)

2 + ε2(ω)2− ε1(ω) (3.7)

where ω is the photon frequency, and c is the speed of light in the vacuum. The real part ε1(ω)

and imaginary part ε2(ω) are from the complex dielectric function ε(ω) . The real part ε1(ω)

follows the Kramer-Kronig relationship, and the imaginary part ε2(ω) is calculated from the

appropriate momentum matrix elements between the occupied and the unoccupied wave functions

within the selection rules over the Brillouin zone. On the basis of the ground state electronic

structure calculations at HSE06 level, we obtained ε2(ω) and ε1(ω) of dielectric function and

calculated the optical absorption coefficient of the screened 29 compounds.

The calculated absorption coefficients as a function of wavelength (nm) for the two repre-

sentative compounds, MA2SnI4 and MA3Sb2I9, are shown in Figure 3.3a and 3.3b, respectively.

The averaged (non-polarized) absorption coefficients at 450 nm are estimated to be 2.4×105

cm−1 for MA2SnI4 and 3.1×105 cm−1 for MA3Sb2I9, even higher than 2×105 cm−1 for MAPbI3.

Interestingly, MA2SnI4 shows a much higher absorption coefficient along the in-plane (x and y)

direction than that along the out-of-plane (z) direction, see Figure 3.3a. The anisotropy of the

calculated absorption coefficients resembles that of two-dimensional Ruddlesden-Popper per-

ovskites such as Ge-based compound in our prior work, which is attributed to the two-dimensional

structural feature.92 However, it is noted that in these quantum well-like perovskites, local fields

and excitonic effects have major impacts on their optical properties. To accurately describe optical

properties of these materials, DFT calculations with GW approximation and the Bethe-Salpeter

equation (BSE) are required,94,95 which, however, is more time-consuming. Therefore, to have a

direct comparison with the well-studied MAPbI3 at the same computational level, the ground-state

HSE06 calculations were adopted in this work. All the calculated absorption coefficients for the

29 compounds are shown in Figures B.36-B.40 of Appendix B.
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3.4 Conclusion

In summary, by using high-throughput first-principles electronic structure calculations,

we have systemically studied the stability diagrams, defect tolerance, and absorption coefficients

for the screened lead-free 29 candidate hybrid semiconductors for optoelectronic applications.

The calculated stability diagram outlines the thermodynamically stable range for the equilibrium

growth of the predicted compound with different chemical potentials. The defect tolerance was

evaluated from the calculated defect formation energies and transition levels, and the absorp-

tion coefficients were calculated from the dielectric functions. These computational studies

provide a detailed guide to the further experimental synthesis and characterization of these hybrid

compounds, with a potential to facilitate the development of novel optoelectronic devices.
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Chapter 4

Enhancing Ferroelectric Dipole Ordering

in the Organic-Inorganic Hybrid

Perovskite CH3NH3PbI3: Strain and

Doping Engineering

In Chapter 2 and Chapter 3, we discuss our high-throughput computational materials

design of hybrid lead halide perovskite alternatives for optoelectronics. Starting from this chapter,

we discuss materials understanding and optimization of specific properties for individual hybrid

halide perovskites. In this chapter, by using first-principles calculations to examine the rotational

behavior of MA cations in MAPbI3, we show a relationship between the lattice structures and the

FE dipole ordering of MA cations. It is found that the MA cations could form a spontaneous FE

dipole ordering in tetragonal MAPbI3 at room temperature. The tendency of the FE formation

is strongly related to the ratio of lattice parameters of MAPbI3. On the basis of the developed

structure-ferroelectric-property relationship, we propose that a biaxial or uniaxial compressive

strain and an anion doping with small halogen ions can further enhance the FE dipole ordering.

50



These findings are in good agreement with the experimental discoveries that high-performance

solar cells always incorporate mixed halide hybrid perovskites involving Br or Cl ions. This work

may provide some guidelines for rational designs of highly efficient hybrid perovskite solar cells.

4.1 Introduction

Organic-inorganic hybrid perovskites have gained considerable attention in recent years

because of their exceptional properties for next-generation photovoltaic applications.184,185

Solar cells employing hybrid perovskites have shown an unprecedented rise in power con-

version efficiency and have reached a recent record efficiency of 25.2%.8 The high power

conversion efficiency is largely attributed to the intrinsic optoelectronic properties of hybrid

perovskites,65,186–189 such as an appropriate band gap matched with the visible-light solar spec-

trum,190,191 high optical absorption,192 small electron and hole effective masses,193 long carrier

diffusion length,12,158,194–196 and the possible existence of ferroelectric (FE) domains.26 In addi-

tion, their low-temperature solution processability makes them substantially cost-effective for

large-scale applications.197,198

In spite of promising photovoltaic applications of hybrid perovskites, the origin of the high

power conversion efficiency, particularly the role of organic cations, is still an open question.19–21

Recent studies have indicated that the superior performance of hybrid perovskites with respect

to that of their inorganic counterparts is derived from the organic cations.19,22,31,199–202 One of

the most prevalent arguments is that intrinsic dipoles of the organic cations are likely to form

nanoscale FE domains, which are thought to play a critical role in the efficient separation of photo-

induced electron-hole pairs that leads to the high power conversion efficiency.22,31,199,201,202

Nevertheless, the movement and ordering of organic cations is still controversial in both theoreti-

cal22–25 and experimental studies,26–31 and far away from a complete understanding.

From the theoretical perspective, the polarization intensity contributed form the organic
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cations is particularly quite controversial. Walsh et al.’s first-principles calculations indicate a

spontaneous formation of FE domains in MAPbI3 and a large polarization value of 38 µC/cm2.22

A later first-principle computational study showed that MA cations in tetragonal MAPbI3 have

a preferential alignment along the c axis, and the polarization intensity is estimated to be 4.42

µC/cm2, which is mainly contributed by the MA dipole.23 The authors also explained that the

large discrepancy from the Walsh’s study was possibly due to the neglect of the relaxations or

the possible inclusion of polarization quanta. Rappe et al. reported that the bulk polarization

contribution solely from the organic molecular dipole moment is less than 2.5 µC/cm2, and the

PbI3 inorganic lattice has a major contribution to the polarization.24 Moreover, their calculations

showed that the anti-ferroelectric (AFE) tetragonal structure with nearly zero net polarization

is more stable than its FE counterpart by 21 meV, implying that the FE domains cannot form

spontaneously at room-temperature. On the other hand, Wang et al. used first-principles electronic

structure calculations to reveal a FE tetragonal structure with polarization of about 8 µC/cm2,

primarily contributed by the organic cations.25

From the experimental perspective, there has been a direct observation of FE domains

in high-quality β-MAPbI3 perovskites using piezoforce microscopy.26 A later experimental

study reported the FE polarization behavior in the MAPbI3 perovskite crystal, and confirmed

the formation of spontaneous polarization even without the presence of an electric field.27 A

ferroelectric hysteresis and polar domains in tetragonal MAPbI3 were also observed through

dielectric response and chemical etching, respectively.31 On the contrary, Weller et al. investigated

the full structure of MAPbI3 using neutron powder diffraction and found that the cations were

disordered in the tetragonal phase,28 implying no polarization. Sharada et al. claimed a nonpolar

or centrosymmetric structure of MAPbI3 using a time-resolved pump-probe measurement of

the second harmonic generation efficiency.29 Similarly, in the case of MAPbBr3, it was found

the compound is centrosymmetric and nonpolar and thus could not be ferroelectric by using a

second-harmonic-generation spectroscopy.30 All these irreconcilable experimental results indicate
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that a more comprehensive computational and theoretical study is essential to understand whether

the organic cations can form a ferroelectric dipole ordering, and to further elucidate the roles of

organic cations in the hybrid perovskite solar cells.

In this work, we explore ferroelectric dipole ordering in MAPbI3 using first-principles

calculations. This article is organized as follows. First, we discuss two types of rotation modes

of MA cations: in-phase rotation and out-of-phase rotation. Next, we explore the possibility of

spontaneous formation of FE dipole ordering in tetragonal MAPbI3. Finally, we propose two

nanoengineering approaches to further enhance the FE dipole ordering, i.e., strain engineering

and doping engineering.

4.2 Computational Details

First-principles density functional theory (DFT) calculations were performed using the

Vienna Ab-initio Simulation Package (VASP).179,203 The Projector Augmented Wave (PAW)

pseudopotential was used for describing electron-ion interactions,180 and the Generalized Gradient

Approximation (GGA) parameterized by Perdew-Burke-Ernzerhof (PBE) was used for treating

electron-electron exchange-correlation functional.149 A cut-off energy of 400 eV for the plane-

wave basis set was used, and Γ-centered 6× 6× 6 and 4× 4× 2 k-point meshes were used

for cubic and tetragonal structures, respectively. Lattice parameters and atomic positions were

optimized until all components of the residual forces were smaller than 0.01 eV/Å, and the

convergence threshold for self-consistent-field iteration was set at 10−5 eV.
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4.3 Results and Discussion

4.3.1 In-Phase Rotation

We begin by studying the in-phase rotational behavior of MA cations in cubic and

tetragonal MAPbI3 phases, respectively. Here, an in-phase rotation refers to a rotation of all

the MA cations in synchrony. In this work, the experimental lattice parameters of a = 6.31 Å

for the cubic phase,107 and a = 8.80 Å, c = 12.99 Å for the tetragonal phase204 were used. The

calculated dipole moment of a single MA cation is about 2.38 D, with a direction from N to

C, which is consistent with previous reported values of 2.29 D.22 It is noted that, in principle,

there are numerous in-phase rotation modes for the MA cations in MAPbI3. To simplify the

computational models, we consider two types of in-phase rotation modes: i) MA cations rotate

around their C-N axes and keep their dipole direction fixed (non-flipping mode), and ii) MA

cations rotate around their centers and flip their dipole direction (flipping mode). To explore the

MA rotational behaviors, we calculated the total energy changes (∆E) as a function of the rotation

angles of MA cations (Figure 4.1). For the non-flipping mode, considering the C3v symmetry

of the MA cation, we performed total energy calculations for each structure with MA rotation

in discrete steps ranging from 0 to 120° (see Figure 4.1a for cubic phase and Figure 4.1c for

tetragonal phase). For the flipping mode, the rotation range of the MA is from 0 to 180° (Figure

4.1b and Figure 4.1d). Our calculations reveal the following two conclusions:

(1) For the non-flipping rotation mode (Figure 4.1a and 4.1c), ∆E shows similar depen-

dence on θ in the cubic and tetragonal phases. In each case, the rotation energy barrier is smaller

than 5 meV (Figure 4.1a' and 4.1c'), indicating that the non-flipping rotation mode is accessible

in both phases. The energy barrier in the cubic phase is slightly lower than that in the tetragonal

phase (2 meV versus 4 meV), which is due to a more spacious framework around the MA cation

in the cubic phase structure. Interestingly, the rotation has a period of 90° in both the cubic and

tetragonal phases, which is due to the quadrangle environment of the inorganic frameworks.
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(2) For the flipping rotation mode (Figure 4.1b and 4.1d), the rotation energy barrier

is about 6 meV in cubic phase and 160 meV in the tetragonal phase (Figure 4.1b' and 4.1d'),

indicating that the flipping rotation mode is accessible in the cubic phase but energetically

prohibited in the tetragonal phase. Moreover, the calculated value of ∆E versus θ for the

tetragonal phase shows a deep trough around 50°, indicating that MA cations tend to stay at an

orientation of around 50° with respect to the c-axis in the tetragonal phase.

−2
−1

0
1
2
3
4

0 20 40 60 80 100 120

∆E
(m

eV
)

θ (°)
−6
−4
−2

0
2
4
6

0 20 40 60 80 100 120 140 160 180

∆E
(m

eV
)

θ (°)

−2
0
2
4
6
8

0 20 40 60 80 100 120

∆E
(m

eV
)

θ (°)

−80
−60
−40
−20

0
20
40
60
80

0 20 40 60 80 100 120 140 160 180

∆E
(m

eV
)

θ (°)

Figure 4.1: Schematic illustration of the rotation modes for the MA cations (a-d) and corre-
sponding total energy change (∆E) as a function of the rotation angle (θ) (a’-d’). (a-d) shows
the MA rotation in (a) cubic (001) rotation plane, (b) cubic (100) rotation plane, (c) tetragonal
(001) rotation plane, and (d) tetragonal (110) rotation plane. The blue shadows and the black
arrows in the blue shadows illustrate the rotation planes and rotation directions of MA cations,
respectively. The unit cells are shown in standard orientations of crystal shape using VESTA.205

Next, we analyze the origin of the different energy barriers of flipping rotation in cubic

(Figure 4.1b) and tetragonal (Figure 4.1d) phases from the perspective of cell geometry. The
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tetragonal MAPbI3 unit cell can be considered consisting of four sub-unit-cells, each of which

contains one MA cation (Figure 4.1d). The lattice parameters of each sub-unit-cell can be

calculated from that of the MAPbI3 unit cell using the equations: a′ = a/
√

2 = 8.80/
√

2 = 6.22

Å, and c′ = c/2 = 12.99/2 = 6.50 Å. This sub-unit-cell is more slender than the cubic unit cell

with lattice constant a = 6.31 Å, (Figure 1b). In other words, each sub-unit-cell in the tetragonal

phase has a shorter bottom edge (a′) but longer vertical edge (c′) than the cubic unit cell, like

experiencing a compressive strain in the bottom plane. As a result, as the C-N bond of the MA

cation rotates closer to an orientation parallel to the bottom plane, the MA cation tends to undergo

greater steric repulsive forces from the inorganic framework, thus leading to the higher energy

barrier. On the basis of this analysis, we can infer a general rule regarding the flipping rotation of

MA cations: the larger the cell aspect ratio (c/a) is, the less likely MA flipping rotation becomes.

As discussed later, this general rule will be applied to enhance the ferroelectric dipole ordering of

MA cations.

4.3.2 Out-of-Phase Rotation

In the tetragonal MAPbI3 unit cell, in addition to the in-phase flipping rotation, there is

also out-of-phase flipping rotation that refers to a rotation of MA cations out of synchrony. For

a dipole ordering study, an out-of-phase rotation model can be simplified such that only two

out of the total four MA cations rotate. In other words, a pair of MA cations in the MAPbI3

unit cell rotate, while the other pair of MA cations are fixed. The difference between in-phase

and out-of-phase rotations can be explained as below. For in-phase rotation, dipoles of all MA

cations are always in alignment and form a FE state. For out-of-phase rotation, the relative angle

between rotating and fixed MA cations is dynamic. When the angle reaches 180°, the dipoles of

the rotating MA pair and the fixed MA pair completely cancel out and yield an AFE state with

zero net polarization. A rotation process with the angle changing from 0° to 180° represents a

FE-to-AFE transition. The two rotating MA cations can be in the same column (Figure 4.2a),
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Figure 4.2: Calculated total energy change, ∆E(total), as a function of MA out-of-phase rotation
angle, θ, in the tetragonal MAPbI3. (a) FE to AFE1, (b) FE to AFE2, and (c) FE to AFE3. The
initial state of the four MA cations is set as FE ordering, and as θ increases up to 180°, the final
state becomes AFE (three AFE states are considered here, labeled as AFE1, AFE2, and AFE3,
respectively). Black curves show the total energy change, labeled as ∆E(total). Red curves show
the total energy change induced by interaction between rotating and fixed MA cations, labeled as
∆E(MArot · · ·MA f ixed). Grey curves show the total energy change induced by interaction between
rotating MA cations and the PbI3 inorganic framework, labeled as ∆E(MArot · · ·PbI3).

in the same row (Figure 4.2b), or in the same diagonal (Figure 4.2c), and their (110) rotation

plane is highlighted in blue. Their corresponding AFE states are labeled as AFE1, AFE2, and

AFE3, respectively. To study whether these FE-to-AFE transitions are energetically accessible,

we calculated total energy changes for out-of-phase rotation models, from the FE state to the

three AFE states. In our calculations, to clearly show the pure contribution of MA rotation to

the total energy change, the PbI3 inorganic framework is unrelaxed. The total energy changes

during these FE-to-AFE transitions are shown in Figures 4.2a', b', and c'. Notably, the total energy

change, ∆E(total), in an out-of-phase rotation model comes from two parts: (1) the interaction

between rotating MA cations and PbI3 inorganic framework, and (2) the interaction between

rotating and fixed MA cations. The total energy changes induced by these two interactions are

labeled as ∆E(MArot · · ·PbI3) and ∆E(MArot · · ·MA f ixed), respectively. As a result, we have the
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following equation.

∆E(total) = ∆E(MArot · · ·PbI3)+∆E(MArot · · ·MA f ixed) (4.1)

The total energy change in the out-of-phase rotations is different from that in the in-phase rotation,

because the latter comes exclusively from the interaction between the rotating MA cations and

PbI3 inorganic framework. To clearly show the contribution of interaction between rotating

and fixed MA cations in the FE-to-AFE transitions, we calculated ∆E(MArot · · ·MA f ixed) from

equation (1). In this equation, ∆E(MArot · · ·PbI3) is half the value of the energy change in the

in-phase rotation mode (Figure 4.1d). This is because the ∆E(MArot · · ·PbI3) here is induced

by the interaction between PbI3 and only two rotating MA cations, instead of four rotating

MA cations in the in-phase rotation mode. The calculated ∆E(total), ∆E(MArot · · ·PbI3), and

∆E(MArot · · ·MA f ixed) are plotted in Figure 4.2 as black, grey, and red curves, respectively. From

these results, we can get the following conclusions.

(1) The total energy change, ∆E(total) (black curves in Figure 4.2), has barriers of about

120, 320, and 80 meV for transitions from the FE state to AFE1, AFE2, and AFE3 states,

respectively. These barriers are far above kT at room temperature (26 meV), indicating that all

the three FE-to-AFE transitions are energetically prohibited. For each case, there is an energy

trough around 50° and an energy peak around 110°. This trough-peak pattern is similar to that

of ∆E(MArot · · ·PbI3) (grey curves in Figure 4.2), indicating that the pattern is mainly caused by

interaction between rotating MA cations and the PbI3 inorganic framework.

(2) ∆E(MArot · · ·MA f ixed) has energy barriers of about 60, 300, and 30 meV for transitions

from the FE state to AFE1, AFE2, and AFE3 states, respectively. (red curves in Figure 4.2) These

barriers are above kT as well, although they are solely induced by the interaction between rotating

and fixed MA cations. This provides more direct evidence that the FE-to-AFE transitions are

inaccessible at room temperature. The trough-peak pattern of ∆E(total) and ∆E(MArot · · ·PbI3) is
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absent in ∆E(MArot · · ·MA f ixed), indicating that this pattern is irrelevant to the interaction between

rotating and fixed MA cations. Specifically, for the FE-to-AFE1 and FE-to-AFE3 transitions,

they have a shallow trough around 60° (Figure 4.2a') and 85° (Figure 4.2c'), respectively. Each of

these angles represents an energetically favored direction of the corresponding rotating MA pair.

This indicates that, in these two out-of-phase rotations, the rotating and fixed MA pairs are not

in a perfect alignment at their ground states, and they can yield a non-zero net FE polarization.

For the FE-to-AFE2 transition, the red curve shows a monotonic increase in energy from 0° to

180° (Figure 4.2b'). This indicates that, in this out-of-phase rotation, the rotating MA pair tends

to stay at 0°, forming a FE dipole ordering with the still MA pair. In short, the out-of-phase MA

rotations which result in a FE-to-AFE transition are energetically prohibited. For all the three

out-of-phase rotations, MA cations in tetragonal MAPbI3 tend to form the FE state with non-zero

net polarization.

4.3.3 Spontaneous Ferroelectric Dipole Ordering

Table 4.1: Relaxed lattice parameters of the MAPbI3 with different MA ordering configurations
and their discrepancies (δ) with the experimental values.

Phase a (Å) b (Å) c (Å) α (°) β (°) γ (°) δ

Expr65 8.85 8.85 12.64 90.00 90.00 90.00 –
FE 8.78 8.79 13.04 89.20 89.09 89.56 1.17%
AFE1 8.80 8.80 13.04 88.62 88.55 89.82 1.27%
AFE2 8.76 8.98 12.85 87.92 87.18 89.96 1.61%
AFE3 8.93 8.91 12.70 86.99 87.09 89.23 1.58%

The preceding results based on the unrelaxed tetragonal MAPbI3 lattice show that the

MA cations tend to form FE states. In reality, however, the structural distortion of PbI3 could

significantly affect the total energy of this material and the MA orientations. Hence, to accurately

determine MA orientation, cell geometry, and energetic advantage of the FE state, we also carried

out total energy calculations for the fully relaxed structures with MA cations in all the FE and
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AFE states. This procedure involves two steps. First, on the basis of a relaxed FE structure,

we produced three AFE structures by exchanging C and N atoms in the two corresponding MA

cations, and then fully relaxed all these structures. Their optimized lattice parameters are listed

in Table 4.1, along with the experimental values. To determine which structure among the four

states is closest to the experiment, we define lattice discrepancy (δ) using following equation,

δ =
1
6

Σ
|p− pexpr|

pexpr
(4.2)

in which p represents the six lattice parameters. The calculated δ of the four states are listed in

Table 4.1. Our results show that the optimized lattice parameters of the FE state has the smallest

δ of 1.17%, indicating that this set of lattice parameters is closest to the experimental values.

Figure 4.3: Relaxed structures with different MA ordering configurations: (a) FE, (b) AFE1, (c)
AFE2, and (d) AFE3. Blue arrows show MA dipoles pointing up, and green arrows show MA
dipoles pointing down.

Next, we took the lattice parameters of the FE state as a standard for best simulating

actual case. The three AFE states were modeled again by manually exchanging corresponding C

and N atoms in the fully relaxed FE structure. All the atomic positions of the FE and three AFE

structures were relaxed with their lattice parameters fixed. This procedure ensures us to accurately

produce the energy difference between AFE and FE states. All the optimized structures are shown

in Figure 4.3.

After structural optimization, the MA cations tend to keep their original configurations

in all the FE and AFE structures. MA cations with their dipoles pointing up are highlighted in
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blue, while those with their dipoles pointing down are highlighted in green (Figure 4.3). In the

FE structure, all four MA cations point up along the [111] direction (Figure 4.3a). In the AFE

structures, two MA cations point up and the other two point down, yielding a polarization of zero

(Figure 4.3b, 4.3c, and 4.3d). It is also found that there is distortion in PbI3 inorganic framework

for all four optimized structures, and that AFE3 has the most severe distortion. Our results show

that FE is the most stable state, and is energetically more favorable than the three AFE states

by 40, 36, and 65 meV, respectively. These results indicate that tetragonal MAPbI3 is inclined

to form the FE state and has a net polarization from ferroelectric dipole ordering. However, the

energy difference between the most stable AFE state and the FE state is only about 36 meV, close

to kT (26 meV) at room temperature. This indicates that the FE state’s energetic advantage is

relatively small, and thus that AFE states might be accessible with slight perturbations at ambient

conditions. In other words, the weak inclination of FE state can be readily eliminated and the FE

characteristics can fall below experimental detection limit. This could be a reason for why some

previous experimental studies showed no ferroelectricity.25,29

It is noted that the structures in our calculations represent ideal configurations with MA

either completely in phase (FE) or completely out of phase (AFE) with respect to their neighbors.

In reality, a wide range of possible structures exist between these two extreme cases, although

these ideal FE and AFE models can give a direct indication of ferroelectric dipole ordering. Our

results are consistent with a previous theoretical study23, in which they proved a preferential MA

alignment in tetragonal MAPbI3 through comparing energy of three intermediate configurations.

In addition, by using the calculated dipole moment of 2.38 D for a single MA cation, we calculated

the polarization value of tetragonal MAPbI3 contributed by MA’s intrinsic dipole moment and

determined a value of 3.15 µC/cm2. This value is close to previous results of 4.42 µC/cm2 23 and

8 µC/cm2 25. Both of these results show that the main contribution to the overall polarization is

the dipole alignment of MA cations rather than distortion of the PbI3 inorganic framework.
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4.3.4 Strain Engineering
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Figure 4.4: Energy difference between each AFE structure and the FE structure (∆EAFE−FE)
(in green and red) and cell aspect ratio (c/a) (in black) versus (a) biaxial strains, and (b) uniaxial
strains.

As discussed earlier, the MA flipping rotation is strongly related to cell aspect ratio (c/a)

of MAPbI3. As c/a becomes larger, the MA flipping rotation becomes energetically less likely,

implying a larger energy difference between an AFE state and FE state (this energy difference

is defined as ∆EAFE−FE). On the basis of this finding, one might expect that a compressive

biaxial or uniaxial strain can enlarge c/a of tetragonal MAPbI3
45,206 and enhance the FE state’s

energetic advantage over the AFE states. To verify this hypothesis, we calculated ∆EAFE−FE and

c/a with respect to biaxial strain and uniaxial strain from −3% to +3%, with negative (positive)

values defined as compressive (tensile) strain. As discussed earlier, the AFE3 configuration has a

very high energy and severe distortion, we therefore exclude this configuration in our following
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discussion. In our calculations, lattice parameters in ab-plane are fixed, while c and all the atomic

positions are fully relaxed.

The calculated energy difference between AFE1 (AFE2) and the FE state is shown in

green (red) in Figure 4.4, labeled as ∆EAFE1−FE (∆EAFE2−FE). The calculated c/a is shown

in black for structural analysis. Note that the c/a are extracted from the FE state, because FE

and AFE states under the same strain have negligible differences in c after optimization. Our

calculations reveal the following conclusions.

(1) For both biaxial strain and uniaxial strain cases, ∆EAFE−FE generally decreases from

compressive strain to tensile strain, and ∆EAFE2−FE decreases faster than ∆EAFE1−FE . Under

compressive strains (from −3% to 0%), the AFE1 state is energetically more favorable than the

AFE2 state, and ∆EAFE1−FE can be as large as 81 meV (for biaxial strain) or 56 meV (for uniaxial

strain), implying robust ferroelectric dipole orderings. Under tensile strains (from 0% to +3%),

the AFE2 state has a lower total energy, and ∆EAFE2−FE can be lower than -15 meV (for biaxial

strain) or close to zero (for uniaxial strain), implying paraelectric dipole orderings.

(2) The aspect ratio c/a also decreases from compressive strain to tensile strain, showing

a strong correlation with ∆EAFE−FE for both biaxial strain and uniaxial strain cases. As a and

b decrease under biaxial compressive strain (as a decreases under uniaxial compressive strain),

c and c/a always increase. The consequent larger c/a, as indicated earlier, makes MA flipping

rotation more difficult. As expected, the FE state’s energetic advantage over the AFE states is

enhanced based on change of c/a.

In short, compressive biaxial or uniaxial strain increases the energetic advantage of the

FE state over the AFE states, while tensile strain decreases it. Hence, strain engineering is one

way to enhance the tendency of ferroelectric dipole ordering in tetragonal MAPbI3.
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4.3.5 Doping Engineering

In addition to strain engineering, herein we propose another way to enhance ferroelectric

dipole ordering through doping engineering. That is, to substitute I with smaller halogen anions,

such as Br or Cl. This hypothesis is based on the argument that substitutional doping with smaller

ions exerts natural compressive strain on unit cells.207,208 Moreover, doping can also induce

lattice strains that are less possible through the application of external forces.209 There are two

kinds of I sites in tetragonal MAPbI3: one on the PbI2 layers, and the other on the MAI layers.

Br (Cl) doping on the PbI2 layers shortens Pb-halogen bonds in the ab-plane, and reduces the a

and b lattice parameters; while the doping on the MAI layers shortens Pb-halogen bonds along

the c axis, and reduces the c lattice parameter. Therefore, in order to increase c/a, the ideal

doping should be on the PbI2 layers rather than the MAI layers. In fact, our calculations show

that Br doping on the PbI2 layers is energetically more favorable than that on the MAI layers

by 16 meV. Additionally, there are eight I anions on the PbI2 layers per unit cell while four on

the MAI layers, implying that there is a higher probability for the doping to substitute I on the

PbI2 layers. These findings indicate that substitutional Br (Cl) anions prefer to go to the PbI2

layers, and are able to increase c/a. By taking Br-doped MAPbI3 as an example, we calculated

∆EAFE1−FE , ∆EAFE2−FE , and c/a. These values are plotted with respect to doping concentration

(cBr) in Figure 4.5a. Our results indicate the following conclusions.

(1) The energy differences, ∆EAFE1−FE and ∆EAFE2−FE , first increase then decrease as

cBr increases, and they have a maximum value at cBr ≈ 60%. At the peak, the AFE1 state has a

lower total energy than the AFE2 state. The corresponding ∆EAFE1−FE is as large as 75 meV,

which means that the FE state can be stabilized at room temperature. At cBr > 60%, ∆EAFE−FE

decreases. At cBr = 100%, the compound becomes MAPbBr3, and ∆EAFE−FE has a minimum

value of 4.88 meV, indicating that there is no spontaneous dipole alignment in pristine MAPbBr3.

In fact, a prior experimental study on MAPbBr3 showed that MAPbBr3 is centrosymmetric

and non-polar,30 which is in excellent agreement with our results. Overall, in the wide doping
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concentration range, 30% < cBr < 80%, the FE state has a larger energetic advantage than the

AFE states relative to the undoped MAPbI3.
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Figure 4.5: Energy difference between each AFE structure and the FE structure (∆EAFE−FE)
(in green and red) and cell aspect ratio (c/a) (in black) versus (a) Br doping concentration (cBr)
and (b) Cl doping concentration (cCl).

(2) The cell aspect ratio, c/a, has a similar trend as ∆EAFE−FE and has a maximum value

at cBr = 67%. This phenomenon can be explained as follows. The Br anions were first doped in

the PbI2 layers at 0% ≤ cBr ≤ 67%, which is similar to the case of ab-plane compressive strain.

The Br doping in the PbI2 layers leads to a reduction of the lattice parameters a and b, and thus

increases c/a. The increase in c/a enhances the relative stability of the FE state. At cBr > 67%,

Br anions begin to substitute I anions in the MAI layers. The shortened Pb-halogen bonds along

the c axis decreases c/a. As cBr increases up to 100%, c/a is eventually close to the value of

pristine MAPbBr3. In one word, the similar trend of c/a and ∆EAFE−FE implies that the doping
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engineering has similar effect as the strain engineering.

Besides Br doping, we also calculated ∆EAFE−FE and c/a for Cl doping. The results

are plotted with respect to Cl doping concentration (cCl) in Figure 4.5b. c/a and ∆EAFE1−FE

show a similar trend as the Br doping results. One notable difference from Br doping is that Cl

doping induces more significant changes in c/a and ∆EAFE−FE . We attribute this difference to

the smaller size of Cl ions compared to Br ions. In addition, because Cl ions are substantially

smaller than I ions, there is severe structural distortion of Cl-doped MAPbI3 structures, especially

for the AFE2 structures. Due to this distortion, total energy of the AFE2 structures and resulting

∆EAFE2−FE values are unreasonably high. When considering energetic advantage of the FE state,

only the more stable AFE state (AFE1) matters. Therefore, the ∆EAFE2−FE values are not plotted

here.

In short, substitutional anion doping with smaller anions effectively enhances the tendency

of FE dipole ordering in tetragonal MAPbI3. In fact, prior studies have shown that Cl doping

reduces charge recombination in lead iodide hybrid perovskites,210,211 which support our doping

engineering results. Moreover, we expect that, by substitutional cation doping such as partially

replacing MA with larger FA cations, the c-axis and c/a will also increase, and a similar effect of

FE dipole ordering enhancement can also be achieved. Interestingly, this conclusion of dopant-

mediated FE enhancement shows good agreement with the fact that high-performance solar cells

always incorporate mixed-halide hybrid perovskites such as MAPbI3−xClx, MAPbI3−xBrx, and

MA1−xFAxPbI3.212–214

4.4 Conclusion

In summary, ferroelectric dipole ordering of MA cations in MAPbI3 were studied from

first-principles calculations. First, we investigated two types of MA cation rotations, including

in-phase and out-of-phase rotations, and calculated their energy barriers. Second, the energetic
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advantage of the FE state relative to the AFE states was determined. Last, we explored means to

further enhance the FE dipole ordering. The results can be summarized as below:

(1) The in-phase non-flipping rotation of MA cations is accessible in both cubic and

tetragonal phases, while the in-phase flipping rotation is energetically prohibited in the tetragonal

phase. The larger the cell aspect ratio c/a is, the less likely MA flipping rotation becomes.

(2) The out-of-phase flipping rotation of MA cations in tetragonal MAPbI3 tends to form

FE dipole ordering.

(3) The FE dipole ordering state is energetically more favorable than the AFE states,

with a small energetic advantage of 36 meV. Polarization contributed by FE dipole ordering in

tetragonal MAPbI3 was calculated to be 3.15 µC/cm2.

(4) Based on change of c/a, compressive strain and substitutional doping with smaller

anions can both enhance the energetic advantage of the FE dipole ordering state in tetragonal

MAPbI3.

In short, this work reveals the rotational behavior of MA cations and their spontaneous

formation of FE dipole ordering in tetragonal MAPbI3, and proposes strain engineering and

doping engineering as two approaches to enhancing tendency of the FE state formation. We feel

that this work provides some key insights into design principles of high-efficiency solar cells

based on hybrid halide perovskites.
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Chapter 5

First-Principles Investigation of Epitaxial

Stabilization and Strain Engineering of

α-FAPbI3

In Chapter 4, we discuss first-principles investigation of ferroelectric dipole ordering

property in MAPbI3, and propose strain and doping engineering as effective ways to enhance

the unique property. In this chapter, we discuss energetic and electronic properties of FAPbI3,

and how epitaxial growth and strain engineering improve these properties. Note that this chapter

only reports the first-principles calculations extracted from our experimental and theoretical

collaboration. Both of Chapter 4 and Chapter 5 represent first-principles materials understanding

and optimization of hybrid halide perovskites for optoelectronic applications.

5.1 Introduction

Formamidinium lead iodide (FAPbI3) has a high-temperature photoactive α phase adopt-

ing the cubic perovskite crystal structure. However, α-FAPbI3 suffers from rapid and spontaneous
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phase transition to the photoinactive δ-FAPbI3 at low temperature, restricting its application in

optoelectronic devices.6 The current stabilization methods for α-FAPbI3 mainly utilize doping

of small ions, which compensate the internal strain that drives the phase transition.215 However,

doping of external chemical species would naturally alter the material properties, and could result

in undesired electronic properties like enlarged bandgaps.216

Unlike the conventional doping methods, epitaxial stabilization is a novel stabilization

method for halide perovskites.6 In heterogeneous growth, coherent interfaces can form if the

film and the substrate are close in structure and dimension. Such coherent interfaces show

substantially lower interfacial energy than incoherent ones. Because the system always minimizes

its Gibbs free energy, the interface can make the nucleus crystal structure of the grown film

material different from its equilibrium bulk structure. In this case, epitaxial stabilization is

achieved.217 Through compositional control of substrates, the epitaxial growth could also achieve

strain engineering of the structural and electronic properties of the film material. In this study, we

use first-principles calculations to investigate the thermodynamic terms in nucleation of α- and

δ-FAPbI3 on MAPbBr3 substrate. The difference between the two systems’ total energy change

during the nucleation processes demonstrate epitaxial stabilization of α-FAPbI3. In addition,

we explore the effect of epitaxial strains on the structural and electronic properties of the halide

perovskites.

5.2 Computational Details

First-principles density functional theory calculations were performed using the Vienna ab

initio Simulation Package (VASP).179 Electron–ion interactions were described using the Projector

Augmented Wave pseudopotential.180 The electron-electron exchange-correlation functional was

treated using the Generalized Gradient Approximation parametrized by Perdew, Burke and

Ernzerhof.83 For bandgap calculations, spin–orbit coupling was incorporated owing to the heavy
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element Pb, and the hybrid functionals within Heyd-Scuseria-Ernzerhof formalism with 25%

Hartree-Fock exchange were employed. A cutoff energy of 400 eV for the plane-wave basis set

was used. All structures were fully optimized until all components of the residual forces were

smaller than 0.01 eV Å−1. The convergence threshold for self-consistent-field iteration was set

at 10−5 eV. For optimization of the cubic lattice parameter, a Γ-centred 3×3×3 k-point mesh

was used. A denser k-point mesh of 4×4×4 was used to obtain accurate energies and electronic

structures for strained cells. For optimization and static calculations of the heterostructural

models, Γ-centred 4×4×1 and 5×5×1 k-point meshes were used, respectively.

5.3 Results and Discussion

5.3.1 Epitaxial Stabilization of α-FAPbI3

First-principles calculations were performed to investigate epitaxial stabilization of α-

FAPbI3 with respect to δ-FAPbI3 on MAPbBr3 substrates. A typical model of epitaxial sta-

bilization calculations compares the total energy changes of nucleating the two phases on the

substrate.218 Equation (1) shows an expression of this model for this specific system:

∆Eα−δ = (∆Eα
f −∆Eδ

f )d +(∆Eα
s −∆Eδ

s )d +(σα||S−σ
δ||S), (5.1)

where the terms on the right-hand side for phase i (i = α, δ) are bulk formation energy (∆E i
f ),

strain energy (∆E i
s), and interfacial energy (σi||S, S means substrate) terms. Here, we use area-

specific bulk energy terms (∆E i
f and ∆E i

s) by setting the film thickness to d = 1 nm. The sum

of the three energy-difference terms is the total energy difference between strained α-FAPbI3

and δ-FAPbI3 (∆Eα−δ). A negative ∆Eα−δ indicates that growth of α-FAPbI3 is energetically

more favorable than δ-FAPbI3 on the MAPbBr3 substrate, and thus the metastable α-FAPbI3 is

epitaxially stabilized. Calculation details and results for each energy term are discussed below.
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Figure 5.1: First-principles calculations of epitaxial stabilization. a, Schematic heterostructural
models used to calculate the epitaxial α-FAPbI3 (001)/MAPbBr3 (001) interface. The two
interface terminations studied are FAI/PbBr2 and PbI2/MABr. In each model, the blue plane
indicates the interface, the upper section indicates the FAPbI3 film, and the lower section
indicates the MAPbBr3 substrate. b, Calculated phase diagram for α-FAPbI3 and epitaxial
α-FAPbI3 (001)/MAPbBr3 interface. The long, narrow region marked in green depicts the
thermodynamically stable range for equilibrium growth of α-FAPbI3 under different I and Pb
chemical potentials. Outside this region, the compound decomposes into FAI or PbI2. Three
representative points A (∆µI = -1.02 eV, ∆µPb = 0 eV), B (∆µI = -0.50 eV, ∆µPb = -1.03 eV),
and C (∆µI = 0 eV, ∆µPb = -2.04 eV) are selected for calculating the interfacial energy. The red
dashed line separates the phase diagram into stability regions of the two different interfacial
terminations in a. µ represents the chemical potentials of the corresponding atoms.

The bulk formation energy (∆E i
f ) is the energy difference between bulk i-FAPbI3 and its

elemental components, as shown in Equation (2):

∆E i
f = Ei−EFA−EPb−3EI. (5.2)

Because we are dealing with polymorphs with the same composition, the elemental components

for both α and δ phases are the same. The total energy of the FA+ cation is calculated based on

an isolated molecule. Total energies of Pb and I are calculated using their most stable crystal

structures, with a space group of Fm3m and Cmce, respectively. By setting the film thickness
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to 1 nm, we get area-specific bulk formation energies ∆Eα
f = -2.279×10−1 eV Å−2 and ∆Eδ

f =

-2.31×10−1 eV Å−2. The results indicate that δ-FAPbI3 is more stable, which agrees with the

experimental findings that δ-FAPbI3 is more stable than α-FAPbI3 at room temperature.219

The strain energy of i-FAPbI3 (∆E i
s) is induced by constraints from the substrate due to

epitaxial nucleation and lattice mismatch. It equals to the energy difference between the films

with and without the strain (Equation (3)).

∆E i
s = Estrained

i −Ei. (5.3)

In the case of α-FAPbI3, we have confirmed in the experiments that both MAPbBr3 substrate and

α-FAPbI3 film are (001) oriented. Our calculations also show that lattice constants of α-FAPbI3

and MAPbBr3 have a relatively large mismatch of 6%. Therefore, we can explicitly obtain

Estrained
α in Equation (3) by calculating α-FAPbI3 with 6% bi-axial compressive strain along

ab-axes. The area-specific ∆Eα
s is calculated to be 1.2×10−2 eV Å−2.

In the case of δ-FAPbI3, the possible growth model is not straightforward. Therefore, we

perform a search for the lattice plane of minimal lattice mismatch with MAPbBr3 (001). The

hexagonal (001) close-packed plane of δ-FAPbI3 has dimensions of a = b = 8.62 Å and γ = 120°.

Based on this plane, the termination we found that is most compatible with MAPbBr3 (001)

substrate has a large vector strain of 13.2% and 3.43°, and an area strain of 18.3%. This obviously

exceeds the strain threshold for a coherent interface, which is usually below 10%.218 We thus

consider δ-FAPbI3 forms incoherent interface with MAPbBr3 (001). A film with the incoherent

interface is not constrained by the substrate and the strain energy ∆Eδ
s is therefore 0.

To calculate the interfacial energy for α-FAPbI3 (001)/MAPbBr3 (001) (σα||S), we build

heterostructural models consisting of m layers of substrate and n layers of film. The two het-

erostructural models are shown in Fig. 5.1a. They represent two different terminations, namely

FAI/PbBr2 (m = 5, n = 9) and PbI2/MABr (m = 5, n = 11). Note that only nine layers of film
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material are shown in each structure for clarity.

The other two possible terminations for the α-FAPbI3 (001)/MAPbBr3 (001) interfaces are

FAI/MABr and PbI2/PbBr2 (not shown here). Through initial analysis of bonding characteristics,

we find that these terminations cannot form ionic bonds between the film and the substrate

like the Pb-I (Pb-Br) bonds in FAI/PbBr2 (PbI2/MABr). ‘Physical contacts’ like FAI/MABr

and PbI2/PbBr2
220 at the interface are less stable than ‘chemical contacts’ like FAI/PbBr2 and

PbI2/MABr. Therefore, we only focus on FAI/PbBr2 and PbI2/MABr in this investigation.

After the heterostructural models are confirmed, the interfacial energy can be calculated

by subtracting the bulk energy of all components in the heterostructural model. Specifically,

interfacial energy equations for these two heterostructural models are shown as Equations (4) and

(5).

σ
α||S
T ERM1 =

1
2A

(EHS1−2×EMAPbBr3−4×Estrain
FAPbI3

−µMAPbBr3
Pb −2×µMAPbBr3

Br −µFAPbI3
FA −µFAPbI3

I )

(5.4)

σ
α||S
T ERM2 =

1
2A

(EHS2−2×EMAPbBr3−5×Estrain
FAPbI3

−µMAPbBr3
MA −µMAPbBr3

Br −µFAPbI3
Pb −2×µFAPbI3

I )

(5.5)

where EHS is the total energy of the heterostructural model, EMAPbBr3 is the total energy of

the strain-free MAPbBr3 lattice, Estrain
FAPbI3

is the total energy of the strained α-FAPbI3 lattice,

and µ represents the chemical potentials of the corresponding atoms/molecules. Each of the

heterostructural models contains two identical interfaces, and A is the interfacial area.

On the right-hand side, the trailing terms represent the bulk energy of each component in

the heterostructure. For example, there are nine layers of α-FAPbI3 in FAI/PbBr2, which equals

to four intact α-FAPbI3 unit cells (each has two layers) plus one extra layer of FAI. The extra

or un-stoichiometric components require the determination of their chemical potentials in the

corresponding film or substrate material. Here we show in detail how we obtained chemical
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potentials of un-stoichiometric α-FAPbI3 components.

∆µFA +∆µPb +3∆µI = ∆H(FAPbI3) =−5.78 eV (5.6)

∆µPb +2∆µI < ∆H(PbI2) =−2.02 eV (5.7)

∆µFA +∆µI < ∆H(FAI) =−3.74 eV (5.8)

According to thermodynamic stability limits expressed in Equations (6) - (8), we plot

the phase diagram for α-FAPbI3 against the chemical potential change ∆µI and ∆µPb. Fig. 5.1b

shows the phase diagram, and the long, narrow green region indicates the thermodynamic stability

region for the synthesis of α-FAPbI3. We select three representative points throughout the whole

region for the following calculations: A (∆µI = -1.02 eV, ∆µPb = 0 eV), B (∆µI = -0.50 eV, ∆µPb

= -1.03 eV), and C (∆µI = 0 eV, ∆µPb = -2.04 eV).

Similarly, we obtain the phase diagram for MAPbBr3 substrate (not shown) and select one

representative point P (∆µBr = -0.70 eV, ∆µPb = -1.47 eV) in the middle of the thermodynamically

stable range. The values of point P are used as constants in Equations (4) and (5) for the

un-stoichiometric MAPbBr3 components.

We also added the stability limit for FAI/PbBr2 and PbI2/MABr in the phase diagram

(Fig. 5.1b). As the red dashed line shows, FAI/PbBr2 is more stable in the region below this limit,

and it covers the whole stability range of α-FAPbI3. Therefore, we only need to calculate the

interfacial energy for FAI/PbBr2, and the results are 2.86×10−4 eV Å−2, 4.29×10−4 eV Å−2,

and 2.86×10−4 eV Å−2 at A, B, and C points, respectively. Interestingly, the composition of

interfacial terminations and their preferred chemical potential conditions agree with each other.

For the δ-FAPbI3/MAPbBr3 (001) interface, the interfacial energy σδ||S is given as 6.242×10−2

eV Å−2 (i.e., 1 Jm−2), a typical value for incoherent interfaces.218

Results for all energy terms in Equation (1) are summarized in Table 5.1. The calculated

74



Table 5.1: Thermodynamic terms relevant to epitaxial nucleation of α-FAPbI3 and δ-FAPbI3 on
cubic MAPbBr3 substrates. The bulk formation energy (∆E f ), strain energy (∆Es), interfacial
energy (σ), total energy change (∆ E), and the difference between the two phases (∆ Eα−δ)
are in eV Å−2. The value marked with * indicates that the interface between the substrate
and the δ-FAPbI3 is considered incoherent, and the interfacial energy term is set at 1 J m−2 =
6.242×10−2 eV Å−2.

α-FAPbI3 δ-FAPbI3

A B C –

∆ E f -22.79×10−2 -23.10×10−2

∆ Es 1.20×10−2 0

σ 0.0286×10−2 0.0429×10−2 0.0286×10−2 6.242×10−2*

∆ E -21.5614×10−2 -21.5471×10−2 -21.5614×10−2 -16.858×10−2

∆ Eα−δ -4.7034×10−2 -4.6891×10−2 -4.7034×10−2 –

total energy change of nucleating α-FAPbI3 is around -2.155×10−1 eV Å−2 (regardless of chem-

ical potential conditions), while the value for δ-FAPbI3 is -1.6858×10−1 eV Å−2. Apparently,

∆Eα−δ has a negative value of around -4.7×10−2 eV Å−2 (i.e., -0.75 Jm−2), which indicates

epitaxial stabilization of α-FAPbI3 with respect to δ-FAPbI3 on MAPbBr3 substrates. This result

is comparable to prior successful prediction of epitaxial stabilization.

From Table 5.1, we can see that the bulk formation energy is the largest term but yields

a small difference (3.1×10−3 eV Å−2) between α-FAPbI3 and δ-FAPbI3. The strain energy

term is in favor of δ-FAPbI3 by a large value of 1.2×10−2 eV Å−2. The main contribution to

∆Eα−δ is from interfacial energy, which is above 6×10−2 eV Å−2 and decides the overall energy

preference. Notably, to accurately determine energetics using DFT calculations, we apply a large

interfacial mismatch (strain = -6%) to calculate the strain energy term for α-FAPbI3. However,

the calculations represent an upper limit of strain’s influence and guarantee a negative ∆Eα−δ in

lower-strain circumstances. Strains below 6% would definitely yield a ∆Eα
s less than 1.2×10−2

eV Å−2 and a more negative ∆Eα−δ, which better ensures epitaxial stabilization of α-FAPbI3.

Another experimental variable is the substrate composition. We use MAPbBr3 as the substrate in

the heterostructural model to calculate the interfacial energies, but in experiments we also use
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mixed-halide substrates with Cl composition up to MAPbCl1.50Br1.50. This will not change the

conclusion of the discussions here because the substrate energy is excluded in the calculation of

the interfacial energy, as shown in Equations (4) and (5).

Besides, the consideration of the stabilization mechanism is based on the system with

both the α-FAPbI3 and substrate lattices rather than just focusing on the α-FAPbI3 lattice alone.

Two different heterostructures (i.e., the α-FAPbI3/substrate and the δ-FAPbI3/substrate) are used

to study the interfacial energy of nucleus crystallization during the epitaxial growth. The structure

with lower interfacial energy will be more favorable during nucleus crystallization and, thus, more

favorable to form. Calculation results show that the interfacial energy of the α-FAPbI3/substrate

(0.0286×10−2 eV Å−2) is much lower than that of the δ-FAPbI3/substrate (6.242×10-2 eV Å−2).

Therefore, the total energy of the α-FAPbI3/substrate system is much smaller than that of the

δ-FAPbI3/substrate system because of the interfacial energy benefit, which stabilizes the epitaxial

α-FAPbI3 on the substrate. Additionally, the phase transition depends on not only the energy

landscapes of both phases (phases before/after phase transition), but also the energy barrier

between the two phases. This is where the epitaxial constraint from the substrate comes into play.

In order to make the phase transition to happen, the α-FAPbI3 need to break the ionic bonds with

the substrate, which represents a very high energy barrier. Therefore, due to the synergistic effects

of strain and epitaxial constraint, the α-FAPbI3 is stable for long term as observed in this study.

In summary, our calculations show reliable and robust validation of the epitaxial stabilization of

α-FAPbI3.

5.3.2 Strained α-FAPbI3

First-principles calculations allow a better understanding of the structural deformation

and prediction of any emerging new properties. Cubic α-FAPbI3 unit cells are calculated with the

N-N axis of the FA+ cation along (001), (101), and (111), respectively (left panel of Fig. 5.2a).

These three low Miller index directions represent FA’s typical orientations, and their calculated
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Figure 5.2: First-principles calculations of the strained α-FAPbI3 unit cell under different
strains. a, Evolution of lattice volume and bandgap as a function of strain for three α-FAPbI3
lattices with different FA+ organic cation orientations. For the bandgap calculations, spin-orbit
coupling is incorporated owing to the heavy element Pb, and the hybrid functionals within
Heyd-Scuseria-Ernzerhof formalism with 25% Hartree-Fock exchange are employed. b, The c
axis length of the unit cell when biaxially straining the a/b axes. The slope of the fitted line
shows a Poisson’s ratio of about 0.3. c, C-N and C=N bond lengths at different strain levels.
Calculation results show that the deformation of the FA+ skeleton is very small under the applied
biaxial strain.

total energies could reveal potential orientation preferences. As the first step, we optimized the

cubic lattice parameter a for each orientation to obtain the lowest total energy. Our calculations

show a = 6.35 Å for the FA along (001), a = 6.40 Å for the FA along (101), and a = 6.37 Å for

the FA along (111). The optimized structure with the FA along (101) has the lowest total energy

of -52.73 eV, and the optimized structure with the FA along (001) shows the highest total energy

of -52.68 eV. The total energy difference between these two structures is within 50 meV, and thus

the structural model with FA along (101) direction was used in our calculations.

Then we applied bi-axial strains in the ab-plane of the optimized structure for each

orientation. The range is from 3% tensile strain to -3% compressive strain. The strained cells keep

their original FA orientation after optimization along the z-direction. For bandgap calculations,

spin-orbit coupling (SOC) was incorporated due to the heavy element Pb, and hybrid functionals

within Heyd–Scuseria–Ernzerhof (HSE) formalism with 25% Hartree-Fock (HF) exchange were

employed. The calculated bandgap energy (lower right of Fig. 5.2a) and cell volume (upper

right of Fig. 5.2a) are displayed as a function of the bi-axial strain. The cell volume decreases

as the strain changes from tensile to compressive for each FA orientation. This is a result of
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Figure 5.3: Calculated effective masses of the carriers at different strains, and electronic band
structures under three strain levels (3%, 0%, and -3%). The electron effective mass (m∗e) remains
relatively stable with the change in strain, while the hole effective mass (m∗h) decreases with
increasing compressive strain. The dashed lines represent the dispersivity of the valence band;
a less dispersive valence band structure indicates a smaller hole effective mass. The Z, R and
A points are high-symmetry points in the first Brillouin zone of the tetragonal lattice. Bottom
panels with colored borders represent three typical examples with different strains.

the decreased a and b and slightly increased c. The bandgap decreases as well when the strain

changes from tensile to compressive for each FA orientation.

Fig. 5.2b shows the out-of-plane lattice deformation with different in-plane strain levels.

A Poisson’s ratio of around 0.3 can be calculated, consistent with the experimental value by

reciprocal space mapping. Meanwhile, C-N and C=N bond lengths in FA+ cation with different

strain levels (Fig. 5.2c) show no obvious changes with the strain, indicating a weak interaction

between the FA+ cation and the inorganic Pb-I framework.

To investigate the effect of strain on carrier dynamics in α-FAPbI3, we analyzed the

variation of charged carrier mobility via predicting effective masses of charged carriers from

first-principles calculations. In the calculations, the mean free time of carriers was assumed to be
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a constant, and the reversely proportional relationship between the effective mass and charged

carrier mobility was used. Carrier effective masses are determined by the curvature of the highest

energy at the VBM for holes and lowest energy at the CBM for electrons in the k space. Figure

5.3 shows the calculated electron and hole effective masses of α-FAPbI3 under different strain

levels. Electronic band structures of α-FAPbI3 under 3%, 0%, and -3% are also shown in the

lower panels of Fig. 5.3. Results indicate that the hole effective mass m∗h decreases when strain

goes from tensile to compressive, while the electron effective mass m∗e barely changes with the

strain. The trend of m∗h can be revealed from the curvature of the highest energy point of the

VBM, which gets less dispersive with increasing compressive strain. This is due to the fact that

the VBM that determines m∗h mainly consists of Pb 6s and I 5p orbitals. Under tensile strain, the

distance between Pb and I atoms increase and therefore the Pb-I bond interaction is weakened,

thus leading to the increase of effective mass. In contrast, the hole mobility will increase under

compressive strain due to the enhanced Pb-I bond interaction and the decreased effective mass.

However, the CBM that determines the electron effective mass mainly consist of Pb p orbitals is

less sensitive to the deformation of Pb-I bonds, which is why m∗e barely changes with applied

strain.221

5.4 Conclusion

In summary, we studied epitaxial growth and effects of strains on the halide perovskite

α-FAPbI3. Our calculations demonstrated the epitaxial stabilization by calculating detailed

thermodynamic terms in the epitaxial nucleation process. Among the thermodynamic terms,

interfacial energy dominates the energy advantage of α-FAPbI3 during epitaxial nucleation. We

also show that strains control the crystal structure, the bandgap, and the hole effective mass.

The strained epitaxial growth is thus demonstrated to enhance the stability and optoelectronic

properties of α-FAPbI3. This work is expected to inspire stabilization of other metastable
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perovskites with appropriate optoelectronic applications.
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Chapter 6

Conclusion and Outlook

6.1 Outlook on High-Throughput Design of Halide Perovskites

and Beyond for Optoelectronics

As discussed in Chapters 1-3, many promising candidates have been predicted from

high-throughput computational materials design. However, additional efforts are still needed

to examine their synthesizability, validate their properties, and realize optoelectronic devices

based on these materials. In addition, next-step computational screening efforts could be done

to explore novel materials structures and to further improve the efficiency of HT materials

design, for example, using the emerging machine learning (ML) approach. On the basis of these

considerations, we highlight possible future research directions as below:

i) Stable and lead-free halide semiconductors that exhibit similar exceptional properties

as lead halide perovskites could revolutionize many fields including the solar cell industry. Table

1.1-1.4 summarize promising alternative materials to lead halide perovskites predicted from HT

computational design, which can be classified into four categories. Generally, these materials need

more detailed characterization and specific development for their applications in optoelectronic de-

vices through additional experimental efforts, along with more accurate computational/theoretical
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studies. The IVA-element based single perovskites have been enumerated by early HT studies,

and a large number of experiments have demonstrated their advantages and disadvantages (Table

1.1). Despite the elimination of toxicity in these perovskites, oxidation of divalent Ge or Sn ions

poses ambient stability issues. For other element-based single perovskites, most search efforts

considered various B-site cations solely with the perovskite structure and did not compare the

candidates’ stability or synthesizability with their competing phases in other possible structures.

This leads to the fact that most predicted compositions crystallize in non-perovskite structures, and

that the candidates do not have much experimental validation in Table 1.2. For double perovskites,

because of the large chemical search space induced by their quaternary composition, there are

much more prediction results than the other three categories of materials, and several predicted

compounds have been successfully synthesized (Table 1.3). However, some predicted compounds

like A2GeSnX6 double perovskites are less inspiring because they are simple combinations of IVA

element-based single perovskites. In addition, some double perovskite predictions also have the

problem of stability overestimation. One example is the predicted family of A2In(I)M(III)X6 (M

= Bi, Sb) double perovskites. Theoretical and experimental studies proved that these perovskites

are intrinsically unstable with respect to oxidation into In(III)-based compounds, and that the HT

predictions neglected redox reactions as decomposition pathways.74 Another example is the HT

prediction of Cu(I)-based double perovskites. Indeed, Cu(I) atoms tend to form [CuX4] tetrahedra

instead of [CuX6] octahedra as in perovskite structures, as proved by theoretical and experimental

efforts.75 Notably, there is a special class of materials called mixed-valence perovskites (e.g.

In(I)-In(III) and Au(I)-Au(III) perovskites). These perovskites have ternary compositions of

single perovskites but the +1/+3 valence states of metal ions in double perovskites. Although

predicted by HT studies, In(I)-In(III) perovskites have the same chemical stability problem of

In(I) oxidation as in In(I)-based double perovskites. A later computational study also showed that

they have indirect and too small bandgaps, and that local mixed-valence In(I)-In(III) configuration

in In(I)-Bi(III) double perovskites induces deep defect states.222 Similarly, another study showed
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that the predicted Au(I)-Au(III) perovskites have two-dimensional electronic properties including

highly anisotropic band structures and flat conduction band and valence band at the band edges.223

ii) As large-scale materials data have been generated from the HT studies, screening of

candidates for other optoelectronic applications, including transistors, lasers, and wide-bandgap

top-cell materials in perovskite-silicon tandem solar cells, can be achieved with reduced com-

putational cost. These materials data also enable the training of ML algorithms to reveal the

undiscovered trends and materials design principles for halide optoelectronics.

iii) HT computational design based on perovskite-derived structures is a promising di-

rection and have started lately. These structures could show intrinsically higher thermodynamic

stability than perovskite structures. Besides the single-perovskite derivatives reviewed, there

are still many versatile prototype structures such as double perovskites and low-dimensional

perovskites. The prior materials design in these perovskite-derived structures have been proven

successful from the experimental synthesis of some candidate materials (Table 1.4). Also, an

appropriate application of ML approach in these novel structures could further speed up the

materials discovery process. However, it is noted that most ML models in the reviewed topic deal

with perovskites only, and features that effectively account for different structures are scarce, and

the inclusion of various prototype structures in the ML approach could be challenging but also

interesting.

iv) Although HT computational design is a powerful tool to discover novel materials at

low cost, unreasonable process design (e.g. calculations of redundant materials that can be pre-

excluded by basic chemical rules) may result in unnecessary cost of computation resources and

ineffective prediction results. As more and more HT materials screening studies become available

for perovskite-related optoelectronics, some general protocols that regulate the methodologies,

levels of theory, and the examination of materials stability should be considered by the HT

computation community. These protocols are important for the robustness and reliability of the

screening results and more informative for guiding experimental studies. For example, as an
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essential property in computational prediction, thermodynamic stability should be rigorously

analyzed by calculating decomposition enthalpy with respect to all possible pathways or by

analyzing energy above the convex hull with phase diagrams. The ongoing development of

automation toolkit and standard materials libraries will also greatly help apply such protocols in

the HT studies.

6.2 Conclusion

Organic-inorganic hybrid lead halide perovskites hold great promise as next-generation

solar-cell and light-emitting materials. However, they are faced with two critical issues hindering

their large-scale commercialization, namely low stability and the toxicity of lead. Besides,

their high efficiencies and working mechanisms require deep theoretical understanding. In this

dissertation, we focus on design of stable and non-toxic halide perovskite alternatives to solve

the two issues, and we also investigate and optimize their materials properties for applications in

solar cells and light-emitting diodes.

In the first project, we have demonstrated a unique high-throughput approach to the

discovery of hybrid halide compounds related to perovskites for optoelectronic applications. The

design process has screened a comprehensive quantum materials repository containing 4507

hybrid compounds using a series of electronic and energetic descriptors including difference

of formation enthalpy, decomposition enthalpy, bandgap, charge carrier effective masses, and

exciton binding energy to select promising candidates for optoelectronic applications. A total

number of 23 candidates for light-emitting diodes and 13 candidates for solar energy conversion

were selected. These candidates adopt five prototype structures, including tetragonal structure

consisting of layers of corner sharing BIIX6 (tI14), hexagonal structure consisting of corrugated

layers of corner-sharing BIIIX6 (hP14), hexagonal structure consisting of dimers of face-sharing

BIIIX6 (hP28), tetragonal structure consisting of isolated BIV X6 (tI18), and cubic structure
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consisiting of isolated BIV X6 (cF36). The tI14 candidates contain BII=Ge, Sn; the hP14 and hP28

candidates contain BIII=Ga, In, Sb, Bi; and the tI18 and cF36 candidates contain BIV =Zr, Te, Sn,

and Hf. It is important to note that this approach is transformative to the discovery of other types

of functional materials.

In the second project, we continue the screening process by using high-throughput first-

principles electronic structure calculations. We have systemically studied the stability diagrams,

defect tolerance, and absorption coefficients for the screened lead-free 29 candidate hybrid

semiconductors for optoelectronic applications. The calculated stability diagram outlines the

thermodynamically stable range for the equilibrium growth of the predicted compound with

different chemical potentials. The defect tolerance was evaluated from the calculated defect

formation energies and transition levels. Out of the selected 29 compounds, 15 candidates

show high defect tolerance. The absorption coefficients were calculated from the dielectric

functions. These computational studies provide detailed guidance on the further experimental

synthesis and characterization of these lead-free hybrid compounds, with a potential to facilitate

the development of novel optoelectronic devices.

The first two projects focus on materials design of lead halide perovskite alternatives to

intrinsically solve the stability and toxicity issues. In the last two projects, we focus on individual

materials to understand their specific structural, energetic, and electronic properties, and propose

methods to optimize these properties for improved performance in optoelectronic applications.

In the third project, ferroelectric dipole ordering of MA cations in MAPbI3 were studied

from first-principles calculations. First, we investigated two types of MA cation rotations,

including in-phase and out-of-phase rotations, and calculated their energy barriers. Second,

the energetic advantage of the FE state relative to the AFE states was determined. Last, we

explored means to further enhance the FE dipole ordering. We have found that The larger the

cell aspect ratio c/a is, the less likely MA flipping rotation becomes. Moreover, the out-of-phase

flipping rotation of MA cations in tetragonal MAPbI3 tends to form FE dipole ordering. The FE
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dipole ordering state is energetically more favorable than the AFE states, with a small energetic

advantage of 36 meV. Polarization contributed by FE dipole ordering in tetragonal MAPbI3 was

calculated to be 3.15 µC/cm2. Based on change of c/a, compressive strain and substitutional

doping with smaller anions can both enhance the energetic advantage of the FE dipole ordering

state in tetragonal MAPbI3. This work could provide some key insights into design principles of

high-efficiency solar cells based on hybrid halide perovskites.

In the fourth project, we studied epitaxial growth and effects of strains on halide per-

ovskites α-FAPbI3. Our calculations demonstrated the epitaxial stabilization by calculating

detailed thermodynamic terms in the epitaxial nucleation process. Among the thermodynamic

terms, interfacial energy dominates the energy advantage of α-FAPbI3 during epitaxial nucleation.

We also show that strains control the crystal structure, the bandgap, and the hole effective mass.

The strained epitaxial growth is thus demonstrated to enhance the stability and optoelectronic

properties of α-FAPbI3.

In summary, our first-principles study of hybrid halide perovskites and beyond has

led us to discovery of novel optoelectronic materials, as well as fundamental understanding

and optimization of the structural, energetic, and electronic properties of halide perovskites.

Ultimately, our research is motivated by an explicit goal of solving challenges and propelling

real-world applications of halide perovskites and beyond in optoelectronics. We expect that the

discovered materials will facilitate cheap and high-efficiency next-generation solar cells and light-

emitting diodes, and that the understanding and optimization strategies will provide theoretical

insights for improving the material performance in the optoelectronic applications.
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Appendix A

Prototype Structures, Anisotropic Effective

Masses, and AIMD results for HT

Materials Design

Table A.1: Calculated properties for the reference compound MASnBr3 (cP5) using different
functionals: lattice parameters (in Å), electron (hole) effective masses me

∗ (mh
∗) near the

CBM (VBM), reduced effective mass (µ), and decomposition enthalpy (∆Hd , in eV/f.u.). The
experimentally measured lattice parameters are a = 5.837 Åand c = 5.853 Å.

Functional
Lattice Parameters

m∗e m∗h µ ∆Hd
a b c

PBE 5.9538 5.9144 6.0039 0.31 0.18 0.11 0.26

vdW.D3 5.8446 5.8208 5.8533 0.32 0.12 0.09 0.22

optB86b 5.8289 5.8059 5.8473 0.32 0.14 0.10 0.21
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Figure A.1: Structures of the 24 perovskite-derived inorganic metal halide compounds
(CsxByXz) used as structural prototypes (HY.001-HY.024) to build the hybrid metal halide
compound repository. The conventional-cell structures are shown in polyhedral style from the
standard orientation of crystal shape using VESTA. ICSD number and Pearson symbol of each
inorganic compound are given.
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Table A.2: Calculated electron and hole effective masses along major directions for the
anisotropic tI14, hP14, hP28, and tI18 candidates. † denotes effective masses calculated
with SOC.

Prototype Brillouin Candidates Γ - Z Γ - X
Structure Zone m∗e m∗h m∗e m∗h

(MA)2GeBr4 0.89 2.04 0.11 0.23
(MA)2GeI4 0.80 38.73 0.10 0.23
(MA)2SnCl4 3.37 3.20 0.14 0.23
(MA)2SnBr4 4.36 2.29 0.10 0.16
(MA)2SnI4 4.12 8.38 0.09 0.15
(FA)2SnBr4 2.41 1.76 0.12 0.18
(AD)2GeI4 0.82 1.72 0.10 0.56

tI14 (AD)2SnBr4 1.07 1.89 0.13 0.26
(AD)2SnI4 1.17 1.19 0.10 0.22

Prototype Brillouin Candidates Γ - A M - K
Structure Zone m∗e m∗h m∗e m∗h

(MA)3In2I9 0.46 12.74 0.99 0.61
(MA)3Sb2Br9 0.33 0.41 0.52 2.66
(MA)3Sb2I9 0.38 0.31 0.33 0.31
(MA)3Bi2I9 0.41† 1.21† 0.63† 0.82†
(FA)3Ga2I9 2.37 50.87 0.76 1.17
(FA)3In2Br9 0.57 6.17 2.02 0.23
(FA)3In2I9 0.52 9.03 1.68 0.57
(FA)3Bi2I9 1.06† 10.46† 0.26† 0.75†

hP14 (AD)3Sb2Br9 0.50 0.43 0.65 1.65
(AD)3Sb2I9 0.36 0.31 0.40 2.94
(AD)3Bi2I9 0.51 0.66 0.46 1.26

Prototype Brillouin Candidates Γ - A M - K
Structure Zone m∗e m∗h m∗e m∗h

(FA)3Sb2I9 2.00 6.96 0.39 1.90
(AD)3In2I9 0.92 1.63 1.27 1.40

hP28
Prototype Brillouin Candidates Γ - Z Γ - X
Structure Zone m∗e m∗h m∗e m∗h

(MA)2ZrI6 0.80 1.59 8.46 0.98
(AD)2HfI6 3.20† 0.80† 2.54† 1.73†
(AD)2SnBr6 0.51 1.24 0.52 1.76
(AD)2TeBr6 1.69 2.17 2.15 1.03

tI18
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Figure A.2: Total energy during 5ps ab-initio molecular dynamics (AIMD) simulations at 300K
for all the screened tI14 compounds. In this and subsequent figures, the Pearson symbols of
analogue inorganic compounds including tI14, hP14, tI18, cF36, and hP28 are used to distinguish
the prototypes of the screened hybrid inorganic-organic materials.
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Figure A.3: Total energy during 5ps ab-initio molecular dynamics (AIMD) simulations at 300K
for all the screened hP14 compounds.
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Figure A.4: Total energy during 5ps ab-initio molecular dynamics (AIMD) simulations at 300K
for all the screened tI18 compounds.
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Figure A.5: Total energy during 5ps ab-initio molecular dynamics (AIMD) simulations at 300K
for all the screened cF36 compounds.
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Figure A.6: Total energy during 5ps ab-initio molecular dynamics (AIMD) simulations at 300K
for all the screened hP28 compounds.
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Appendix B

Phase Diagrams, Defect Tolerance, and

Absorption Coefficients for the 29

Perovskite Derivatives
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Figure B.1: (a) Defect formation energies of iodine vacancy (E f [VI]) in MASnI3 perovskite and
calculation CPU time (tCPU ) as functions of the inverse number of atoms (Natoms). (b) Crystal
structure of the cubic unit cell and the stability diagram of MASnI3. There are three inequivalent
iodine sites in the unit cell (noted 1, 2, and 3). Chemical potential at A (∆µI = −0.518 eV,
∆µSb =−1.035 eV) is used in formation energy calculations.
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Table B.1: Cell sizes for defect calculations of exemplary compounds in the five prototype
structures.

Compound MA2SnI4 MA3Bi2I9 FA3Sb2I9 MA2ZrI6 MA2TeI6
(structure) (tI14) (hP14) (hP28) (tI18) (cF36)
a (Å) 6.12 8.35 8.02 8.18 11.67
b (Å) 6.11 16.69 8.32 8.19 11.51
c (Å) 20.00 11.00 23.18 12.37 12.58
Natoms 42 70 70 46 92
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Figure B.2: Calculated stability diagram for tI14 compounds. In this and subsequent stability
diagram figures, the region in red depicts the thermodynamically stable range for equilibrium
growth of the compound with respect to the chemical potential of inorganic cations and halide
anions. Outside this region, the compound decomposes into various type of decomposers. The
three respresentative points A, B, and C are selected to calculate the defect formation energies.
The Pearson symbols of analogue inorganic compounds including tI14, hP14, tI18, cF36, and
hP28 are used to distinguish the prototypes of the screened hybrid inorganic-organic materials.
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Figure B.3: Calculated stability diagram of hP14 compounds.
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Figure B.4: Calculated stability diagram of hP28 compounds.
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Figure B.6: Calculated stability diagram of cF36 compounds.

99



(a) (b)
A B C

Figure B.7: Calculated (a) defect formation energy and (b) transition energy levels for
MA2GeBr4 (tI14). In this and subsequent figures, the formation energies of intrinsic point
defects are plotted at chemical potentials A, B, and C, respectively. Defects with formation
energies above 0 eV throughout the band gap range are shown as dashed lines. The transition
energy levels of intrinsic donors and acceptors are plotted in red and blue, respectively.

(a) (b)
A B C

Figure B.8: Calculated (a) defect formation energy and (b) transition energy levels for MA2GeI4
(tI14).

(a) (b)
A B C

Figure B.9: Calculated (a) defect formation energy and (b) transition energy levels for
MA2SnCl4 (tI14).
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(a) (b)
A B C

Figure B.10: Calculated (a) defect formation energy and (b) transition energy levels for
MA2SnBr4 (tI14).

(a) (b)
A B C

Figure B.11: Calculated (a) defect formation energy and (b) transition energy levels for
FA2SnBr4 (tI14).

(a) (b)
A B C

Figure B.12: Calculated (a) defect formation energy and (b) transition energy levels for
AD2GeI4 (tI14).
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(a) (b)
A B C

Figure B.13: Calculated (a) defect formation energy and (b) transition energy levels for
AD2SnBr4 (tI14).

(a) (b)
A B C

Figure B.14: Calculated (a) defect formation energy and (b) transition energy levels for AD2SnI4
(tI14).

(a) (b)
A B C

Figure B.15: Calculated (a) defect formation energy and (b) transition energy levels for
MA2SnI4 (tI14).

102



(a) (b)
A B C

Figure B.16: Calculated (a) defect formation energy and (b) transition energy levels for
MA3In2I9 (hP14).

(a) (b)
A B C

Figure B.17: Calculated (a) defect formation energy and (b) transition energy levels for
MA3Sb2Br9 (hP14).

(a) (b)
A B C

Figure B.18: Calculated (a) defect formation energy and (b) transition energy levels for
MA3Sb2I9 (hP14).
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(a) (b)
A B C

Figure B.19: Calculated (a) defect formation energy and (b) transition energy levels for
MA3Bi2I9 (hP14).

(a) (b)
A B C

Figure B.20: Calculated (a) defect formation energy and (b) transition energy levels for
FA3Ga2I9 (hP14).

(a) (b)
A B C

Figure B.21: Calculated (a) defect formation energy and (b) transition energy levels for
FA3In2Br9 (hP14).
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(a) (b)
A B C

Figure B.22: Calculated (a) defect formation energy and (b) transition energy levels for FA3In2I9
(hP14).

(a) (b)
A B C

Figure B.23: Calculated (a) defect formation energy and (b) transition energy levels for FA3Bi2I9
(hP14).

(a) (b)
A B C

Figure B.24: Calculated (a) defect formation energy and (b) transition energy levels for
AD3Sb2Br9 (hP14).
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(a) (b)
A B C

Figure B.25: Calculated (a) defect formation energy and (b) transition energy levels for
AD3Sb2I9 (hP14).

(a) (b)
A B C

Figure B.26: Calculated (a) defect formation energy and (b) transition energy levels for
AD3Bi2I9 (hP14).

(a) (b)
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Figure B.27: Calculated (a) defect formation energy and (b) transition energy levels for
FA3Sb2I9 (hP28).
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(a) (b)
A B C

Figure B.28: Calculated (a) defect formation energy and (b) transition energy levels for
AD3In2I9 (hP14).

(a) (b)
A B C

Figure B.29: Calculated (a) defect formation energy and (b) transition energy levels for MA2ZrI6
(tI18).

(a) (b)
A B C

Figure B.30: Calculated (a) defect formation energy and (b) transition energy levels for AD2HfI6
(tI18).
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(a) (b)
A B C

Figure B.31: Calculated (a) defect formation energy and (b) transition energy levels for
AD2SnBr6 (tI18).

(a) (b)
A B C

Figure B.32: Calculated (a) defect formation energy and (b) transition energy levels for
AD2TeBr6 (tI18).

(a) (b)
A B C

SnI MAI SnMA

Figure B.33: Calculated (a) defect formation energy and (b) transition energy levels for
MA2SnI6 (cF36).
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(a) (b)
A B C

Figure B.34: Calculated (a) defect formation energy and (b) transition energy levels for
MA2TeI6 (cF36).

(a) (b)
A B C

Figure B.35: Calculated (a) defect formation energy and (b) transition energy levels for AD2TeI6
(cF36).
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Table B.2: Defect tolerance level determination for the tI14 compounds: List of defects that
have low formations energies and create deep transition energy levels for these compounds at
different synthesis chemical conditions A, B, and C. If all such defects can be prevented for
one compound at some chemical condition(s), the compound has high defect tolerance. If such
defects cannot be prevented for one compound at any chemical condition, the compound has
low defect tolerance.

Compound Defect (q1/q2 @ Transition Level) Defect Tolerance
(AxByXz) A (X-rich/B-poor) B (X/B-moderate) C (X-poor/B-rich) Level
MA2GeBr4 BrMA(-1/-2@0.87) – – high
MA2GeI4 – – GeI(2/3@0.67) high
MA2SnCl4 VSn(-1/-2@0.27)

ClMA(-1/-2@0.57)
VMA(0/-1@0.34)

VSn(-1/-2@0.27)
ClMA(-1/-2@0.57)
VMA(0/-1@0.34)

VSn(-1/-2@0.27) low

MA2SnBr4 BrMA(-1/-2@0.63)
VMA(0/-1@0.19)

– – high

MA2SnI4 VSn(0/-2@1.02) – SnI(1/2@1.04)(2/3@0.52)
MAI(0/1@1.03)(1/2@0.22)

high

FA2SnBr4 VSn(-1/-2@0.77)
BrFA(-1/-2@0.38)

BrFA(-1/-2@0.38) – high

AD2GeI4 ADI(0/2@1.75) ADI(0/2@1.75)
Gei(1/2@1.92)

GeI(1/2@0.91)(2/3@0.55)
ADI(0/2@1.75)
Gei(1/2@1.92)

low

AD2SnBr4 VSn(0/-1@0.50)(-
1/-2@0.67)
BrAD(0/-1@0.29)(-
1/-2@0.85)

VSn(-1/-2@0.67)
BrAD(-1/-2@0.85)
Sni(1/2@2.04)

SnBr(1/2@0.75)
ADBr(0/1@0.90)(1/2@0.74)
Sni(1/2@2.04)

low

AD2SnI4 – – SnI(1/2@1.06)(2/3@0.76)
IAD(0/-2@1.57)
VAD(0/-1@0.93)

high
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Table B.3: Defect tolerance level determination for the hP14 compounds.

Compound Defect (q1/q2 @ Transition Level) Defect Tolerance
(AxByXz) A (X-rich/B-poor) B (X/B-moderate) C (X-poor/B-rich) Level
MA3In2I9 MAI(1/2@1.53) InI(1/2@1.44)

MAI(1/2@1.53)
InI(1/2@1.44)
MAI(1/2@1.53)

low

MA3Sb2Br9 VSb(0/-1@0.85)
BrSb(0/-1@1.43)(-
1/-2@1.77)
MASb(-1/-
2@2.35) VMA(0/-
1@0.82)

VMA(0/-1@0.82) MABr(1/2@0.89) low

MA3Sb2I9 – SbI(2/4@0.86)
Sbi(1/2@1.10)(2/3@0.24)

SbI(2/4@0.86)
Sbi(1/2@1.10)(2/3@0.24)

high

MA3Bi2I9 – BiI(2/4@0.52) BiI(2/4@0.52) high
FA3Ga2I9 FAI(0/2@1.77) FAI(0/2@1.77)

GaFA(1/2@0.64)
GaI(0/1@1.64)(1/2@0.94)
FAI(0/2@1.77)
GaFA(1/2@0.64)

low

FA3In2Br9 BrIn(0/-1@1.51)
FAIn(0/-1@1.81)
BrFA(0/-1@2.07)

– VBr(0/1@0.63)
InBr(0/2@0.72)
FABr(0/1@0.66)

high

FA3In2I9 FAI(1/2@1.67) FAI(1/2@1.67) FAI(1/2@1.67) low
FA3Bi2I9 VBi(0/-1@1.58) BiI(2/4@0.62) BiI(2/4@0.62) low
AD3Sb2Br9 VSb(0/-1@1.00)

BrSb(0/-1@1.10)(-
1/-2@2.06)
SbAD(0/1@1.35)(1/2@0.88)
BrAD(0/-
1@0.77)(-1/-
2@2.22) VAD(0/-
1@0.61)

VAD(0/-1@0.61) ADBr(1/2@1.12) low

AD3Sb2I9 – SbI(2/3@1.52)
Sbi(1/2@1.35)(2/3@0.41)

SbI(2/3@1.52)
Sbi(1/2@1.35)(2/3@0.41)

high

AD3Bi2I9 – BiI(2/3@1.08)(3/4@0.52) BiI(2/3@1.08)(3/4@0.52) high
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Table B.4: Defect tolerance level determination for the hP28 compounds.

Compound Defect (q1/q2 @ Transition Level) Defect Tolerance
(AxByXz) A (X-rich/B-poor) B (X/B-moderate) C (X-poor/B-rich) Level
FA3Sb2I9 VSb(0/-1@1.74) SbI(1/3@1.53)(3/4@0.91)

SbFA(1/2@1.48)
SbI(3/4@0.91)
SbFA(1/2@1.48)

low

AD3In2I9 InI(2/4@1.16) InI(2/4@1.16) InI(2/4@1.16)
InAD(1/2@0.57)

low

Table B.5: Defect tolerance level determination for the tI18 compounds.

Compound Defect (q1/q2 @ Transition Level) Defect Tolerance
(AxByXz) A (X-rich/B-poor) B (X/B-moderate) C (X-poor/B-rich) Level
MA2ZrI6 – MAI(1/2@1.78) VI(0/1@2.34)

ZrI(1/2@2.13)(2/3@0.42)
MAI(1/2@1.78)
ZrMA(1/2@1.17)

high

AD2HfI6 IH f (0/-1@2.48) ADI(0/2@1.33) H fI(1/3@1.64)
ADI(0/2@1.33)

low

AD2SnBr6 VSn(0/-1@1.11)
BrSn(0/-1@0.28)
ADSn(0/-1@0.89)

– SnBr(0/1@0.27) high

AD2TeBr6 VTe(0/-1@1.02)(-
1/-2@2.04)
BrTe(0/-1@0.30)(-
1/-2@2.41) ADTe(0/-
1@1.14)

– – high

Table B.6: Defect tolerance level determination for the cF36 compounds.

Compound Defect (q1/q2 @ Transition Level) Defect Tolerance
(AxByXz) A (X-rich/B-poor) B (X/B-moderate) C (X-poor/B-rich) Level
MA2SnI6 – SnI(2/3@0.11) SnI(2/3@0.11)

SnMA(1/2@0.25)
high

MA2TeI6 MAI(1/2@1.33) MAI(1/2@1.33) VI(0/1@1.56)
MAI(1/2@1.33)

low

AD2TeI6 ADI(1/2@1.44) ADI(1/2@1.44) ADI(1/2@1.44) low
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Figure B.36: Calculated optical absorption coefficients (α) for all the “tI14” compounds. In
this and subsequent figures, the Pearson symbols of analogue inorganic compounds including
tI14, hP14, tI18, cF36, and hP28 are used to distinguish the prototypes of the screened hybrid
inorganic-organic materials.
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Figure B.37: Calculated optical absorption coefficients (α) for all the hP14 compounds.
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Figure B.38: Calculated optical absorption coefficients (α) for all the tI18 compounds.
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Figure B.39: Calculated optical absorption coefficients (α) for all the cF36 compounds.
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Figure B.40: Calculated optical absorption coefficients (α) for all the hP28 compounds.
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