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ABSTRACT OF THE THESIS

Bayesian Decentralized Learning

by

Osman Cihan Kilinc

Master of Science in Electrical Engineering (Machine Learning and Data Science)

University of California San Diego, 2019

Professor Farinaz Koushanfar, Chair

The field of machine learning has grown tremendously in the past decade. It is utilized in

many different industries with applications ranging from high-tech security systems to medical

diagnosis. In order to train their models, technology companies aggregate vast amounts of data

from their users and execute training in big data centers. In such an era, where the means of

machine intelligence is gathered at the hands of the few and data privacy rights are continuously

breached, the need for a more democratic and privacy-preserving machine learning method is

exigent. Fortunately, advances in mobile computing is gradually moving the computations on

the cloud to the devices. Decentralized learning reinforces these advances by enabling training

on decentralized data. In decentralized learning, users train their models with their local datasets
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and share the acquired knowledge with each other. It mitigates data-sharing and provides a

degree of freedom for model personalization. Thus, research on decentralized learning has

gained pace. In this thesis, we explore decentralized learning, make an analysis from a bayesian

perspective, explain the relevance of continual learning, and demonstrate empirical results from

an up-and-coming decentralized learning method.
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Chapter 1

Introduction

Humans have an innate ability to learn new knowledge. However, our individual intellec-

tual capabilities are limited to a large degree and most of our knowledge comes from the wisdom

gained over the centuries of human progress. Every generation inherits the accumulated knowl-

edge from the previous generations. This knowledge is vital for our survival and it constructs the

modern civilization. In other words, the quintessence of our civilization lies in our individual

and collective ability to learn, accumulate and transfer knowledge.

The collective intelligence emerges from our collective efforts to solve problems [1].

Open source projects are wonderful examples to such collaborations[2]. They are continuously

improved and tested. Thus, knowingly or not, billions of people benefit from these projects.

Similarly, a collective machine intelligence can provide an efficient, accurate and robust solution

to a myriad of problems [3]. However, we are yet to discover a truly decentralized and effective

method to accumulate machine intelligence. The ultimate goal of this thesis is to provide

a detailed analysis of the decentralized learning problem and demonstrate the capabilities

of a decentralized learning method that utilizes variational inference. Before moving on to

decentralized learning, it is vital to briefly visit the basics of machine learning.
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Machine Learning

By definition, machine learning is the scientific study of creating, training and analyzing

statistical models that has the ability to acquire new knowledge[4]. These statistical models

mathematically describe phenomena and their related uncertainty in terms of probability dis-

tributions over latent variables or unknown parameters. Essentially, they are used to make an

inference, where we intend to minimize the expected risk involved in decision making. The risk

function uses a loss function to compute the error between a prediction and the desired result,

denoted by L(y, ŷ), where y is the prediction and ŷ is the true value. Using y to denote a label and

x to denote the input vector, let’s describe a classification problem as an example. Suppose g(x)

is a decision function that makes the prediction y ∈ Y given x ∈ X . Then, we can write the risk

and the output of our model (ĝ(x)) as:

ĝ(x) = argmin
g(x)∈Y

Ex,y[L(g(x),y)] (1.1)

Ex,y[L(g(x),y)] =
∫

∑
y∈Y

p(x,y)L(g(x),y)dx (1.2)

Risk1 can be also written as:

Ex,y[L(g(x),y)] =
∫

p(x) ∑
y∈Y

p(y|x)L(g(x),y)dx (1.3)

Under “0-1” loss, the class with the highest probability is chosen, which is:

ĝ(x) = argmax
y∈Y

p(y|x) (1.4)

Thus, probability of y given x should be closely approximated to make an accurate

prediction. This is achieved through training. In practice, data represents the phenomena so

we wish to encode the information on the distribution of data into the statistical models such
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as p(y|x). In other words, we are trying to learn the parameters or latent variables that best

explains the observed data so that we can use them for unobserved data that comes from the

same underlying distribution. This leads us to the question of parameter estimation. How do we

incorporate all available information? How can we encode prior knowledge? In the context of

decentralized learning, how can we convey what’s learnt by an individual to all other participants?

In Bayesian learning [5], training is built upon a prior distribution, p(w), which is

transformed into a posterior distribution (after observing data), p(w|D). It is a powerful tool to

describe uncertainty in parameter estimation. It can be calculated as:

p(w|D) =
p(D|w)p(w)

p(D)
(1.5)

Given observed data D, the posterior distribution from the previous example can be

calculated as:

p(y|x,D) =
∫

p(y|x,w)p(w|D)dw (1.6)

Intuitively, it should be clear that this is the expectation over all possible models and

it innately captures all the available information. However, calculating p(w|D) is a difficult

problem. Thus, we adopt an approximation approach and optimize a surrogate function. Bayesian

learning is well-studied field. The methods for such approximations will be covered in a later

section.

Decentralized Learning

Advances in machine learning and the paradigm shift in computing has brought a new

wave of innovations that enable learning on decentralized data, namely decentralized learning.

It includes all methods that enable learning on decentralized data that reside on participating

devices. Participants that volunteer in the training of the model, do so by contributing both

with their local data and with their computational resources. Their model is either partially or
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completely available to others directly or indirectly through other entities such as a central server.

Moreover, participants may use a global model or their own private model. The training can be

done either asynchronously or synchronously. To mathematically describe decentralized learning,

let’s denote the set of participants as P, models available at clients as p(y|x;wi), wi defines the

model of participant i, we are interested in approximating p(y|x; ŵi) for each participant:

p(y|x; ŵi)≈ p(y|x;wi),∀ i ∈ P (1.7)

Decentralized learning serves as a fundamental starting point to utilize edge devices to

train deep learning models, where data is produced and collected from. This would substantially

decrease the communication costs, energy consumption at data centers, shrink the attack surface

for data leaks, and pave the way for a privacy-preserving machine learning method that also

emphasizes personalization. Moreover, it addresses some of the questions engendered by data

collection, such as data ownership. In the next section, we explain the motivation behind

decentralized learning further.

Motivation

Powerful models require mathematical rigor, tremendous amount of valuable data and an

abundance of computational resources for training. However, if data at hand does not adequately

represent the phenomena, then the performance of the model would suffer [6, 7, 8, 9]. The

awakening of machine learning was in part engendered by the increase in the computational

resources and the ability to make fast computations in parallel by utilizing GPUs[10]. Modern

machine learning models are trained with data collected from millions of devices in large

specialized data centers.

Many of the applications that make use of machine learning including computer vision,

speech recognition, speech generation and text generation target the edge devices. Since edge

devices, most importantly mobile phones, play a central role in our lives. These devices are
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used by billions of people and they include powerful sensors on-board. Naturally, they are also

major data sources. They provide access to a large number of users with different usage patterns.

The advances in mobile computing, specifically the advent and use of tensor processing units

in mobile phones, enabled them to make inferences and execute training on-board. Moreover,

efficient techniques and machine learning frameworks that provide a lighter versions for edge

devices is gradually shifting the computation to edge devices[11]. Collectively, modern edge

devices have both the data and the computational resources required to produce powerful models.

Today, technology monopolies are dominant in data collection and model training. They

aggregate an unprecedented amount of data from their users and train machine learning models at

gigantic data centers. Majority of the users are not sufficiently informed about the data collection

and the technology that their data helps to train. This not only creates a privacy-risk for the users,

but also brings about problems on data-ownership. The well-publicized data breaches has put

the spotlight on data privacy and increased public concern on the topic. Moreover, only the most

powerful institutions can gather the resources required for machine learning. Therefore, it is of

utmost importance to provide the means of machine intelligence to public with a higher degree

of freedom. Providing these means to the public would support the democratization process

of machine learning. From the perspective of the companies, centralized learning approaches

induce high infrastructure costs due to data collection and processing. Moreover, data collection

brings about security risks that may negatively affect the company[12].

Decentralized learning is not only advantageous for the democratization process, but

it has also been demonstrated that under certain conditions it provides better performance in

terms of bandwidth and energy than centralized learning algorithms [13]. In addition to the

communication costs, centralized learning processes are also retricted in terms of personalization.

They provide one-for-all solutions to its clients. On the other hand, decentralized learning are

inherently more suitable for personalization [14]. At the end of the training, models of i ∈ P and
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j ∈ P potentially be different from each other:

wi 6= w j,∃ i 6= j (1.8)

There are many orthogonal methods to achieve personalization after learning a common w∗,

but it’s also possible to achieve a degree of personalization during learning and use different

objective functions for each participant. We will explore personalization more in section 3.1.

The setting of Decentralized Learning

Conventional machine learning algorithms collect data from different users into one large

training dataset, where data is assumed to be i.i.d. Moreover, preprocessing techniques can be

utilized to mitigate bias and redundancy. However, in decentralized learning, information on

local datasets is limited and we have no control over the distribution. As mentioned previously,

w is calculated by approximating p(w|D). The foremost assumption of decentralized learning

is the decentralized data, where all local datasets are a subset of D (Di ⊆ D, ∀ i ∈ P). How do

we approximate p(w|D), when training is executed at each device independently on their local

datasets Di. Specifically, how do we accumulate the knowledge acquired from p(w|Di)? This

approximation would yield a set of parameters ŵi for participant i and we wish to encode the

information of the whole dataset rather than its subset. The setting of decentralized learning

includes many complex cases, where the answer should also satisfy the assumptions below.

Massively Distributed

Complex machine learning tasks require a large training dataset. Training samples can be

distributed amongst millions or even billions of participant devices. Thus, decentralized learning

should be scalable enough to support the accumulation of information from the local datasets.

Moreover, it should provide a method to transfer the acquired knowledge, such that each client

can achieve a certain degree of success on the tasks. Suppose there are P number of participants,
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the local dataset of participant i is denoted as Di, then the total number of samples in the training

dataset is ∑
P
i=1 |Di| as the whole dataset is defined as the union of all local datasets:

D =
P⋃

i=1

Di (1.9)

Since it is really hard to coordinate all the participants to train at the same time in such a massive

graph, asynchronous decentralized learning approaches are more favorable. For example, the

asynchronicity may be relaxed by allowing a subset of the participants to synchronize and train

simultaneously. In [15], only a small subset of the clients are selected to be trained in parallel. If

K is the number of clients trained at time t and P is the total number of clients, then K� P.

Non-Uniform Distribution (Highly Unbalanced)

The training samples may not be uniformly distributed amongst the participants. In fact,

the chances are that the local datasets are non-uniform. It would be unrealistic to expect that the

number of samples in the local datasets are equal, since dataset size will vary with respect to

patterns and levels of usage. Moreover, it may be highly unabalanced. For example, some local

datasets may contain thousands of samples, others might have less than ten samples. It depends

on the usage pattern and frequency. The more the users interact with their devices, the more data

will be aggregated. Denoting Di as the local dataset of participant i and D j as the local dataset of

participant j, this inequality can be written as:

|Di| � |D j|,∀ i! = j (1.10)

Non-IID Data Distribution

Since local datasets reflect the usage of each individual, they may represent a distribution

far from the overall data distribution. Thus, data is likely to be distributed in a Non-IID fashion

amongst the participants. For example, some labels might be missing from the local datasets,

can be underrepresented or overrepresented.
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Dynamic Data Availability (Time & Location)

Usage patterns vary with time and location. Thus, the local datasets would also reflect the

time and location of the participating device. For example, samples drawn from participants at

different times during the day will vary and samples drawn from participants in different countries

represent the a distribution prevalent at that location. This adds another layer complexity to the

training, as it also requires a degree of robustness against catastrophic forgetting.

Dt
i 6= Dt+1

i (1.11)

Limited Connection

Edge devices are the biggest sources of data and some decentralized learning applications

may target these devices. Edge devices lack the computational resources that complex machine

learning algorithms require. Moreover, in some parts of the world, users have limited access to

the internet with a constraint on their downloads or uploads. To encourage participation and

collaboration, models should be optimized in terms of size and efficiency.

Unreliable Connection

Finally, participants may have unreliable connection. For example, users may voluntarily

turn off their device during training or lose internet connection. We do not have direct control

over the device, and all sorts of situations may arise that might result with a drop. Applications

may have have users all around the world, including users from developing countries, where

the internet service is not always available. The intermittent and unreliable internet service may

severely affect training, destabilize the application or leak information. Thus, decentralized

learning methods should be robust against these issues.
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Graph Structure

The accumulation of the acquired knowledge depends on the graph structure. Decen-

tralized approachefigss rely on a strongly connected graph structure, where information can be

transferred from one node to another. Otherwise, it would not be possible to pass the accumulated

knowledge to all participants. The graph structure may be dynamic or static, meaning that new

nodes can be added to the graph or nodes can drop. However, here we are only interested in the

learning of available information on the graph. Additionally, decentralized machine learning

approaches should formalize the expected degree of success on different graph structures.

Hyperparameters

Hyperparameters are parameters that are set at the beginning of the training. As with

all machine learning approaches, the optimal hyperparameters depend on the model and data

distribution. Problems inherent to all machine learning approaches such as overfitting and

exploding or vanishing gradients can highly affect the success rate of decentralized learning.

Moreover, due to the collaborative nature of decentralized learning, there may be hyperparameters

that control the collaboration of the users.For example, asynchronous methods may require

training of multiple users in parallel, therefore the number of users to be trained simultaneously

should be known beforehand. The hyperparameters may not be uniform, for example each user

may train for a different number of local epochs. Hyperparameters can also be used to adjust the

influence of users over training. Thus, it is vital to clarify the role of the hyperparameters and

minimize the search space for optimal values.

Federated Learning

Federated learning is a decentralized learning method that enables asynchronous learning

on a federation of clients coordinated by a central server. Its asynchronous nature provides a

high level of flexibility. It has been shown that federated learning provides an overall accuracy
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Figure 1.1. Federated learning procedure. (1) At the beginning of each communication round,
central server selects a number of available users. (2) Users receive the current global model.
(3) Users train the global model with their local data. (4) Gradient updates are sent back to the
server, where the global model is updated by Federated Averaging.

comparable to the centralized machine learning methods[15].

During training, federated learning uses a “star topology”, where all the participants are

connected to the central server as clients. At each communication round, the central server selects

a number of available clients, and the training is executed on the selected clients. Federated

learning utilizes stochastic gradient descent to optimize local models and the gradient updates

are sent back to the central server. Then, the gradient updates are used to compute the new global

model using a weighted average. The weights used in this process are defined as the local dataset

size of the clients averaged by the total dataset size of the selected clients.
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Differences between Federated Learning and Decentralized Learning

• Central Server (Coordinator): Federated learning is a case of decentralized learning, since

there is a central server acting as a coordinator between the participants. Thus, federated

learning is not fully-decentralized. Other decentralized learning approaches may or may

not use such an entity.

• Global Model (Shared Initialization): At each communication round, federated learning

uses a federation of participants to acquire new knowledge and the acquired knowledge

is used to create a global model. The most recent global model is kept at the central

server. Federated learning also assumes shared initialization. At the beginning of each

communication round, central server sends the global model to the participants. The local

model is initialized with the global model, and trained on the local dataset.

Neural Networks

Over the past decade, deep learning has become increasingly attractive in solving complex

machine learning problems[16]. It’s been shown to provide impressive results. Deep learning

utilizes neural networks of different architectures to make inference and are often trained with

efficient frameworks for tensor calculations. These architectures can be made up of several

layers, where the intermediate layers between input and output layers are referred to as hidden

layers. Each individual layer is constructed from a number of neurons, where the output depends

on both the input, the parameters and a non-linear activation function. The input is processed

with a linear function (an affine transformation) using a linear map and a translation term, before

passing it on to the non-linear activation function. For example, to express the operations on a

fully-connected layer of a feed-forward network, let’s denote W as the weight matrix used to

transform an input vector x, b as the bias term, σ as the non-linear activation function, then the

output vector y given x is:

y = σ(WxT +b) (1.12)
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The neural network reaches an output after passing the input from the layers iteratively

and gradually transforming it to an output. In other words, the layers are used to apply a mapping

and the decision is made by utilizing this mapping.

During training, deep neural networks inscribe the information on the data to its structures

using the parameters (w) and generate a mapping. Even in the deepest neural networks, the earlier

layers is encoded an information on the data distribution. This is achieved by backpropagation.

After loss is calculated, the gradients are calculated starting from the output layer and backward

propagated through the model until it reaches the input layer. Deep neural network architectures

can be improved and extended to enhance model expressiveness and encode the information

better. As the number of parameters increase in the model, it allows the model to capture more

information on the training dataset. However, it becomes harder to train and more prone to

overfitting. Thus, regularization methods are used during training as a precaution and to boost the

generalization of the model. During training, overfitting can be recognized from the comparison

of training and validation losses. It often manifests itself as an increasing validation loss, while

training loss is stably decreasing or has converged. Overparametrization of neural networks is

an example to the structural uncertainty that arises when constructing neural networks, which

is well represented in the bayesian context.The uncertainty in deep learning models is a well

studied field [17, 18, 19].

Parameter Estimation

There are various methods to estimate the parameters of a neural network. Differential

methods are used for this approximation including stochastic gradient descent (SGD) and Adam

optimizer [20]. We had previously mentioned bayesian approach to parameter estimation. Let’s

also briefly visit a frequentist approach to parameter estimation, before we move onto the

optimization methods.
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Maximum Likelihood Estimation

Maximum likelihood estimation (MLE) does not convey prior knowledge to the model.

It only uses the training dataset. For a training dataset D = {(y1,x1),(y2,x2) · · · ,(yN ,xN)}, it can

be written as:

w∼argmax
w∈W

p(D|w) (1.13)

w∼argmax
w∈W

N

∏
i=1

p(yi|xi,w) (1.14)

w∼argmax
w∈W

N

∑
i=1

logp(yi|xi,w) (1.15)

In other words, we choose the values that maximize the likelihood distribution, p(D|w).

Moreover, we keep the parameters as values rather than a distribution on the parameters. For

example, for a coin toss, the frequentist approach would be to count and calculate the frequencies

of heads and tails. During inference, a prediction is made using this frequency. We will use the

term vanilla neural network, whenever the parameters are calculated by maximum likelihood

estimation and bayesian neural network whenever the parameters are calculated by bayesian

parameter estimation.

Gradient Descent

During training, we want to minimize the loss given the whole dataset, D. The derivative

of the loss function with respect to the parameters point to the steepest ascent. Thus, we want to

go in the negative direction of the gradient. However, the gradients do not give the distance to the

point where loss is minimum. They only give a direction. Therefore, we update the parameters,

after gradients are scaled with the learning rate, η :

w = w−η× ∂L(D)

∂w
(1.16)
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Here the tuning of learning rate plays an important role for optimization, because if it’s too

small, we might get stuck in a local minima far from the minimum. If it’s too large, then it

might jump over a minimum. Moreover, this optimization procedure is an expensive operation.

Thus, we randomly select mini-batches of K samples from the training dataset, and optimize the

parameters with every mini-batch. The use of mini-batches increase the speed of optimization

and the stochasticity of this process provides an unbiased estimation of the true gradient. This

optimization method is called mini-batch gradient descent. In practice, gradients are calculated

by automatic differentiation tools and the optimization process is efficiently automated.
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Chapter 2

Bayesian Learning

Modelling Uncertainty

Uncertainty plays a fundamental role in decision making and it emerges mainly from three

situations; uncertainty introduced by noisy data, uncertainty on the optimal model parameters

and uncertainty on the model structure.

Uncertainty Introduced by Data

In machine learning, models trained on observed data are often used to make predictions

given unobserved data[21], but how can we trust the observations? Measurements can be noisy

due to sensory error, such as noise introduced by a defective microphone or blurry images from

a damaged camera. Therefore, there is an intrinsic uncertainty that starts with measurement and

data acquisition. Given that neural networks have poor confidence calibration[22], this can have

dire consequences. Imagine a scenario, where an autonomous vehicle makes an overconfident

decision about the proximity of another vehicle due to a sensory error. If the driver is not aware

of the situation, this may result with a fatal traffic accident. However, if we can successfuly

convey this uncertainty to the model and calibrate the predictions accordingly, the driver can be

notified to take over the control before it is too late.

15



Uncertainty about Optimal Model Parameters

The goal of training is to learn a model rather than find the optimal values for individual

parameters[23]. In very large models we do not know the role individual parameters play in a

prediction. Therefore, it is not known whether a given set of parameters is optimal for predicting

unobserved data. In practice, datasets are often limited and we may unknowingly push our model

to overfit the dataset. Then, how do we adjust individual parameters and avoid situations like

overfitting? Regularizers such as weight decay are often used to prevent overfitting as they give

a degree of control over model complexity[24, 25]. It has also been demonstrated that they play

an ameliorative role in model calibration[22]. However, by themselves regularizers do not fully

convey the uncertainty on the individual parameters to the model.

Uncertainty on the Model Structure

There are many possible models for any given task. It might not be certain whether

support vector machines or neural networks would be optimal[26, 27]. Furthermore, the optimal

size of a model is unknown[28]. If the model has too many parameters for the task, it would

overfit the data. In order to prevent overfitting, we may want to limit the number of parameters.

However, if it is oversimplified, then the model would not be able reach our expectation and

might even perform worse.

Model Uncertainty in Decentralized Learning

Until now, we considered the motivation behind uncertainty modelling from a centralized

machine learning perspective. Now, let’s consider this topic from a decentralized perspective.

The uncertainty in the centralized setting is also relevant for decentralized machine learning.

The model on each participant is affected by the models on other devices. This increases data

uncertainty as a number of participants might contribute to the global state of the network

with knowledge acquired from faulty data. Moreover, decentralized learning must enable each

participant to internalize the knowledge acquired on other devices. Given that personalization is
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a vital aspect of decentralized learning, from the perspective of an individual participant there is

an uncertainty over the true values of the parameters. Finally, when the participants train with

their own data, the information on data observed by other participants should not be lost. To the

contrary, individual contributions should be accumulated.

Bayesian Perspective on Uncertainty

The space of exploration is too large to search for the optimal probability distribution

and consider all the uncertainties. Therefore, they should be conveyed to model to make more

well-informed decisions. In the bayesian frontier, one view suggests to find the probability of

several different model sizes given data and use it when making predictions [23]. Suppose that

Mi represents an arbitrary model from a set of selected models appropriate for a task then:

p(Mi|D) =
P(D|Mi)P(Mi)

P(D)
(2.1)

p(D|Mi) =
∫

p(D|Mi,w)P(w|Mi)dw (2.2)

A second more prevalent view follows a prior-based approach, and argues that constraining

model-size is unnecessary as long as the prior-belief conveys the uncertainty to the model. Thus,

the number of parameters in a model should not be limited by Occam’s Razor or using the limited

observed data. Bayesian learning leads to an automatic Occam’s Razor and regulates the model

in terms of complexity with the prior. Moreover, it has consistently been shown that Bayesian

neural networks can reach the performance of well-regulated ordinary neural networks[29, 30].

In practice, using smaller Bayesian models are better as long as a similar performance is achieved

due to faster computations and the smaller memory allocation. This is especially important for

decentralized learning problems, where users usually have constrained resources.
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Bayesian Parameter Estimation

Bayesian parameter estimation inherently provides a framework to formalize this uncer-

tainty and the ability to incorporate all available knowledge to the model. In Bayesian statistics,

posterior distribution gives context to the decision-making process. It is calculated by marginal-

ising over the parameters as in equation 1.6. However, calculating p(y|x) is not straightforward

and is computationally intractable for high-dimensional problems. Since it can not be solved in

polynomial time, we adopt an approximation approach. In other words, we try to answer queries

about the original distribution by simulating it. In the rest of this section, we will explore the

approximation methods namely, markov chain monte carlo sampling and variational inference.

Markov Chain Monte Carlo

For a long time, Markov Chain Monte Carlo (MCMC) methods were the preferred

method for approximating the posterior. MCMC methods that are closely related to our topic

include; Metropolis-Hastings sampling[31, 32, 33], Gibbs sampling (a special case of Metropolis-

Hastings) and Hybrid Monte Carlo (HMC)[18] methods. Although these methods are beyond

the scope of this work, it is important to have a general understanding of MCMC methods.

In machine learning and statistics, the widespread use of MCMC started in the early

90’s[34], where in 1995 Raymond Neal pioneered its use in Bayesian Neural Networks[35].

Instead of calculating the integral, MCMC methods generate random samples from the posterior

distribution and thereby simulate the posterior. After generating a large enough sample set, the

mean, variance or any other characteristic for the distribution can be estimated. The degree of

accuracy in this estimation can be adjusted as desired. As the number of samples grow, the

accuracy of the estimation increases. The reasoning behind MCMC can be induced from the fact

that the characteristics of a distribution can be empirically estimated from the samples drawn

from it. For example, given Gaussian distribution N(µ,σ), µ can be estimated from the random
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variable x∼ N(µ,σ), since:

µ = E[x] =
∫

∞

−∞

x f (x)dx (2.3)

= lim
s→∞

1
s

s

∑
i=1

xi (2.4)

MCMC methods generate samples by fixing the remaining variables and previously drawn

samples. Let’s give a brief example to this ”sweeping” behavior from Gibbs sampling to clarify

it further[36]. Suppose we have a pair of random variables (X ,Y ), we first sample from a prior

x0 ∼ q(x), then we alternately sample from the distributions as follows:

y0 ∼ p(y|X = x0)

x1 ∼ p(x|Y = y0)

y1 ∼ p(y|X = x1)

...

yi−1 ∼ p(y|xi−1)

xi ∼ p(x|yi−1)

...

xs ∼ p(x|ys−1)

ys ∼ p(y|xs)

The sequence of random variables generated by this process is called ”Gibbs sequence”:

x0,y0,x1,y1,x2, · · · ,yi−1,xi, · · · ,xs,ys. Using the Gibbs sequence with a large enough s, we can

get approximations close to the true distribution. However, it is particularly hard to successfully

approximate the true distribution for large datasets and complex models. It has been shown

that the convergence of MCMC methods require all parameters to have converged [37], which

portends bad convergence rates for models such as neural networks. Given the size of the modern

19



datasets and complexity of models such as deep neural networks, variational inference has been

adopted as the primary approximation method.

Variational Inference

The fundamental idea behind variational inference is to use a proxy distribution to

approximate the posterior. This is achieved by iterative optimizations over the latent variables of

this proxy distribution. In other words, we search over the space of approximating distributions

and find the distribution that is closest to the posterior. Since it follows an optimization approach,

it allows the use of stochastic optimization and distributed optimization methods. Therefore,

variational inference scales more easily to large datasets compared to MCMC methods. This

does not mean that variational inference is always better than MCMC methods, as they both

enjoy some theoretical guarantees. Although it is known that variational inference understates

the variance of the posterior density as a result of its objective function[38], it has also been

shown that this does not translate to accuracy loss [39]. Given that scalability is what essentially

matters for decentralized learning, in this work we stick to variational inference.

To find the distribution that closely approximates the posterior, we want to minimize a

measure of distance between the proxy and the posterior. Particularly, we find the distribution that

minimizes the Kullback-Leibler (KL) divergence. Following the classification example from the

previous chapter, let’s explore the theory behind variational inference. Assume that the training

dataset D is a collection of observations and corresponding labels D = (x0,y0),(x1,y1)...,(xn,yn).

There are n number of samples in D. When making a prediction ŷ given a test observation x̂,

we try to minimize the expected loss Ep(w|D)[p(ŷ|x̂,w)]. This translates to
∫

p(ŷ|x̂,w)p(w|D)dw,

and we had previously defined p(w|D) as:

p(w|D) =
p(D|w)p(w)

p(D)
(2.5)

20



p(D) is unfortunately intractable since it requires the calculation:

p(D) =
∫

p(w,D)dw (2.6)

Thus, rather than compute p(D), we approximate p(w|D) using a proxy distribution q(w|θ),

where the distribution q(.) is parametrized by the latent variables θ .

q∗(w|θ) =argmin
θ∈Θ

KL(q(w|θ)||p(w|D)) (2.7)

q∗(w|θ)≈p(w|D) (2.8)

After finding the set of latent variables that minimizes KL-divergence between the proxy and the

posterior, we find the expected loss as Eq∗(w|θ)[p(ŷ|x̂,w)]. KL(q(w|θ)||p(w|D)) can be calculated

as:

KL(q(w|θ)||p(w|D)) =
∫

q(w|θ)log
q(w|θ)
p(w|D)

dw (2.9)

=
∫

q(w|θ)log
q(w|θ)

p(w)p(D|w)
dw+ logp(D) (2.10)

With this factorization, KL divergence also yields a constant term, which is also called the log

evidence logp(D). Let’s note that it is a non-negative value. Moreover, since it is a constant term,

if only consider the first term during minimization. Thus, the equivalent objective function is:

argmin
θ∈Θ

∫
q(w|θ)log

q(w|θ)
p(w)

dw−
∫

q(w|θ)logp(D|w)dw (2.11)

argmin
θ∈Θ

KL[q(w|θ)||p(w)]−Eq(w|θ)[logp(D|w)] (2.12)

Let’s remember that the factorization of the objective function also yields the log evidence and

that KL divergence has a non-negative value. Therefore, minimizing KL divergence is equivalent
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to maximizing the evidence lower bound (ELBO).

argmax
θ∈Θ

Eq(w|θ)[logp(D|w)]−KL[q(w|θ)||p(w)] (2.13)

logp(D)≥ Eq(w|θ)[logp(D|w)]−KL[q(w|θ)||p(w)] (2.14)

This objective function also outlines a trade-off between the log-likelihood and the prior. The

intuitive explanation is that maximizing Eq(w|θ)[logp(D|w)] forces the q(w|θ) to explain the

observed data well, while minimizing KL[q(w|θ)||p(w)] increases the similarity between q(w|θ)

and the prior p(w).

Decentralized Learning & Bayesian Parameter Estimation

Bayesian parameter estimation aims to incorporate all available knowledge to the model.

We have explored how it is achieved locally in centralized learning, but what does ”all available

knowledge” mean in the context of bayesian neural networks? In centralized learning, ”all

available knowledge” includes not only the uncertainties and observations, but also initial beliefs.

One can use informative priors to reflect the expert’s domain knowledge to the model. In

the context of decentralized learning, we can reinterpret the prior to include the accumulated

knowledge.

Priors are used to capture the prior beliefs and the process of learning starts with the

priors. Before any data is observed, the model would only have its prior. When the model

starts observing data, its learning would be built upon its prior beliefs and we update this to a

posterior distribution. After observing sufficient amount of data, model would depend more

on its observations. Its own experiences become more important in its decisions than its prior

beliefs.

In the context of collective intelligence, priors may be used to capture the previously

acquired knowledge. Let’s use an analogy to illustrate the utility of priors and prior beliefs. We

may not have experienced something on our own, but fortunately as humans we are capable of
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using other’s experiences in our decision making. Before we experience a phenomena on our

own, our decisions would reflect our prior beliefs. As we get more experienced, we would rely

on our own experience rather than others.

Prior-based approaches to decentralized learning build upon prior beliefs and take ad-

vantage of the priors to accumulate knowledge. Suppose a new node joins to a decentralized

learning graph. The fledgling node has no data available. Fortunately, it is connected to the

graph. Its neighbors can communicate parts of their model with it. By doing so, they would

also be passing the accumulated knowledge. At the beginning, the node’s decisions would rely

more on other’s observations than its own. During learning, its model would be built on the

global state of the graph. Then, it may choose to broadcast its beliefs and acquired knowledge

to its neighbors. The node’s publicized beliefs would be ”absorbed” by the graph. This can be

generalized to all nodes. Learning in decentralized learning builds on the global state, which can

be conveyed to the nodes as prior belief.

Bayesian Neural Networks

The bayesian approach to neural networks conveys the aforementioned uncertainties to

the model. Research on bayesian neural networks build on the works of David MacKay[17]

and Radford M. Neal [18]. The intractabilities of bayesian learning is also inherent to bayesian

neural networks. Because of the complexities of neural networks, variational inference is often

the method of choice. Although variational inference renders the calculation of the posterior

to an approximation, the calculation of the expected log-likelihood remains to be impractical.

Therefore, once again we will have to approximate the expectation.

− logp(D|w)≈ 1
S

S

∑
k=1
−logp(D|wk = qk(θ)), (2.15)

where wk is the kth Monte Carlo sample drawn from a distribution q(θ) and S is the number of

samples drawn. This would still require a lot of computation if we need to sample S times for
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each observation (x,y) ∈D. Fortunately, it has been shown that variational inference is amenable

to mini-batch gradient descent [40]. A more recent work approaches to the problem from a more

practical perspective [30] and improves upon [40]. In particular, [30] utilizes reparametrisation

on the expected log-likelihood MC estimates. All implementations in this work follow [30],

which was subjectively the simplest and most practical approach. The fundamental idea behind

this approach is to use the pathwise derivative estimator rather than the characteristic function

estimator [19]. Gradients can then be calculated simply by backpropagation and the parameters

can be updated with gradient descent. Reparametrization trick specifically recasts the weights as

q(θ ,ε), where ε is a random variable. In our implementations, we use a Gaussian distribution

parametrized by θ = (µ,σ) for the variational posterior q(w|θ). Then, using ε ∼ N(0,1), we

can sample the weights as w = µ +σε . Furthermore, we reparametrize σ as log(1+ exp(ρ)),

which always yields a non-negative value.

Local Reparametrization Trick

As previously mentioned, variational inference understates the variation of the poste-

rior. Fortunately, variance of the estimator can be further minimized by employing the local

reparametrization trick [41], which samples from the resulting activations rather than the weights.

The intuition here is as follows. The weights affect the expected log-likelihood only through

the activations. For a posterior, whose weights are parametrized by a Gaussian distribution, the

resulting activations would also be a Gaussian. Monte Carlo estimators accuracy can be adjusted

with the number of samples that it generates. When we sample from the weights to calculate

the expected log-likelihood, the variance of the estimator is inversely proportinal to the number

of the weights. The reparametrization allows us to sample from the activations. Given that the

number of activation variables are less than the number of the weights, the number of samples

required to be generated is lower.
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Implementation

In this work, we follow the implementation introduced by Blundell [30]. Thereby, the

objective function F(D,θ)≈ KL[q(w|θ)||p(w|D)] is:

F(D,θ)≈
S

∑
s=1

logq(ws|θ)− logp(ws)− logp(D|ws), (2.16)

where ws is the sth sample generated and S is the total number of Monte Carlo samples. We also

draw comparisons between closed form and open form KL divergence calculations with respect

to performance. The objective function of the closed form KL divergence calculation translates

to:

F(Di,θ)≈
1
M

KL[q(w|θ)||p(w)]+ 1
S

S

∑
k=1
−logp(Di|wk), (2.17)

Since weights of the variational posterior are sampled from a diagonal Gaussian distribution, if

the prior is also a Gaussian KL-divergence can be calculated in closed-form. Let prior distribution

(p(w|α)) be a Gaussian with mean µα and variance σα , then the closed form KL divergence can

be calculated as follows:

KL[q(w|θ)||p(w;α)] =
1
2
[log
|Σα |
|Σθ |
−d + tr(Σ−1

α Σθ )+(µα −µθ )
T

Σ
−1
α (µα −µθ )] (2.18)

where θ = (µθ ,σθ ) and α = (µα ,σα). Notice that KL divergence is calculated once for each

mini-batch instead of each wk sample. The detailed procedure for all implementations are given

below.
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Table 2.1. Notation for Algorithm 1 & 2.

Algorithm Notation
N Number of samples in one mini-batch
M Number of mini-batches per epoch
S Number of times weights are sampled; Monte Carlo Estimator
D Training dataset
NOTE: wk is kth Monte Carlo sample drawn from the variational posterior
NOTE: D(m) is mth mini-batch
NOTE: θ = (µ,ρ)

Algorithm 1. Bayes by Backprop. KL Divergence calculted from log probabilities.
for i = 1 to M do:

for k = 1 to S do:
εk ∼ N(0, I)
wk← µ + log(1+ exp(ρ))◦ εk
logq(wk|θ), log p(wk;α)← Calculate log probabilities
logP(Di|wk)← Perform forward pass over the mini-batch

end for
F(Di,θ)← 1

S ∑
S
k=1

1
M [logq(wk|θ)− log p(wk;α)]+ 1

S ∑
S
k=1− log p(Di|wk)

θ ← θ +η∇θ F(Di,θ))
end for

Algorithm 2. Bayes by Backprop. KL Divergence calculted in closed form.
for i = 1 to M do:

for k = 1 to S do:
εk ∼ N(0, I)
wk← µ + log(1+ exp(ρ))◦ εk
logP(Di|wk)← Perform forward pass over the mini-batch

end for
F(Di,θ)← 1

M KL[q(w|θ)||p(w;α)]+ 1
S ∑

S
k=1− log p(Di|wk)

θ ← θ +η∇θ F(Di,θ))
end for
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Chapter 3

Decentralized Learning

Introduction

Decentralized learning attracted tremendous attention to itself in the last few years. It is

a promising field in machine learning that enables learning on decentralized data. Particularly,

because it does not require data to be transmitted to an external server. Instead it requires only

the transmission of acquired knowledge. It shrinks the surface for privacy risks. Therefore, it

alleviates the problems engendered by data-privacy and data-ownership. It creates a framework

for which data-privacy can even further minimize the risks involved in knowledge sharing.

Moreover, it introduces a degree of personalization, whereas centralized learning methods

provide a one-for-all model to its users. For example, adapting the model to the individual

usage-patterns would increase the accuracy of recommender systems.

A more prominent application for decentralized learning would be in healthcare appli-

cations, where data-privacy is of utmost importance. Using decentralized learning in these

applications would not only mitigate the privacy-risks, but also facilitate a degree of personaliza-

tion for personalized care. Of course, the decisions would not only rely on the data provided by

the individual. It would also depend on the knowledge acquired from others.

The advantages of decentralized learning are not limited to personalization and data-

privacy. The centralized approaches require data to be collected in the central server. Often, data

is too large to be processed and has to be distributed. Therefore, the central server redistributes
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data to other entities with adequate computational resources, where learning actually takes

place. However, this approach to learning creates a communication bottleneck and slows down

learning [13]. On the other hand, decentralized learning enjoys a relative freedom with respect

to communication costs. Moreover, decentralized learning can be easily scaled up. It has been

shown that more nodes can increase the speed of learning [13].

Due to the advances in mobile computing, we are witnessing a paradigm shift in comput-

ing. Mobile devices have become powerful enough to run complex models and the new trend is

to move computations to the ”client-side”. This is mostly incentivized from high infrastructure

costs induced by centralized approaches. In parallel, public concern on data-privacy increased

significantly, urging companies to take more precautions. Research on decentralized learning has

gained pace to provide a framework to achieve training independently and directly on the data

sources. There are two main approaches to decentralized learning: fully decentralized learning

and federated learning. Federated learning uses a central server to coordinate learning. At each

communication round, central server selects a subset of clients and sends them the global model.

Clients train the current global model with their local data and send the gradient updates. The

central server aggregates the gradient updates and computes the new global model. It is called

federated learning, because the learning is achieved asynchronously by a federation of clients.

Nevertheless, all this coordination creates traffic on the central server. Therefore, federated

learning is also subject to the aforementioned communication bottleneck. Fully-decentralized

learning enjoys a relative freedom, as all the calculations on the nodes are achieved independently

at all nodes and nodes communicate the acquired knowledge to their one-hop neighbors. The

sparsity of the communication graph enables ease of training in terms of communication traffic.

Background Work

Research on decentralized optimization is rooted in the seminal works published in

1980s [42, 43]. Decentralized optimization has applications in various areas including opinion
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dynamics analysis, network learning, cooperative robotics, communication networks as well as

sensor networks. Decentralized learning approaches the empirical risk minimization problem

from a decentralized optimization perspective and find an optimal set of parameters over the

whole dataset. Many methods also try to minimize the communication costs. Significant progress

has been made in the field, but there is still room for improvement.

In essence, empirical risk minimization problem is minimization of the expected loss

over the training dataset:

w∗ = argmin
w∈Rd

L(w), where L(w) = ED[l(w)] =
1
n

n

∑
i=1

li(w), (3.1)

li(.) is the loss function that calculates the loss of w given datapoint (xi,yi) ∈ D and n is the

number of datapoints in the training dataset. We try to minimize the total loss over all datapoints

in D through optimizing w. The decentralized learning objective function can be written as:

w∗ = argmin
w∈Rd

L(w), where L(w) =
K

∑
k=1

nk

n
Lk(w), (3.2)

Lk(w) =
1
nk

nk

∑
i=1

li(w), (3.3)

where K is the number of nodes and nk is the number of samples in the local dataset of node

k. Lk is the expected loss given the local dataset at node k. If data was i.i.d amongst the nodes,

then the expected loss would be the same at all the nodes, E[Li(w)] = E[L j(w)],∀i, j ∈ P, and

the problem could essentially be solved like a centralized learning problem, since:

w∗ = argmin
w∈Rd

1
K

K

∑
k=1

E[Lk(w)] (3.4)

Unfortunately, data can be highly-unbalanced and non-iid in decentralized learning. Therefore,

we can not make such assumptions. Moreover, solving this problem is comparatively harder for

neural networks because of its size and complexity. In section 1.7, we explained how gradient
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descent and stochastic gradient descent was applied in a centralized setting. Over the past

few years, federated optimization methods that combine the benefits of both GD and SGD

have been proposed [44]. However, federated optimization uses a central entity to coordinate

training, and keeps the most recent global model. Fully-decentralized optimization is a more

demanding problem, since learning is achieved with only the locally available information and

the communication between the immediate neighbors.

Gossip Algorithms

Gossip algorithms is an important family of algorithms, which has a problem definition

structurally close to empirical risk minimization. Gossip algorithms try to answer consensus

problems such as decentralized averaging [45, 46, 47], where the computational costs are

distributed amongst the nodes and nodes communicate with their neighbors to find a solution.

Moreover, gossip algorithms do not require synchronization between nodes. Note that empirical

risk minimization and decentralized averaging problems are both structured as a finite-sum. The

mean of data distributed amongst K nodes is:

xavg =
1
K

K

∑
k=1

xk, (3.5)

where xk is the datapoint on node k. [48, 49] consider a problem that includes non-smooth

functions and propose subgradient methods to address the problem.

Parallel Stochastic Gradient Descent Variants

The main idea behind parallel stochastic gradient descent (PSGD) variants is to use SGD

to train on local data in parallel and aggregate the acquired knowledge. In an early work on the

topic, the aggregation step is achieved by simply taking the average of local updates to get a

solution w∗ [50]. The synchronous and asynchronous decentralized parallel stochastic gradient

descent algorithms were analyzed by several works [51, 52, 53]. PSGD variants have also been

30



widely studied to solve large-scale machine learning problems in deep learning [54, 55]. The

federated averaging method improves upon EASGD and adapts it to the federated learning setting

[15]. LEASGD builds upon EASGD to provide a differentially-private method with reduced

communication costs [56]. Another recent work proposes a new algorithm D2 that is robust to

data variation among the nodes [57]. An overview of PSGD algorithms, including a extensive

comparison between the Centralized-PSGD (C-PSGD) and Decentralized-PSGD (D-PSGD)

is provided in [13]. Moreover, D-PSGD algorithms are demonstrated to perform better than

C-PSGD algorithm under certain conditions.

[58] analyzes the convergence of decentralized gradient descent approach to the consensus

problem. [59] presents EXTRA which uses a gradient tracking technique. It is the first modified

version of decentralized gradient descent that uses fixed-step size. Hence, it performs significantly

better than decentralized gradient descent. Another solution proposed in [60] builds on previous

stochastic incremental averaging gradient algorithms; SAG algorithm [61] and its unbiased

version SAGA [62]. However, SAG and SAGA is not very suitable for neural networks because

of their memory requirements. Lastly, [63] extends a distributed optimization method CoCoA

to the decentralized setting and provide significant improvements over previous methods for

learning linear models [64]. Decentralized optimization is a field that has received significant

attention from the machine learning community as well. [65] provides an overview of methods

from a machine learning perspective.

Federated Optimization

Federated optimization is similar to distributed optimization methods with more restric-

tive assumptions. The fundamental idea of federated optimization is that it requires a parameter

server that is shared by all the nodes. Rather than follow the decentralized optimization ap-

proaches explained in the previous section, the centralized distributed optimization methods are

extended to the federated learning setting [44]. Research on federated optimization is aligned

with this very idea and focus on communication cost optimization under stricter assumptions on
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data distribution. One such problem is distributed mean calculation without assuming that data is

i.i.d.. Distributed mean calculation is a vital step in federated averaging, since the central server

computes a weighted average of the model updates to create the new global model at the end of

each communication round. This problem was most recently addressed with a communication

efficient solution in [66]. Since federated optimization is interested in solving optimization

problems in the federated learning setting, data is assumed to be massively distributed, highly

unbalanced and non-iid. The prob lem definition of federated optimization is clarified and

relevant optimization algorithms are reviewed by Konecny in [44]. Furthermore, Federated

SVRG (FSVRG) algorithm is proposed as a solution to the federated optimization problem.

FSVRG is a combination of DANE and SVRG algorithms [67, 68]. The main idea of FSVRG

is to utilize the quadratic perturbation trick of DANE and use SVRG to skip the expensive

operations inherent in DANE. More specifically, SVRG is used to calculate a stochastic update

rather than the exact minimum required by DANE. An extensive literature review on stochastic,

distributed and federated optimization methods can be found in [69].

Another line of work follow alternating direction method of multipliers (ADMM) [70] for

distributed optimization, which is well-suited to solve distributed convex optimization problems

with a central entity. [71] improves upon ADMM and modifies it for larger networks. [72]

proposes a broadcast-based method that enables agents to collectively solve the minimization

problem. [73] improves upon previous work and proposes a method that enables asynchronous

updates.

Personalized Optimization

The first significant step towards fully decentralized learning in the context of person-

alized models was made by Vanheasebrouck [14], which builds upon the gossip algorithms

literature. However, rather than learning a global objective, nodes define their own objective and
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train accordingly. Since nodes define their own objectives, individual models are learnt as:

θ
ml
i ∈ argmin

θ∈Θ

L(θ ,Di), (3.6)

where θ ml
i is the learned model at node i. The network graph that defines the nodes and their

relations is assumed to be given as a weight matrix W and a set of edges E. The weights

are assumed to reflect task similarity between the nodes. Nodes are only aware of their one-

hop neighbors. The two asynchronous methods proposed in this work are model propagation

and collaborative learning. Throughout learning, both methods seek an adjustable degree of

smoothness over the network graph. Each node holds a confidence value on its training. By

weighting the contributions of the node’s local training and belief over its neighbors’ models to

the objective function, the confidence levels can be controlled and reflected to the training.

While model propagation achieves learning in two phases, collaborative learning in-

terweaves local learning and regularization using Alternating Direction Method of Multipliers

(ADMM) [70]. Nodes update their beliefs over their neighbors’ models at each communication

round. The objective function of model propagation is formalized as:

FMP(Θ) =
1
2
(

n

∑
i< j

Wi j||θi−θ j||2 +µ ∑
i=1

Diici||θi−θ
ml
i ||2), (3.7)

where Dii = ∏
n
j=1Wi j is used as a normalization term, µ > 0 is the trade-off parameter, and ci is

the node’s confidence on its local training. Note that this formalization carries the weighting

and thereby the trade-off inherent to decentralized learning. Minimizing the first term would

make the model more similar to the neighbors’ model, while minimizing the second term would

make the model to rely more on local data. By generalizing a semi-supervised label propagation

technique [74], an asynchronous algorithm is provided as a solution. Instead of learning the

subproblems locally and then propagating the model, collaborative learning approach enables the

nodes to learn simultaneously using both their local datasets and the behavior of their neighbors.
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The objective function of collaborative learning is defined as:

FCL(Θ) =
n

∑
i< j

Wi j||θi−θ j||2 +µ

n

∑
i=1

DiiLi(θi) (3.8)

Notice that the first term is the same as before, enforcing a degree of similarity between a node

and its neighbors. However, the second term is changed and alleviates the accuracy decrease on

the local dataset. Authors reformulate the problem as a partial consensus problem and solve it

using a decentralized gossip algorithm. Bellet [75] builds on collaborative learning method and

uses a block coordinate ascent algorithm instead of ADMM to solve the objective function of

collaborative learning method. The proposed solution does not require any auxiliary variables.

Moreover, since it’s based on block gradient descent rather than ADMM, nodes can broadcast

their models to their neighbors at once. Thus, it significantly outperforms the previously proposed

ADMM-based algorithm. A recent work recasts the problem as a multi-task learning problem

[76]. Authors enable decentralized learning of personalized non-linear classifiers with their novel

reformulation based on l1-Adaboost [77] and present an asynchronous and decentralized solution

that relies on peer-sampling service [78]. With a combination of base predictors, authors depend

on l1-Adaboost’s ability to build non-linear classifiers. This ability separates their method from

previous works.

Peer-to-Peer Learning

Decentralized learning can be cast as a problem of social learning, since we try to

optimize models by training only on the observations residing on independent devices. The

observerations reflect usage patterns, users and their interactions. With a continuous flow of

observations, more iterations and communication between the devices, models would would

eventually get closer (if a consensus is sought). This is because we try to find the parameters that

are optimal not just for the local dataset, but also for the data residing on other devices.

Social learning studies the dynamics of learning in social networks and formulates the
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problem as a dynamic game between agents in a complex network. In the social network setting,

people can be seen as willing participants that exchange their ideas, opinions and observations.

New hypotheses emerge through our interactions and individual observations, and some of our

hypotheses are invalidated with information exchange. Thus, we can easily reinterpret distributed

hypothesis and social learning problem as a decentralized learning problem in the context of

machine learning, since collective machine intelligence emerges through the interaction between

machines. In this section, we focus on a method that is based on distributed hypothesis testing

and social learning [79], and generalize this method to peer-to-peer learning [80].

Each node is able to sample local observations, or in other words have a local dataset

generated by an underlying distribution fθ∗(x). Peer-to-peer learning improves on the ideas

first introduced in [81]. [81] proposes a novel method that only requires a strongly connected

network for successful learning. It significantly loosens the assumptions on the network structure

compared to previous works, where an influential nodes with uninformative observations can

destabilize training. This is achieved by focusing on the neighborhood rather than the whole

network. Instead of making inferences about the beliefs of other nodes in the network, nodes

form their beliefs from a convex combination opinions of one-hop neighbors and their own belief.

At the beginning of each communication round, nodes observe the opinions of their neighbors.

Then, nodes update their Bayesian posterior belief based on their observations. Finally, they

merge their belief with the opinions observed at the beginning of the communication round

and form their final belief. In other words, the final belief of each node is constructed from

the average belief held in the neighborhood. Lalitha [79] follow the same procedure, but the

consensus average is calculated from the log-beliefs of the nodes. Nodes’ influence on the

consensus can be adjusted with the weights. Note that this happens prior to the learning process

in the next iteration. Hence, at the next iteration learning builds upon the consensus. [82, 83]

propose similar update rules with slight changes in the procedure, where [82] also analyze its

consistency and characterize the convergence rate for time-varying graphs. In depth analysis of

the learning rule introduced in [79] is given in [84].
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Problem Setup

Until now, the problem setup was described without any mathematical notations. Here

we provide the problem definition and derive a solution following [80].

Communication Network

We consider a weighted and directed graph G with a set of N individual nodes [N] and

a stochastic matrix W that describes the social interaction between the nodes. N(i) defines the

neighborhood of i and i ∈ N(i). Moreover, if there is an edge going from j to i, then j ∈ N(i) and

i receives information from j. The influence of node j on node i is given by weight Wi j ∈ [0,1]

and Wii ∈ [0,1] is the confidence of i on its own knowledge. If Wi j = 0, then we can assume

j 6∈ N(i). Lastly, ∑ j∈N(i)Wi j = 1.

Data Distribution

Each node i ∈ [N] has access to a local dataset Di, where samples Xi in the local dataset

are generated from the usage patterns unique to i. This means that for i, j ∈ [N], Di and D j may

be statistically heterogeneous. Moreover, the total number of samples in Di is given as ni, where

Di = {(X0
i ,Y

0
i ),(X

2
i ,Y

1
i ), ...,(X

ni
i ,Y ni

i )}. Number of samples at each node may not be uniform

across the network, to the contrary it is more likely that data is distributed in a highly-unbalanced

manner. If the data is non-identically distributed, then the local likelihood functions Li will also

be dissimilar.

Model

We assume that each user/node has the capability to learn on its local dataset, and the

statistical models are structurally the same. Nodes learn the local likelihood distributions P(Di|θ)

based on their local datasets by adjusting the model’s parameters θ ∈Θ. Furthermore, we ensure
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that nodes learn a global data distribution by minimizing the objective function:

argmin
π∈P(Θ)

Li(π) = EDi[P(y|x,π)], where Pi(y|x,π) =
∫

Θ

li(y;x,θ)π(θ)dθ , (3.9)

However, calculation of this integral is intractable with complex models such as neural net-

works. Therefore, we approximate P(y|x,π) by iterative optimizations on a proxy function q(.),

parameterized by θ . Thus, our objective function becomes:

argmin
π∈P(Θ)

EDi[KL[q(θ)||P(y|x,π)]], (3.10)

We recast this objective and make local bayesian updates to the variational posterior as follows:

qi(θ) = argmin
q(.)∈Q

KL[q(.)||π(θ)]−Eq(.)[logP(x|y)] (3.11)

The intuition behind the objective function is explained later in section 3.3.2.

Algorithm

The learning rule in peer-to-peer learning can be simplified to 3 steps as shown in

algorithm 3. At each communication round nodes first make a local bayesian update and

compute a new variational posterior. Secondly, nodes broadcast their posteriors to their one-hop

neighbors and receive the variational posterior from the neighbors. In the final step, each node

takes the weighted average of the beliefs. After the first communication round, nodes use the

average belief in the neighborhood as their prior.

Intuition

The objective function must seek a degree of consensus between the nodes and robust

acquisition of knowledge from the local datasets. In other we do actually seek an inexact solution

for the local dataset, which actually better generalizes to the global dataset. In ordinary neural

37



Algorithm 3. Peer-to-Peer Learning Procedure

1: Input: π
(0)
i ∈ P(Θ) and Di, ∀i ∈ [N]

2: for communication round c = 1 to C do:
3: for i = 1 to N do in parallel:
4: q(c)i (θ) = argminq(.)∈Q KL[q(.)||p(y|x,π(c−1)

i )]

5: Broadcast q(c)i to all j ∈ N(i) and receive q(c)j from all j ∈ N(i)

6: π
(c)
i (θ) =

exp(∑N
j=1 Wi jlogq(c)j (θ))∫

Θ
exp(∑N

j=1 Wi jlogq(c)j (φ))dφ

7: end for
8: end for

networks, this can be achieved by regularization methods. [14, 75] provides a solution to the

problem for ordinary neural networks. However, peer-to-peer learning [80] takes the bayesian

approach to decentralized learning by utilizing the prior (π(θ)) to convey the knowledge acquired

by the neighbors to the nodes decisions. Each node learns from its local data and communicates

its belief on the data distribution to its immediate neighbors. The first term in equation 3.11

increases the similarities between the prior and the variational posterior, and maximizing the

second term maximizes the log-likelihood. Thus, during local training we seek the set of

parameters that optimizes this trade-off.

After all one-hop neighbors declare their beliefs on the data distribution, the average

belief of the neighborhood can be passed on to the model with the prior. Until convergence,

the communication between the nodes ensures that models do not largely diverge from each

other. This is forged by taking a weighted average of the log-beliefs in [84]. The prior acts as

an anchor to the consensus, and limits the impact of local updates without the need to tune any

parameters. Although the node does not have direct access to its neighbors datasets, we aim to

pass the acquired knowledge such that it is able to identify and distinguish other prevalent data

distributions than its own. It is achieved with a manner of locality, as nodes do not communicate

with other parts of the network.
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Implementation

In the implementation, algorithm 2 was used for the local bayesian updates in step 4.

However, it is important to note that any method that accurately approximates the posterior

P(y|x,π) can be used. As explained in section 2.3, the gradient calculation of Bayes-by-Backprop

method [30] is straightforward with backpropagation. More information on different methods

for step 4 can be found in section 2.2.

In the consensus step (step 6), the average belief in the neighborhood is calculated. When

the variational posterior qi(θ) is a Gaussian, it is particularly easy to make the calculations.

In other words, Q in step 2 would denote the family of Gaussian distributions. Since the

average belief in the neighborhood would also be a Gaussian, we can eliminate the intractable

normalization in step 6. Following [80], if we denote θ of the variational posterior qc
i is computed

as (µc
i ,Σ

c
i ), then the parameters of π(θ), (µ̃c

i , Σ̃
c
i ) is reduced to the following equations.

• The covariance matrices of the average belief for each node i ∈ [N] can be calculated as:

Σ̃
(c)−1

i = ∑
j∈N(i)

Wi jΣ
(c)
j
−1

(3.12)

• The mean of the average belief for each node i ∈ [N] can be calculated as:

µ̃
(c)
i = Σ̃

(c)
i ∑

j∈N(i)
Wi jΣ

(c)
j
−1

µ
(c)
j (3.13)

The effectiveness of the method is explored in the following sections.

Experiments

In this section, the performance of the peer-to-peer learning method is illustrated. Peer-

to-Peer learning is one of the few methods that has shown success in fully-decentralized training

of neural network models. In all of the experiments, a multi-layer perceptron architecture with 2
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hidden layers of 200 neurons were used. Overall it was observed that algorithm 1 performs as

good as algorithm 2. However, since algorithm 2 is much faster, KL-divergence between the

variational posterior and the prior (π(θ)) was calculated in closed-form.

Common Experiment Settings

To make thorough analysis and illustrate different aspects of peer-to-peer learning in

the context of decentralized learning various experiment settings are required. Due to physical

limitations we considered much smaller graphs ranging from 2 to 100 nodes. In practice, there

can be millions or even billions of devices connected to the graph in various settings. However,

experiments support the convergence analysis and theoretical guarantees given in [80]. In all

experiments Adam optimizer with the learning rate of 0.001 was used to apply gradients to the

weights at the end of each iteration.

Datasets

It can be argued that moving on to more complex datasets would be a big problem for the

decentralized learning field, before establishing a robust experimental design. The lack of robust

experimental design is also faced in continual learning. A recent paper criticizes the established

benchmarks in the field and illustrates their weaknesses [85]. Especially for fully-decentralized

learning, the lack of work also limits our abilities to construct baselines. In this work, we only

demonstrate the capabilities of our method for image classification. To this end, two well-known

datasets were chosen: Fashion MNIST [86] and MNIST [87].

General Effectiveness

In this section, we consider the general effectiveness of peer-to-peer learning under

relaxed, but unrealistic assumptions. For this experiment, MNIST dataset was distributed

independently and identically among 9 nodes in a grid topology. Each node had approximately

the same number of training samples. The grid topology can be seen in figure 3.1. Weights
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Figure 3.1. MNIST 9 Users with IID Data Experiment. MNIST dataset is independently and
identically distributed over a 9-Node Graph.

Figure 3.2. General Effectiveness with Simple Assumptions. The figure demonstrates the test
accuracies of each user throughout the training. Overall, they reach 98% test accuracy, same as
the baseline.

were equally distributed to the edges and according to the degrees of the nodes such that

Wi j =
1
|N(i)| ,∀ j ∈ N(i). For centralized approaches the baseline accuracy is 98%, and it can

clearly be seen that all the nodes in the graph 3.2 are gather around the 98% test accuracy. This

experiment demonstrates that peer-to-peer learning method is suitable for simple tasks with IID

distribution and knowledge acquired at one node gradually disseminates to the rest of the nodes.

Effects of Non-IID and Unbalanced Data Partitioning

In this section, we consider a more difficult task than the previous experiment. In practice,

datasets will reflect the usage patterns of the users. Therefore, local datasets of the nodes may be

statistically heterogenous. Moreover, data may be distributed in a highly unbalanced manner.

For this reason, in this experiment we explore the setting where the central node has all the
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Figure 3.3. MNIST Highly-Unbalanced and Non-IID Data with Grid Topology. The yellow node
has all the samples from the first 8 digits (48000 samples) and rest of the dataset is distributed
equally to the blue nodes.

handwritten digits of classes 0,1,2,3,4,5,6,7 and the rest of the training dataset (classes 8,9) is

randomly and equally distributed amongst the 8 remaining nodes. As a result of this non-iid

distribution, there are approximately 48000 samples in the central node, while other nodes each

have about 1500 samples. The topology and distribution is more clearly illustrated in figure 3.3.

Social interaction matrix W remains the same as the previous experiments, all neighbors have

equal influence over node i,∀i ∈ [N]. Even under such circumstances, it can be seen from figure

3.4 that there is little change in the learning curve and all the nodes are gathered aroun 98% test

accuracy. Unfortunately, peer-to-peer learning method is not successful in all cases. We will see

in the following experiments that the success of the experiment can be attributed to the careful

placement of the classes.

Effects of User Placement and Influence

The previous experiment demonstrated the performance of peer-to-peer learning method

on a more complicated task, where data was distributed highly non-iid and unbalanced. We also

assumed that the most-informative node would also be placed at the most influential place in

the graph. In the grid-like structure seen in figure 3.5, the central node is the most influential

node when all nodes are affected equally by their immediate neighbors. Here we investigate a

different situation, where the most informative node is at the least influential spot at the grid. In

this experiment, only the place of the most informative node is changed. Other variables remain

the same. The results are demonstrated in figure 3.6. When the users are placed according to
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Figure 3.4. MNIST 9 Users with Unbalanced and Non-IID Data Experiment. A grid-like graph
structure was simulated where each row and column had 3 users connected to each other. The
central node had 48000 samples from classes 0,1,2,3,4,5,6,7 and the remaining samples were
distributed evenly amongst the rest of the nodes. All the nodes reach 98% overall accuracy, same
as the baseline.

Figure 3.5. Most Informative Node at the Least Influential Spot Experiment Setting. The yellow
node has 48000 samples from classes 0,1,2,3,4,5,6,7 and the remaining samples are distributed
evenly to the blue nodes. Due to the social interaction matrix, in this case corner nodes are the
least influential nodes in this grid-like structure, where as center nodes are the most influential.

their local datasets informativeness, the convergence rate would be higher. For example, in

the previous section, we went through a case, where the most informative node was placed at

the center. Given the social interaction matrix, where edges on each row are equally weighted,

the central node is the most influential node over all the network. Thus, we can expect higher

convergence rates. Due to the simplicity of the task, the difference between figure 3.3 and figure

3.5 is not noticable. The learning curve is similar and final test accuracy of the nodes ( 98%)

are negligibly close. The social interaction matrix and node placement are both effective for the

resulting influences of the nodes. In the next section, using a different topology we analyze the

effects of social interaction matrix.

43



Figure 3.6. Most Informative Node at the Least Influential Spot. All the nodes reach 98% overall
accuracy. Information flows regardless where the most informative node is located in the graph.
If a node learns to distinguish between the classes, no matter where it is placed on the graph, the
acquired knowledge will spread through the network.

Figure 3.7. Star Topology and Fashion MNIST Data Distribution for Weight Matrix Analysis.
The most informative node is the yellow node with 48000 samples from 8 classes, whereas blue
nodes have 1500 samples from 2 classes. The confidence factor of the blue nodes is given by α

and blue node’s confidence

Effects of the Weight Matrix

In this section, we investigate how the social interaction matrix affects learning. It is

important to note that the influence of the nodes in the network depends on the eigenvector

centrality of the social interaction matrix. The eigenvector centrality of a stochastic matrix such

as W can be easily calculated by taking the power of W until convergence. The eigenvector

centrality should be fair to give each node to have an influence over the global learning. It should

not vanish nor should it explode. This was an important issue to address before running any

tests. Especially for larger graphs, it becomes harder to assign individual weights to each edge.

For this reason, the experiment setting with only 9 nodes was created as shown in figure 3.7.

In this experiment we use Fashion MNIST dataset, where the training dataset includes 60000

44



Figure 3.8. Effects of the Weight Matrix. Social interaction matrix reflects the confidence on the
beliefs. When badly designed, the performance of the method suffers.

samples from 10 different clothing classes. The number of samples from the first 8 classes are

48000 and the last two classes have 12000 samples in total. The first node colored with yellow

contains all the samples from the first 8 classes, and blue nodes share the rest of the training

dataset randomly and equally. Yellow node can be seen as the master node, since it has a similar

role as the central server in federated learning. It is connected to all the other nodes in the graph,

and information from one node to another can only flow through it. The row corresponding to the

yellow node in the social interaction matrix is given as W1 = [1/9, ...,1/9], where all the nodes

have equal influence on the average belief. For the blue nodes weights are assigned as; Wi1 = α

and Wii = 1−α . Since blue nodes are only connected to the yellow node, all other elements

on their corresponding row in W would take zero. Compared to MNIST, Fashion MNIST

includes more complex texture and shapes. Therefore, with the MLP architecture achieves 88%

accuracy with centralized training. With this setting, we expect the convergence rate to grow, as

α increases. Indeed, it can be clearly seen from figure 3.8 that this is the case. When α = 0.1,

the average test accuracy converges to 77.5%, which is nearly 10% lower than the baseline. It

can be seen that the more confidence we place on the most informative node, the closer the

learning curve converges to the baseline. Thus, the design of the social interaction matrix highly

affects the performance of learning. Unfortunately, in very large graphs it becomes especially

harder to design such a graph. Moreover, the decentralized learning graph would be dynamic in
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practice and data distributions will change quite often. The social interaction matrix, and the

ability to assign different confidence levels to neighbors, enables a framework for explore and

exploit in learning. For example it can be leveraged to adjust dissimilarity between the models

and make them more personalized. It can also be seen that the average test accuracy over all the

test dataset is affected highly affected by such adjustment. Therefore, the design of the weight

matrix requires a lot of thought and it is an interesting problem that should be robustly addressed

by future work.

Effects of Dissimilar Data Distributions

Decentralized learning will face various challenging data distributions in the real world.

In this section, we investigate if peer-to-peer learning is robust against different data partitions.

To this end, we use Fashion MNIST dataset which is comparatively more complex than MNIST.

In this case, we do not want a complex graph topology nor do we want an unbalanced distribution.

Therefore, we create a 10-node directed circular graph, where two types of nodes placed in an

alternating fashion. There are 5 nodes of type-1 and 5 nodes of type-2. Odd nodes are type

1 and even nodes are type-2. Nodes only receive information from their clockwise neighbor

and only send information to their counter-clockwise neighbor. Social interaction matrix was

adjusted such that nodes have more confidence in their neighbor than themselves. In particular,

Wii = 0.25 and Wi j = 0.75, where j = i+ 1 ∀ i < 10 and j = 1 for node 10. The rest of the

elements in W are zero. Since we aim to test how peer-to-peer learning performs with different

data partitions, we made two experiments with different data partitioning strategies. Even though

the data partitioning was changed very slightly, the performance strangely suffered under the

second case. In the first case, we consider a situation where all the resembling classes are

collected under the same type of node. The graph structure and class selection can be seen on

figure 3.9. All samples from the shirt-like classes are independently and identically distributed

to yellow nodes (type-1). The remaining samples from the classes including three shoe-like

classes, trouser and bag are independently and identicaly distributed to blue nodes (type-2).

46



Figure 3.9. Dissimilar Data Distribution and Circular Graph Topology. Samples from all
resembling classes are collected under one type.

Figure 3.10. Effects of Very Dissimilar Data Distributions. All nodes achieve a test accuracy
around 85%.

Results are demonstrated in figure 3.10. It can be seen that even with the sparsity of the graph

average test accuracy converges to 85%. There is a slight decrease in test accuracy (∼3%)

compared to the centralized learning method. This can still be considered a successful result

given that there was little optimization made for the learning. In the first case, we consider

a situation where all the resembling classes are collected under the same type of node. The

graph structure and class selection can be seen on figure 3.9. All samples from the shirt-like

classes are independently and identically distributed to yellow nodes (type-1). The remaining

samples from the classes including three shoe-like classes, trouser and bag are independently

and identicaly distributed to blue nodes (type-2). It can be seen that even with the sparsity of the

graph average test accuracy converges to 85%. There is a slight decrease in test accuracy (3̃%)

compared to the centralized learning method. This can still be considered a successful result

given that there was little optimization made for the learning. Although the results of the first
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Figure 3.11. Dissimilar Data Distribution and Circular Graph Topology. shirt and trouser classes
are exchanged between types. Blue nodes also learn the distribution of a shirt-like class.

case may raise the expectations from the model, peer-to-peer learning underperforms for the

second case. In the first case, all resembling classes were represented on the same nodes. The

other nodes did not have any samples from these classes. We now consider a situation where this

is not case. The graph structure and class selection can be seen on figure 3.11. All samples from

the shirt-like classes except the shirt class and sampels from the trouser class are independently

and identically distributed to yellow nodes (type-1). The remaining samples from the classes

including three shoe-like classes, shirt and bag are independently and identicaly distributed to

blue nodes (type-2). Notice that only the shirt class and the trouser class are exchanged between

the two types. The number of samples at each node is equal. Moreover, now blue nodes have

samples from a shirt-like class in their local dataset.

The results for the experiment are demonstrated in figure 3.12. While there is only a

negligible decrease in accuracy for the yellow nodes, the blue nodes (even nodes) strangely

do not seem to be learning. The average test accuracy of the blue nodes is 67% about 15%

lower than yellow nodes. Nodes ability to distinguish the classes and classify them correctly

are demonstrated in figure 3.13. It can be clearly seen from the confusion matrices in figure

3.13 that nodes are highly biased towards their own datasets. Nodes are not accurately learning

to distinguish between the classes, when they have samples from resembling classes in their

own dataset. This is because peer-to-peer learning is suffering from a problem also common

in prior-based continual learning approaches [85]. In continual learning prior-based methods

are successful in transferring learning between the tasks, if the tasks are dissimilar and do not
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Figure 3.12. Fashion MNIST Non-IID Data Experiment with Resembling Classes.

resemble each other. However, they fail when it’s not the case. Similarly, peer-to-peer learning

method is successful, when all the samples from the resembling classes are in the same dataset.

Unfortunately, in other cases, it fails. It’s critical that the prior of the local bayesian model

adequately represents the uncertainty and conveys this uncertainty to the decisions made by the

model. For the good case, peer-to-peer learning is successful because of the dissimilarity in

data distributions. In bayesian learning, we expect the decisions to reflect the uncertainty of the

prediction. Since learning builds on the prior, especially at the beginning of each communication

round, model’s decision would depend heavily on the prior. In the good case, since datasets

are very dissimilar, model would make inconfident decisions and the gradients would be small.

Due to this regulatory effect from the prior, the model would learn gradually. However, when

there are resembling classes, at the beginning of the training models would confident incorrect

decisions. When a model makes a confident prediction, the gradients would be proportionally

larger. After the first communication round, all nodes would have knowledge about the average

belief in their neighborhood and this would be assigned as their prior for the next communication

round. The first decision models make would be heavily biased towards the average belief of

the neighborhood. Normally, we wish the gradients to change the weights such that the model

becomes more successful in classifying the samples. Let’s illustrate how the gradients would

affect learning with an example. After the first communication round the blue node would
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(a) Type-1 Node Confusion Matrix (b) Type-2 Node Confusion Matrix

Figure 3.13. Confusion Matrices of Two Nodes with Resembling Class Bias. The confusion
matrix on the left side demonstrates that type-1 nodes do not learn the encoding of the samples
from ”shirt” class (label 6) and is heavily biased towards the shirt-like classes that are represented
in its local dataset. Confusion matrix on the right side shows that type-2 nodes become heavily
biased towards ”shirt” class (label 6)and incorrectly classify the shirt-like classes as ”shirt”.

have some information about the shirt-like classes in the yellow nodes. During local learning,

it would get a sample from the shirt class, which heavily resembles the shirt-like samples in

the yellow node. It would make a confident but incorrect decision on the shirt sample. Thus,

the gradients that are essentially used to classify shirt would be large, but also weights that

distinguish other shirt-like classes would be heavily affected. If the uncertainty was well-reflected

to the decisions, this would not have been a problem, learning would be stable and successful.

Unfortunately, peer-to-peer learning is unsuccessfuly for these cases due to the accumulation of

gradient mis-estimates. This shows a common challenge faced by both prior-based continual

learning aproaches and bayesian decentralized learning. The gradient mis-calculations are the

main culprit for the poor performance of peer-to-peer learning. The idea implemented in peer-to-

peer learning is quite intuitive, where we use the average belief of the neighborhood as the prior

to learning in the next communication round. In the context of bayesian decentralized learning,

approximation of the local variational posteriors affect the global learning as well. Thus, a more

accurate approximation should be provided in order to make peer-to-peer learning more practical.
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Figure 3.14. Bayesian Decentralized Asynchronous Learning Graph Topology. Yellow node
acts as the central server; it does not have a local dataset and it is used to construct the global
model. A subset of the blue nodes are selected at each communication round to be trained.

This is an interesting challenge that may be addressed by future work.

Asynchronous Training

As the communication network gets larger, it becomes impossible to coordinate the users

to train simultaneously. Therefore, decentralized learning methods that enable asynchronous

learning is more favorable. In this section, we analyze the performance of bayesian decentralized

asynchronous learning based on peer-to-peer learning and federated learning. Graph structure

can be seen in figure 3.14. Only a subset of the network train their models simultaneously. Yellow

node acts as the central server in federated learning; it is only used to accumulate knowledge

and transfer it between the nodes. All nodes have equal influence over the global model, i.e.

W1i = 1/100∀i ∈ [N], i 6= 1. Moreover, the training is initialized with the global model such that

Wi1 = 1,∀i ∈ [N], i 6= 1 and all other elements in the weight matrix is zero. Similar to federated

learning, at each communication round a subset of the nodes are randomly selected and trained in

parallel. We use a 100-node graph with a star topology. MNIST dataset was distributed equally

to the blue nodes, but to test the robustness of the method several different data distributions was

considered. Each client trains for only an epoch with a batch size of 10 except the third case,

where models were trained with a batch size of 128. Results can be seen from figure 3.15. In the

figure, line plots demonstrate the average test accuracy of the blue nodes and test accuracy of the

yellow node for different cases. When data is distributed in an iid manner among the blue nodes,

the method was largely successful. We first experimented with the case, where only half of the

clients were trained at the same time. In the second case, 30% of the clients were selected at each
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Figure 3.15. Bayesian Decentralized Asynchronous Learning.

communication round. It can be seen that in both cases test accuracies of the models reach the

baseline test accuracy (98%). In the third case, once again we randomly distribute 600 samples

to each blue node, but only 20 nodes are trained at the same time and a batch size of 128 is used.

It can be seen that the model starts converging much later in training. Given that the learning

curve did not change in the first two cases, this can be due to the scarcity of local updates. In the

fourth case, the training dataset was sorted by label and split into 500 shards of size 120. After

the shards were shuffled, they were distributed to the blue nodes. Each blue node received 5

shards with 600 samples in total. Although we increased the number asynchronous clients to 40,

the method performs poorly with only 80% test accuracy. This is due to the inherent issues of

peer-to-peer learning. When dissimilarity between datasets are small, nodes fail to distinguish

the similar data distributions that is not represented in their own local dataset. In the fifth case,

the training dataset was sorted by label and split into 200 shards of size 300. After the shards

were shuffled, they were distributed to the blue nodes. Each blue node received 2 shards with 600

samples in total. At each communication round, 20 nodes were selected and trained in parallel.

The performance is much worse than all other cases. The test accuracy converged to 70% test

accuracy.

The method used in this experiment is only a special case of peer-to-peer learning.

Although it performed poorly for some of the cases, this is largely due to problems explained

in section 3.4.6. If this problem can be addressed, our experiments suggest that peer-to-peer
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learning is amenable to asynchronicity.
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Chapter 4

Conclusion

Decentralized learning is a growing field that requires more attention from the research

community. It is not just important for the democratization of machine intelligence, but it is also

a less expensive method to train powerful statistical models. Due to its setting and scale, there

are many interesting challenges to be solved.

In this work, we approached decentralized learning from a bayesian learning perspective,

which enables the embodiment of all available knowledge in the model. It provides an automatic

Occam’s Razor, i.e. it does not require regularization methods as Maximum-Likelihood Estima-

tion does. It inherently has the ability to convey the uncertainties to the decisions that the model

makes. For this reason, it can be used to make better calibrated and more informed decisions.

This especially important for deep learning models, where interpretability of the model is limited

and individual roles of model parameters are unknown. There are many methods to approach

deep learning from a bayesian perspective. In section 2.3, we attempted to explain some of the

methods.

To the best of our knowledge, peer-to-peer learning is the first bayesian approach to

decentralized learning [80]. Moreover, some existing prior-based approaches in continual

learning can be generalized to it [88, 89]. It has been demonstrated by the experiments in the

previous chapter that peer-to-peer learning is generally effective, but it can be further improved.
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Future Work

Decentralized learning is open to improvements from many aspects. Complex challenges

faced in the field require creative solutions. These challenges include secure multi party compu-

tation of the global updates, differential privacy, the optimization of the social interaction matrix

and improvements for posterior approximation in bayesian parameter estimation.

Secure Computation and Differential Privacy

In general, it is best to restrict direct access to user models. Moreover, communication

between neighbors must be secure. This is only possible through encryption. In federated

learning, there are some practical methods to achieve secure aggregation of gradient updates

[90]. However, it remains an important problem in decentralized learning. Methods that target

this problem should make ensure secure knowledge sharing and secure computations for model

updates.

Decentralized learning shrinks the risk surface for data-leaks as users won’t be sharing

their knowledge with a central entity. However, it is possible to infer the samples back from the

statistical models. This is because models learn the encoding of local data distributions. In other

words, they carry an encoding of the samples they were trained on. For this reason, differential

privacy has become a trending topic in machine learning. In the context of decentralized learning,

knowledge learnt at one node spreads through the graph and all models would eventually embody

the knowledge learnt at other nodes. Therefore, addressing this problem is of utmost importance

to protect user’s privacy.

Social Interaction Matrix

In federated averaging, the heuristic for weights is incredibly simple. Given its simplicity

and the lack of theoretical guarantees, it still demonstrates very successful results. This is not

the case in peer-to-peer learning. Optimal weight matrix depends on the graph structure, data
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distribution and the complexity of the tasks at hand. In practice, the social interaction matrix

would also be dynamic. It is unrealistic to assume that is given. The problem is more challenging

where graph is large and nodes only have access to information about their one-hop neighbors.

Gradient Estimation

In the previous chapter, it was demonstrated that peer-to-peer learning method performs

poorly for non-iid data. This is because the uncertainty is not well-represented by the prior and

it is not conveyed into the model’s decisions. As a result, the gradients are misestimated and

overall test accuracy of the models suffer. Thus, to address this problem gradients must be more

accurately estimated with a better representation of the uncertainty. To this end, methods that

more closely approximate the posterior can increase the performance of peer-to-peer learning

in the local bayesian update step. One such method is Bayesian Gradient Descent, which was

proposed for task agnostic continual learning [91].

Conclusion

In this work, we introduced decentralized learning, bayesian neural networks, and

implemented a bayesian decentralized learning method. Peer-to-peer learning provides the

theoretical guarantees that federated learning does not. However, it must be improved to be

practical. To the best of our knowledge, there is very little work in fully-decentralized learning

that targets neural networks and complex tasks. Introduction of new methods would stimulate

innovation and decentralized learning can become a driving force behind machine intelligence.

We are at the beginning of a special phase for machine learning.
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